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A B S T R A C T

In the present work, we have evaluated the performance of different embedded atom method (EAM) and
second-nearest neighbour modified embedded atom method (2NN-MEAM) potentials based on their predictive
capabilities for modelling fracture in single- and bicrystalline tungsten. As part of the study, a new 2NN-MEAM
was fitted with emphasis on reproducing surface, unstable stacking fault and twinning energies as derived from
density functional theory (DFT) modelling. The investigation showed a systematic underestimation of surface
energies by most EAM potentials, and a significant variation in unstable stacking and twinning fault energies.
Moreover, the EAM potentials in general lack the ability to reproduce the DFT traction–separation (TS) curves.
The shorter interaction length and higher peak stress of the EAM TS curves compared to the 2NN-MEAM and
DFT TS curves result in one order of magnitude higher lattice trapping than for cracks studied with 2NN-MEAM.
These differences in lattice trapping can lead to significant qualitative differences in the fracture behaviour.
Overall, the new 2NN-MEAM potential best reproduced fracture-relevant material properties and its results
were consistent with fracture experiments. Finally, the results of fracture simulations were compared with
analytical predictions based on Griffith and Rice theories, for which emerging discrepancies were discussed.
1. Introduction

Refractory metals have long been considered for plasma-facing
components (PFC) in nuclear fusion reactors. In particular, tungsten
(W) and its alloys have emerged as the most promising candidate
material for PFC [1,2] in light of their high melting temperature,
high temperature strength, high thermal conductivity, low thermal
expansion coefficient and high sputtering resistance [3–10]. However,
tungsten exhibits limited ductility at low temperature and becomes
ductile only above the brittle to ductile transition temperature (BDTT),
which is in the approximate range of 100–200 ◦C [11,12] and 150–
500 ◦C [12–19] for single- and polycrystalline forms, respectively,
resulting in limitations on its applications. Like in other body-centred
cubic (BCC) metals, the brittle-to-ductile transition (BDT) results from
the competition between two mechanisms that dissipate elastic strain
energy: bond breaking at low temperatures and thermally activated
dislocation slip at elevated temperatures [20–22]. Materials that show
such BDT are therefore often referred to as semi-brittle.

Atomistic simulations are ideally positioned to study the crack-tip
processes underlying the BDT [23]. The reliability of such simulations

∗ Corresponding author.
E-mail address: praveenkumar.hiremath@mek.lth.se (P. Hiremath).

depends on a wide range of factors, including applied boundary condi-
tions, sample size, and in case of dynamic simulations, also the applied
strain rate. But more profoundly, it depends critically on the used
interatomic potential’s capability to accurately reproduce the under-
lying mechanisms and their relative importance at a given strain rate
and temperature. Semi-empirical many-body potentials, like the ones
based on the embedded atom method (EAM) or modified embedded
atom method (MEAM) that are often used for BCC metals, were tradi-
tionally fitted to relatively small databases, typically including lattice
parameter, elastic constants, cohesive energy and vacancy formation
energy [24–27]. More recently, potentials are fitted to large databases
of structures and forces obtained by density functional theory (DFT)
calculations [28]. Such procedures have enabled the incorporation of
fracture-relevant properties in the fitting, such as generalized stacking
faults and free surface energy. In both cases, however, the choice of
properties and the weights given to different structures during the
fitting process lead to potentials that are optimized for certain appli-
cations or areas of study. This results in a lack of transferability, i.e., a
reduced ability to correctly model structures or calculate properties
vailable online 4 March 2022
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that were not included in the fit. Recently, the transferability prob-
lem is being addressed through the development of machine learning
potentials [29]. However, these are currently still too computationally
intensive to perform the large-scale atomistic simulations necessary to
study complex crack-tip processes in 3D [30]. Even though tungsten –
thanks to its elastic isotropy – is widely used as model material to study
fracture in BCC metals, currently no W potentials exist that have been
developed with the focus on fracture simulations. Most available W po-
tentials are designed for either radiation-induced damage modelling or
are ‘‘general purpose’’ potentials, with generally limited predictability
in terms for crack-tip relevant properties, see e.g. [31,32]. It is therefore
crucial to assess the applicability of existing W potentials to study
fracture. Such a systematic study is the focus of the present paper. In
addition, we present a MEAM potential that was specifically generated
for the purpose of modelling cracks in W.

Furthermore, continuum models of polycrystalline material failure
require information regarding grain boundary (GB) fracture behaviour
since they often serve as preferred fracture paths [33–37]. But, there is
a lack of reliable experimental and atomistic studies of such interfaces.
Therefore, we expand the scope of the paper beyond single-crystals and
also evaluate the potentials for fracture behaviour of selected GBs. The
specific objectives of the present work are summarized as:

• Evaluate the applicability of the different potentials for fracture
studies.

• Systematically investigate the crack-tip response for single-
crystals and GBs, and delineate the intrinsic potential features that
govern the outcome.

• Assess the ability of existing theoretical frameworks to predict
brittle and ductile crack-tip behaviour.

The paper is organized as follows: First, we provide a short overview
f the fracture behaviour in tungsten single- and bicrystals. This is
ollowed by a brief account of the theoretical fracture mechanics con-
epts required for this study. Then the simulation methodology is
ntroduced along with the various EAM and MEAM potentials con-
idered in the present work. In the results section, relevant potential
roperties are compared with DFT results, and the results of fracture
imulations of single- and bicrystals are presented. In the discussion
ection, we compare the results with predictions from analytical the-
ries and delineate the impact of inherent potential features on the
racture behaviour. Moreover, we assess the applicability of potentials
or fracture simulations. Finally, we summarize the findings and present
he conclusions.

. Fracture behaviour of tungsten

.1. Single-crystal fracture

Below the BDTT, single-crystalline fracture occurs in a brittle fash-
on along preferred crystallographic planes, namely the primary {100}
nd secondary {110} cleavage planes [11,12,38–50]. Cleavage fracture
n these planes was shown to be anisotropic with respect to the
leavage direction [11,38–41,43,45,46]. Throughout this paper, crack
ystems are specified by the crack plane (𝑘𝑙𝑚) and the crack front [𝑢𝑣𝑤]
irection, i.e., (𝑘𝑙𝑚)[𝑢𝑣𝑤].

The {100}⟨010⟩ crack system has been widely studied [12,39–46,
8–50]. At temperatures below the BDTT, and in particular at 77 K,
he crack propagates on the {100} plane, but river lines indicate that
ocally the crack propagation direction deviates from the macroscopic
001⟩ propagation direction [38,45], and local propagation along ⟨110⟩
irections was observed [39,43,48].

Cracks on {100}⟨011⟩ have also been studied relatively frequently
11,38,43,45,46]. Also in this system, the crack remains on the initial
100} cleavage plane. In contrast to cracks with ⟨010⟩ crack front
rientation, the river lines follow the macroscopic ⟨011̄⟩ propagation
2

irection. w
Cracks initially situated on {011} planes at low temperature also
racture in a brittle manner [38,40,43,45,46]. However, {011}⟨01̄1⟩
nd {011}⟨100⟩ cracks both showed {100} facets on the fracture sur-
aces [38,46], indicating a strong preference for local crack propagation
n the primary cleavage plane. River lines were observed on the entire
acroscopic {011} fracture surface [38,46]. For {011}⟨01̄1⟩ cracks they

ollow the macroscopic crack propagation direction. In contrast, for
011}⟨100⟩ cracks, river lines perpendicular to the macroscopic crack
ropagation direction were observed [46].

While at 77 K brittle fracture was observed for both cracks ori-
nted on {100} and {011} planes, a strong dependence of the fracture
oughness on the crack front direction was observed. Cracks with ⟨011⟩
ronts on these planes generally propagate easier than cracks with ⟨010⟩
ronts, with fracture toughness values of 𝐾𝐼𝐶 around 2.8 and 3.8 MPa
1∕2, respectively [11,38,46].

Only few studies exist for pre-cracks on higher-indexed fracture
lanes [46]. At 77 K, cracks initially on {111} and {211} showed brittle
racture [46]. Cracks with {111}⟨01̄1⟩ orientation displayed a strongly
aceted surface, but the crystallographic orientation of these facets
ould not be identified [46]. In general, cracks initially on {211} planes
id not cleave on that plane, and their behaviour was strongly depen-
ent on the crack front orientation. For instance, {211}⟨110⟩ cracks
eviated onto {100} planes, at which they formed large facets [46],
hile those on {211}⟨111⟩ propagated macroscopically on the initial

211} plane, but with a rough fracture surface with many small facets
including {110} facets [46].
Several computational studies have addressed the fracture behaviour

f single-crystalline tungsten by atomistic simulations [20,33,38,51–
8]. Although DFT is commonly used to delineate the traction–separatio
roperties or assess the ideal brittle fracture toughness according to
he Griffith theory [59], see e.g. [5,57,60–63], such calculations do not
epresent fracture simulations, as no crack is present. To the best of our
nowledge, no DFT investigations of the crack-tip behaviour in W have
een published so far. Neither are there any available fracture studies
ith numerical or analytical bond-order potentials or machine-learning
otentials. Instead all simulations of cracks in W published so far rely
n semi-empirical many-body potentials.

Quasi-static simulations of pre-existing atomically sharp cracks al-
ow to determine the crack-tip events and to quantify the associated
ritical stress intensity factor and lattice trapping range [20,33,52].
uch simulations of cracks along {100}⟨010⟩ showed that, depending
n the utilized potential and setup, either cleavage along the origi-
al {100} plane [54,64] or propagation of the crack on the inclined
110} planes can occur [51,64]. In contrast, cracks on {100}⟨011⟩ in
imulations generally cleave on the initial {100} plane [33,51,52,57,
4].

Cracks on {011} planes were usually observed to cleave on the
ame plane, independent of the crack front orientation [51,54,57,64],
lthough partial dislocation emission on the {111} plane [52] as well
s crack propagation on {121} [53] were observed for a ⟨01̄1⟩ crack
ront. No crack propagation on {100} planes, which could explain the
xperimentally observed facet formation, was detected.

For cracks on the primary and secondary cleavage planes, in atom-
stic simulations, the lowest fracture toughness is usually reported for
rittle fracture for {011}⟨01̄1⟩ cracks, followed by cracks on {100}⟨011⟩
38]. However, for different potentials this order was found be re-
ersed [64], which is in line with the experimental observation [38]
hat the difference in fracture toughness between the two systems is
ndeed very small. The preference in experiments of the higher energy
100} fracture plane compared to the {011} plane is believed to be due
o the availability of four orthogonal easy propagation directions on the
100} crack plane compared to only one easy propagation direction on
he {110} plane [38]. However, such behaviour cannot be captured by
tatic atomistic modelling setups that only allow for short crack fronts

ith periodic boundary conditions [51].
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The reason for the more difficult crack propagation along ⟨010⟩
han ⟨011⟩ directions is believed to lie in the larger lattice trapping
ssociated with the latter crack front compared to the former [38].
tomistic simulations based on EAM potentials have consistently shown

his to be true for cracks on {100} and {011} planes [52,64].
Fracture along higher indexed planes has been studied in [33,51,

2,64]. For {111}⟨01̄1⟩ cracks, partial dislocation emission [52] and
winning [33] have been observed. In contrast, for {111}⟨112̄⟩ cracks
he emission of full edge dislocations [33] as well as the emission
f two partial dislocations up and down has been reported [52]. For
112}⟨111̄⟩ brittle fracture has been reported [33], but cracks on {113},
114} and {115} crack planes generally showed crack-tip plasticity [33,
2].

.2. Grain boundary fracture

Tungsten is a convenient model material to study GB fracture as
due its isotropic elasticity – the stress intensity factor for interface

racture does not become a complex number [65]. However, so far
o experiments testing the toughness of individual GBs in tungsten
ave been published as such experiments are difficult to perform. In
ontrast, multiple studies have determined the fracture toughness of
olycrystalline W and analysed its fracture behaviour, see e.g. [12,
5,66–77]. However, such studies cannot provide direct information
n the toughness of individual GBs or GBs in general, as additional
eometric effects influence whether inter- or transgranular fracture is
bserved [78].

Individual GBs in tungsten were tested by Liu and Shen [77,79].
n one study, they performed four-point bending tests on notched
pecimens containing ⟨100⟩ twist GBs. But because the notch was not
irectly situated on the GB, the fracture toughness of the GBs could not
e directly determined [79].

Four-point bending tests for molybdenum bicrystals containing
110⟩ symmetric tilt GBs, but without a notch, were used in the group
f Yoshinaga [80,81]. They observed a correlation between fracture
trength and relative GB energy, with small angle GBs as well as
3, {112}, 𝛴3, {111} and 𝛴17𝑏, {334} having much higher fracture

trength than the other studied GBs [81].
Mikhailovskij et al. [82,83] used an original approach to estimate

he strength of individual GBs in a polycrystal by controlled field evap-
ration in a field ion microscopy. Because the results were obtained
nder hydrostatic stress loading conditions, they are, however, not
elevant to the study of mode I fracture.

Grain boundary fracture in tungsten was studied in detail using
tomistic simulations by Möller and Bitzek [33]. Using an EAM poten-
ial, they highlighted the role of bond trapping – the generalization of
attice trapping to the bonding situation at interfaces – on the fracture
oughness and crack-tip plasticity. In particular, they speculated that
ertain GBs could exhibit local fracture toughness values that are higher
han the fracture toughness of single-crystals, even when they were
riented for fracture along the same plane [33]. Such effects are not
aptured by the often used proxy for toughness: the work of separation.
his quantity can, however, be easily obtained from DFT calculations,
ee, e.g., [62,84]. For tungsten, such calculations have predicted the
3, (112)[11̄0] twin boundary to be the strongest of the studied tilt
Bs [62].

. Theoretical background

The following sections provide a short overview of the underlying
heory of perfectly brittle fracture by Griffith [85] and the often-used
riterion for crack-tip plasticity by Rice [21,86].
3

.1. Brittle fracture

Within the Griffith model [85], the theoretical critical stress inten-
ity factor 𝐾𝐼𝐺 under mode I loading for cleavage of a perfectly brittle

material under plane strain conditions is given by [87]

𝐾𝐼𝐺 =
√

𝐺𝐼
𝐵
, (1)

where 𝐺𝐼 is the energy release rate due to the formation of two new
surfaces, 𝐵 is the appropriate crystal orientation dependent compliance
constant [87,88]. For anisotropic cubic crystals under plane strain
conditions, 𝐵 can be expressed as

𝐵 =

√

√

√

√

𝑏11𝑏22
2

(
√

𝑏22
𝑏11

+
2𝑏12 + 𝑏66

2𝑏11

)

. (2)

The plane strain moduli 𝑏𝑖𝑗 can further be expressed in terms of elastic
compliance constants 𝑠𝑖𝑗 along the orientation of interest as [87–89]

11 =
𝑠11𝑠33 − 𝑠213

𝑠33
, 𝑏22 =

𝑠22𝑠33 − 𝑠223
𝑠33

, (3)

12 =
𝑠12𝑠33 − 𝑠13𝑠23

𝑠33
, 𝑏66 =

𝑠66𝑠33 − 𝑠226
𝑠33

. (4)

For ideally brittle single-crystals, the energy release rate 𝐺𝐼 in
Eq. (1) is equivalent to ideal work of separation and takes the form
𝐺𝐼 = 2𝛾𝑠, where 2𝛾𝑠 is the total surface energy of the two newly
created surfaces. For ideally brittle grain boundary fracture, 𝐺𝐺𝐵𝐼 can
be expressed as [78,90]

𝐺𝐺𝐵𝐼 = 𝛾1𝑠 + 𝛾
2
𝑠 − 𝛾𝐺𝐵 (5)

where 𝛾1𝑠 , 𝛾2𝑠 and 𝛾𝐺𝐵 are the surface energies of the adjoining grains 1
and 2 and the GB, respectively.

The Griffith theory is based on thermodynamics and continuum
theory. The discreteness of the crystal lattice manifests itself in the
so-called lattice trapping [20,22,38,52,91–93], as the surface cannot
increase continuously but only by the breaking of discrete atomic
bonds. This causes an atomically sharp crack to remain stable during
loading until an upper limiting value 𝐾+, higher than Griffith’s stress
intensity factor 𝐾𝐼𝐺 is reached. Likewise during unloading, the crack
position remains unchanged until 𝐾− < 𝐾𝐼𝐺 is reached. The lattice
trapping range, 𝛥𝐾, is then defined as [22,91]

𝛥𝐾 =
𝐾+
𝐾−

− 1. (6)

The analogue of lattice trapping for interfaces is commonly referred to
as bond trapping, which includes the breaking of bonds in the structural
units of GBs [22].

3.2. Crack-tip plasticity

According to Rice’s theory [21,86], the analytical stress intensity
factor necessary for dislocation emission, 𝐾𝐼𝐸 , is given by

𝐾𝐼𝐸 =
√

𝐺𝐼𝐸
𝐵

, (7)

where 𝐺𝐼𝐸 = 8 1+(1−𝜈𝑦𝑥) tan2 𝜙
(1+cos 𝜃) sin2 𝜃

𝛾𝑢𝑠 with 𝛾𝑢𝑠 and 𝜈𝑦𝑥 corresponding to the
nstable stacking fault energy and Poisson’s ratio, respectively, and the
ngles, 𝜃 and 𝜙, as defined in Fig. 1 [21,86]. We note that Eq. (7)

is derived to predict dislocation emission exclusively, and therefore
it does not account for concomitant crack-tip plasticity and cleavage
processes. However, for the special case of GBs – depending on the
crack-tip position – alternating dislocation emission and cleavage pro-
cesses can be observed in quasi-static simulations. For such instances,
Farkas [94] suggested that Eq. (7) serves as an upper limit estimate of

the energy release rate.
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Table 1
Herein considered EAM and MEAM potentials and the properties making up their fitting databases. TW indicates This Work and ‘X’s indicate if a
potential was fitted to the specific property. The parameters, 𝑎0, 𝐸𝑐𝑜ℎ, 𝐶𝑖𝑗 , 𝐸𝑣𝑎𝑐 , and 𝐸𝑆𝐼𝐴 correspond to the lattice parameter, cohesive energy,
elastic constants, vacancy and self-interstitial energies, respectively. The data 𝛥𝐸𝐵𝐶𝐶→𝐹𝐶𝐶 and 𝛥𝐸𝐹𝐶𝐶→𝐻𝐶𝑃 represent the structural energy difference
between phases, while ‘‘Liq. configs.’’ indicate whether energies and/or forces attained from random configurations were utilized. The surface and
unstable stacking fault energy are represented by 𝛾𝑠 and 𝛾𝑢𝑠, respectively, while the equation of state for different phases is designated EOS.
Property Potentials

EAM-1 EAM-2 EAM-3 EAM-4 EAM-5 EAM-6 EAM-7 MEAM-1 MEAM-2
[97,98] [99] [100] [28] [101] [102] [28] [54,103] TW

𝑎0 X X X X X X X X X
𝐸𝑐𝑜ℎ X X X X X X X X X
𝐶𝑖𝑗 X X X X X X X X X
𝐸𝑣𝑎𝑐 X X X X X X X
𝐸𝑆𝐼𝐴 X X X X X X
𝛥𝐸𝐵𝐶𝐶→𝐹𝐶𝐶 X X X X X
𝛥𝐸𝐹𝐶𝐶→𝐻𝐶𝑃 X X
Liq. configs. X X
𝛾𝑠 X X
𝛾𝑢𝑠 X
BCC EOS X X
FCC/HCP EOS X
Fig. 1. Crack plane, slip system with slip direction 𝑏⃗ and angles 𝜃 and 𝜙.

Tadmor et al. [95,96] introduced a criterion called twinnability, 𝑇 ,
for the qualitative assessment of the twinning tendency of FCC and BCC
materials, that is given as

𝑇 = 𝛤𝑐𝑟𝑖𝑡

√

𝛾𝑢𝑠
𝛾𝑢𝑡
. (8)

Here, 𝛾𝑢𝑡 is the unstable twin energy, unique to slip system and twinning
plane, and 𝛤𝑐𝑟𝑖𝑡 is the normalized nucleation load [95]. Following 𝑇 , the
stress intensity factor 𝐾𝐼𝑇 at which the nucleation of a twin is initiated
can be evaluated as

𝐾𝐼𝑇 =
𝐾𝐼𝐸
𝑇

=
𝐾𝐼𝐸
𝛤𝑐𝑟𝑖𝑡

√

𝛾𝑢𝑡
𝛾𝑢𝑠

, (9)

where 𝛤𝑐𝑟𝑖𝑡 is equal to 1 for the case of BCC metals [21,86]. For the
nucleation of a twin at the crack-tip, 𝑇 generally needs to be larger
than unity.

In addition to the above parameters, the stress intensity factor for
plastic deformation, 𝐾𝑝𝑙, can be defined as

𝐾𝑝𝑙 = min(𝐾𝐼𝐸 , 𝐾𝐼𝑇 ), (10)

and the tendency for plastic deformation, 𝑇𝑝𝑙, is evaluated using

𝑇𝑝𝑙 =
𝐾𝑝𝑙
𝐾𝐼𝐺

, (11)

for which ductile fracture is feasible if 𝑇𝑝𝑙 < 1 and brittle fracture occurs
for 𝑇 > 1 [33,58,64].
4

𝑝𝑙
4. Methods

4.1. Interatomic potentials

This study considers seven EAM potentials [28,97–102], herein
referred to as EAM-1 to EAM-7, and two 2NN-MEAM potentials [54,
103], MEAM-1 and MEAM-2, of which the latter is fitted as part of
this work. An overview of the fitting properties of the considered
potentials is provided in Table 1. To the best of our knowledge, of
the considered potentials only EAM-1 and MEAM-1 have been used
for atomistic fracture studies of pre-cracks in tungsten [33,51,54,58,64,
104]. Since MEAM-1 exhibited substantial crack-tip blunting for single-
crystal crack systems we employ the version in [54], which was slightly
edited to circumvent such behaviour. All parameters were the same as
for the original potential, except the cutoff and smoothing ranges that
were increased to suppress the sharp peaks in the traction–separation
curve that resulted in the crack-tip blunting, see [54]. Despite usage of
the revised potential during the present study, we found that MEAM-1
exhibited some unusual double-sided crack branching for one of the
GBs and prompted the development of a new 2NN-MEAM potential
(MEAM-2), which also yields surface and unstable twinning energies
that are in slightly better agreement with DFT data than MEAM-1.
The details of the MEAM-2 fitting procedure and parametrization are
provided in the supplementary material, section S1.

4.2. Bulk and defect modelling

For validation of the potentials, we performed molecular statics
(MS) modelling of bulk and defect properties, and compared the out-
comes with those from DFT calculations. For the MS simulations we
used LAMMPS [105,106] and the DFT calculations were performed
within the generalized gradient approximation (GGA) based on the
PBE formalism [107,108]. To this end we used VASP [109–112], see
supplementary material section S2 for details.

The elastic constants (𝐶11, 𝐶12 and 𝐶44, at 𝑇 = 0 K) were found by
evaluating the strain energy for small strains. To characterize plastic
yielding properties we investigated the generalized stacking fault en-
ergy (GSFE) and twinning energy curves. For the GSFE, we considered
the {112} and {110} planes to study the energetics associated with
slip for the Burgers vector, 𝑏⃗ = 𝑎

2 ⟨111⟩. The atomic configuration was
divided into two blocks – separated by the slip plane – that were
incrementally translated relative to each other until the total distance
of glide was equal to ‖

𝑎
2 ⟨111⟩‖. For each increment, the atoms were

allowed to relax in the normal-direction of the slip plane. Analogously,
twin deformation profiles were modelled by sequentially shearing the
parallel (112) planes incrementally up to the magnitude of the partial
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dislocation 𝑏𝑝 =
𝑎
6 ⟨111⟩, with subsequent atomic relaxation allowed in

the twin normal direction. For the twinning curves there are two main
symmetry configurations for the ground state configuration: isosceles
and reflection structures [113]. Since DFT modelling has revealed the
reflection configuration to be the most stable for tungsten [114], we
considered it for the potential evaluation. In both MS and DFT, 30
atomic layers were used for GSFE and twinning curves.

To validate the brittle behaviour of the potentials, the traction–
separation (TS) curves were studied along with the associated peak
stress, 𝜎(𝑘𝑙𝑚)𝑐𝑜ℎ , required to overcome the cohesive strength, and the
maximum interaction range for traction, 𝛿(𝑘𝑙𝑚)𝑚𝑎𝑥,𝑠𝑒𝑝. Since Nguyen and
Ortiz [115] demonstrated that relaxation during separation of surfaces
would lead to non-uniqueness in the TS behaviour, we limited ourselves
to a static setup, with rigid separations for the present benchmark. The
traction, 𝜎, was calculated using the atomistic TS law, given by

𝜎(𝛿) = 1
𝐴
𝑑𝐸
𝑑𝛿

, (12)

where 𝛿 and 𝐴 are the applied displacement and the cross-sectional area
of the crystal, respectively.

The monovacancy energy was calculated by

𝐸𝑣𝑎𝑐 = 𝐸𝑁−1 −
𝑁 − 1
𝑁

𝐸𝑁 , (13)

where 𝐸𝑁−1 and 𝐸𝑁 are the fully relaxed (i.e. both coordinate and cell
relaxation) bulk energies with and without a vacancy, respectively. The
total number of atoms, 𝑁 , was chosen as 128 for both MS and DFT,
which was sufficient to give converged results.

The surface energy associated with the (𝑘𝑙𝑚)-surface was obtained
using

𝛾(𝑘𝑙𝑚) =
𝐸𝑓𝑠 −𝑁𝑓𝑠 ⋅ 𝐸𝑐𝑜ℎ

2𝐴𝑓𝑠
, (14)

here 𝐸𝑓𝑠, 𝑁𝑓𝑠, 𝐸𝑐𝑜ℎ and 𝐴𝑓𝑠 are the energy of the system with free
urfaces, number of atoms in the system with free surfaces, the cohe-
ive energy and surface area, respectively. The surface energies were
omputed using MS by creating a slab with free boundary conditions in
he surface normal direction and periodic boundary conditions in the
n-plane directions, whereby the atomic coordinates were allowed to
ully relax. The slab thickness was chosen to be large (>50 Å) to nullify
he interactions between them. For the plane wave DFT modelling, an
rtificial vacuum interface in the surface normal direction of 12 Å was
sed to create the slab. The thickness of the slab was converged with
espect to the surface energy and was chosen to be large (>20 Å) for
ell-converged results.

In general, coincidence site lattice (CSL) GBs are uniquely character-
zed by the inverse density of coincidence sites 𝛴−, the misorientation-

angle, 𝜓 , the adjoining crystallographic planes at the interface, (𝑘𝑙𝑚)1
and (𝑛𝑝𝑞)2, and the misorientation axis [𝑢𝑣𝑤]. The herein considered
symmetric tilt CSL GBs are provided in Table 2. They were gener-
ated by joining two identical grains and then rotating them about
the rotation-axis such that angle between them corresponded to the
misorientation-angle. To this end we utilized the code developed by
Wojdyr et al. [116]. Because (𝑘𝑙𝑚)1 and (𝑛𝑝𝑞)2 are related for symmet-
ric tilt GBs, for a more compact notation, henceforth only the 𝛴− value
and the GB plane (𝑘𝑙𝑚)1 and, when necessary, the crack front direction
are used to distinguish them.

The GB energy was calculated by

𝛾𝐺𝐵 =
𝐸𝐺𝐵 −𝑁𝐺𝐵 ⋅ 𝐸𝑐𝑜ℎ

2𝐴𝐺𝐵
, (15)

where 𝐸𝐺𝐵 is the total energy of the simulation cell containing the GB,
𝑁𝐺𝐵 is the total number of atoms, 𝐴𝐺𝐵 is the area of the GB and the
actor of 2 in the denominator is due to the simultaneous existence of
wo GBs in the simulation cell. To find the equilibrium ground state
onfiguration of the GB, we probed different possible configurations by
hifting one grain relative to the other in the GB plane and relaxing the
tomic coordinates. The configuration that minimizes 𝛾 was chosen
5

𝐺𝐵 r
Table 2
Herein studied CSL symmetric tilt GBs. 𝜓 is the misorientation angle, (𝑘𝑙𝑚)1 and (𝑛𝑝𝑞)2
re the GB planes and [𝑢𝑣𝑤] is the misorientation axis.
𝛴 𝜓 (𝑘𝑙𝑚)1 (𝑛𝑝𝑞)2 [𝑢𝑣𝑤]

3 109.5° (111) (1̄1̄1) [1̄10]
3 70.5° (112) (1̄1̄2) [1̄10]
5 36.9° (310) (31̄0) [001]
9 38.9° (114) (1̄1̄4) [1̄10]
17b 86.6° (22̄3) (2̄23) [1̄10]
17b 93.4° (33̄4) (3̄34) [1̄10]

as the equilibrium ground state configuration of the GB [62]. In the
same manner as for the surface energy, the GB separation was chosen
sufficiently large to avoid self-interaction, both in the MS and DFT
modelling. Analogously to the single-crystal TS modelling, we evaluate
the TS behaviour and peak stress, 𝜎𝐺𝐵𝑐𝑜ℎ , for GBs.

4.3. Fracture simulations

Quasi-static MS modelling was used to study cracks in single- and
bicrystals subjected to mode I loading under plane strain conditions,
see Fig. 2. The stress intensity-controlled loading was applied through
utilization of the mode I displacement field, which is proportional to
the stress intensity factor, 𝐾𝐼 , and can be obtained from anisotropic
linear elastic fracture mechanics as [87,88,117]:

𝑢𝑥 =
𝐾𝐼

√

2𝑟
√

𝜋
ℜ

{

[ 1
(𝜇1 − 𝜇2)

] [

𝜇1𝑝2(cos 𝜃 + 𝜇2 sin 𝜃)1∕2

−𝜇2𝑝1(cos 𝜃 + 𝜇1 sin 𝜃)1∕2
]

}

, (16)

𝑦 =
𝐾𝐼

√

2𝑟
√

𝜋
ℜ

{

[ 1
(𝜇1 − 𝜇2)

] [

𝜇1𝑞2(cos 𝜃 + 𝜇2 sin 𝜃)1∕2

−𝜇2𝑞1(cos 𝜃 + 𝜇1 sin 𝜃)1∕2
]

}

, (17)

here ℜ represents the real part operator, and

1 = 𝑠11𝜇
2
1 + 𝑠12 − 𝑠16𝜇1, 𝑝2 = 𝑠11𝜇

2
2 + 𝑠12 − 𝑠16𝜇2,

1 =
𝑠12𝜇21 + 𝑠22 − 𝑠26𝜇1

𝜇1
, 𝑞2 =

𝑠12𝜇22 + 𝑠22 − 𝑠26𝜇2
𝜇2

. (18)

The complex valued 𝜇1 and 𝜇2 were obtained by solving the char-
cteristic equation

11𝜇
4
𝑗 − 2𝑠16𝜇3𝑗 + (2𝑠12 + 𝑠66)𝜇2𝑗 − 2𝑠26𝜇𝑗 + 𝑠22 = 0, (19)

here the compliance constants 𝑠𝑖𝑗 , which were evaluated at 𝑇 = 0
, were rotated to match the orientation of interest through suitable
otation operations.

The atomic configuration of the crack system of interest was gener-
ted in the form of a cylindrical single- (or bi) crystal system with the
−, 𝑦− and 𝑧−directions representing crack propagation direction, the
rack plane normal and crack front direction, respectively, see Fig. 2.
eriodic boundary conditions were applied only in the 𝑧-direction,
or which a cylinder thickness of ∼40 Å was adopted. Based on a
onvergence study of the variation of the computed critical stress
ntensity factor, 𝐾𝑐𝑟𝑖𝑡

𝐼 , for a brittle GB crack system, the cylinder radius
as chosen as ∼160 Å, see Figure S1 in section S3 of the supplementary
aterial.

To implement the displacement-controlled loading, we utilized hy-
rid stress border conditions [117] concurrently with the anisotropic
isplacement field. To this end, the cylinder was divided into two
egions: inside and boundary regions, which were concentric at the
rack-tip. The inside region, which was contiguous with the boundary

egion and comprises the atoms of the process zone that were free to
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Fig. 2. Crack simulation setup in 3D.

relax, extended radially for about 130 Å from the crack-tip. The thick-
ness of the outer region, which contained the rigidly displaced atoms
to effectuate the mode I displacements, was chosen as approximately
30 Å. This is significantly (more than five times) larger than the cutoff
range of the potentials.

Under loading, the atomic positions were updated relative to the
crack-tip by incrementally applying the anisotropic displacement field
given by Eqs. (16)–(17) in the 𝑥–𝑦 plane, in stress intensity fac-
tor increments, 𝛿𝐾. In our simulations, we have used the increment
𝛿𝐾 = 0.025 MPa m1/2, which is the error bar in the computed fracture
toughness. After every update of the displacement field, the energy of
the system was minimized through the use of the conjugate gradient
algorithm to update the positions of the free atoms. Throughout the
simulation the atoms that were separated by the initial crack (i.e. for
𝑥 < 0 see Fig. 2) were prevented from interacting with each other.
Other than that was none of the interatomic interaction altered or pre-
scribed. This ensured that the conditions for crack opening and closure
remained equal, such that lattice/bond trapping could be consistently
computed.

Cracks in bicrystals were set up similar to the single-crystals, except
that the two single-crystals with different orientations were merged
such that a GB formed where they met. Although we did account for
elastic anisotropy and the different orientations of both grains when
applying the displacement field, owing to the inherent isotropy of
tungsten such effects were found to be small.

5. Results

5.1. Bulk and defect properties

This section provides a comparison of different interatomic poten-
tials for the evaluation of bulk and defect properties. All raw data
is presented in Tables S2 and S3 of section S4 in the supplementary
material.

5.1.1. Elastic constants, surface and vacancy energies
With regards to elastic moduli, a very good agreement with the

experimental data is observed, except for the slightly higher 𝐶44 value
of MEAM-2, see Fig. 3. This deviation is a consequence of adjusting the
2NN-MEAM parameter 𝛽0 (see [103]) so that 𝐶11 and 𝐶12 values agree
better with DFT and experimental data.

In agreement with the DFT calculations, all the potentials give the
close packed/high density (110) surface as the lowest energy surface.
But in contrast to our DFT calculations, as well as prior DFT works [118,
119] that produced surface energies with the order 𝛾(100) > 𝛾(111) >
𝛾 > 𝛾 , the surface energies are ordered as 𝛾 > 𝛾 > 𝛾 >
6

(112) (110) (111) (112) (100)
Fig. 3. Performance of potentials in predicting elastic constants, surface and mono-
vacancy formation energies. Here, all values have been normalized with respect to
herein calculated DFT data, except elastic constants that are normalized with respect
to respective experimental values. The solid grey grid line corresponds to value 1.0.
The data is provided in the supplementary material, see Table S2 therein.

𝛾(110) for all EAM potentials and MEAM-1. Unlike these potentials,
MEAM-2 shows the following order: 𝛾(111) > 𝛾(100) > 𝛾(112) > 𝛾(110),
suggesting that at least the relative order of the two lowest energy
surfaces considered is captured although it is noted that 𝛾(100) and 𝛾(112)
are almost degenerate.

Among all potentials MEAM-1 and MEAM-2 are the only ones that
consistently predict surface energy data of similar magnitude to that
of DFT, see Fig. 3. The most significant deviation from DFT is found
for 𝛾(111), which both MEAM-1 and MEAM-2 overestimate by ∼17%,
whereas the EAM potentials generally underestimate the surface energy
by up to 30%.

Most of the potentials underestimate the surface energies because,
when they are fitted to the vacancy formation energy as the only low
coordinated configuration, typically the slope of the background elec-
tron density for the surface atoms is not captured [26]. This suggests
that, in general, there will be a trade-off between 𝐸𝑣𝑎𝑐 and surface
energy, depending on the fitting dataset. In our case, this is illustrated
by the fact that MEAM-2 overestimates the vacancy formation energy,
while that of the EAM potentials deviate by up to 10% from DFT data,
see Fig. 3.

5.1.2. Generalized stacking fault and twinning energies
The GSFE curves for {112} and {110} planes along the ⟨111⟩ direc-

tion are presented in Fig. 4. Except for EAM-2, a single well-defined
energy peak, i.e., the unstable stacking fault energy 𝛾𝑢𝑠, is observed for
all the potentials. The EAM-2 GSFE curves exhibit two peaks indicating
a stable stacking fault. Such a stable stacking fault is feasible only when
there is an intersection of two non-parallel symmetric planes with the
glide plane of the crystal [120]. In general, BCC materials do not show
stable stacking faults because there are no such intersections [121].
Along these lines, Möller et al. [122] showed that the emergence of a
stable stacking fault in BCC metals by empirical interatomic potentials
is an artefact, as DFT and bond-order potentials do not give rise to such
behaviour — even under strained conditions.

DFT data for 𝛾𝑢𝑠 is well reproduced by EAM-4, EAM-6, EAM-7,
MEAM-1 and MEAM-2, with less than 10% deviation. Compared with
the reference DFT data, 𝛾𝑢𝑠 is significantly underestimated by EAM-1
and EAM-3, whereas it is severely overestimated by EAM-2. Similar
tendencies are seen for the (112)[111̄] slip system, although we note
that all potentials are found to be symmetric around ‖𝑏⃗∕2‖, while the
GSFE curve derived from DFT the peak is slightly perturbed to an off-
centre position at about 0.6‖𝑏⃗‖. These findings are in accordance with
DFT results in [118].
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Fig. 4. Comparison of generalized stacking fault energy in (a) (110)[11̄1] and (b)
(112)[111̄] faults with DFT data. Here, 𝑏⃗ = 𝑎

2
⟨11̄1⟩ is the Burgers vector.

Fig. 5. (112)[111̄] twinning energy pathway comparison with DFT data computed in
This Work. Here 𝑏𝑝 corresponds to 𝑎

6
[111̄]. The markers correspond to those in Fig. 4.
7

From the twinning energy pathways shown in Fig. 5, it is evident
that the DFT energy peaks and troughs are different from those of the
classical potentials. We find that the DFT maxima coincide with the
minima of the empirical potentials and vice versa. Such out-of-phase
behaviour has been previously reported in the literature [113,123],
which suggests that the empirical potentials do not reproduce the
perfect reflection twin structure to be the most stable. Instead, the
ground-state structure is likely a configuration that lies somewhere
between the perfect reflection and isosceles structures, which is a
common trait for empirical potentials designed for BCC transition
metals [113]. Notably, EAM-4, EAM-6, EAM-7 and MEAM-2 predict
an unstable twinning energy that deviates by less than 10% from the
DFT data. With the exception of EAM-2, which overestimates 𝛾𝑢𝑡, the
remaining potentials underestimate it by up to ∼40%.

5.1.3. Traction–separation behaviour of single-crystals
The DFT calculations show that the curve of traction as a function of

rigid separation is smooth and positively skewed bell-shaped in nature,
with a single, well-defined maximum, see Fig. 6. In the following, such
TS behaviour is referred to as well-behaved.

Only the EAM-1, EAM-5, EAM-6, MEAM-1 and MEAM-2 potentials
show such well-behaved TS curves for the (100), (110), (111) and
(112) cleavage planes. These are shown together with our DFT results
in Fig. 6. The remaining EAM potentials showed artefacts such as
multiple local maxima, negative stress regions or significant oscillatory
behaviour. Their TS curves are available in Figure S2 in section S4 of
the supplementary material.

In general, the peak stresses, 𝜎(𝑘𝑙𝑚)𝑐𝑜ℎ , of MEAM-1 and MEAM-2 are
comparable to DFT with less than 10% deviation, see Fig. 7. For the
EAM-1 potential, only 𝜎(111)𝑐𝑜ℎ and 𝜎(112)𝑐𝑜ℎ are comparable to DFT. The
remaining potentials overestimate the peak stresses, where the most
notable discrepancy with DFT data is found for 𝜎(111)𝑐𝑜ℎ , which ranges
from ∼20% up to more than 100%.

The maximum interaction range, 𝛿(𝑘𝑙𝑚)𝑚𝑎𝑥,𝑠𝑒𝑝, for the TS curves also
varies, see Fig. 7. The DFT calculations suggest an interaction distance
between 4.0 to 5.0 Å, which is significantly underestimated by most
EAM potentials, see Fig. 7. Besides exhibiting the highest peak stresses,
EAM-2 has the shortest interaction range, which is less than half of
that predicted by DFT. Thus it exhibits a very steep downhill post-
peak stress behaviour. For the MEAM potentials, the interaction range
underestimate the DFT data by ∼20%.

5.1.4. Grain boundary properties
According to DFT studies in [5,62], the 𝛴5, (310)[001] GB is the only

one of the considered GBs that during relaxation undergoes an in-plane
shift along the misorientation axis. The DFT calculations predict a shift
between 1/6 and 1/4 times 𝑎0 along the [001]-direction [62]. However,
this is not captured by any of the potentials herein. From Fig. 8(a), it
follows that the capability of the potentials to reproduce the DFT grain
boundary energies according to the literature [62] varies significantly.
The only potentials that consistently have GB energies comparable to
DFT are EAM-6, MEAM-1 and MEAM-2, which deviate by less than 10%
from DFT data [62]. Owing to the low surface energies for most EAM
potentials, the ideal energy release rate (also ideal work of separation,
Eq. (5)) is also generally underestimated, see Fig. 8(b). In contrast, the
corresponding data computed with MEAM-1 and MEAM-2 agree well
with DFT data.

The TS curves and peak stresses for the rigid interfacial separation
of a low energy (𝛴3, (112)[11̄0]) and a high energy (𝛴5, (310)[001]) GB
are shown in Fig. 9(a) and (b), respectively, for the same selected
potentials as in Fig. 6 (TS curves for the remaining potentials are shown
in Figure S3 in section S4 of the supplementary material). The smooth
and positively skewed bell-shaped profile of the TS curves from our DFT
calculations is recovered for both GBs only by MEAM-1, MEAM-2 and
EAM-5. The best agreement in terms of peak stress is found for EAM-1,
MEAM-1 and MEAM-2, which deviate by less than ∼ 15% from DFT
data, see Fig. 9(c) and (d) .
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Fig. 6. Comparison of TS curves of (a) (100) (b) (110) (c) (111) and (d) (112) surfaces with DFT data computed in This Work. Here, 𝛿 is the separation distance. Only EAM
potentials that do not show strong artefacts are included, the excluded TS curves are shown in Figure S2 in the supplementary material.
5.2. Single-crystal fracture

The computationally determined 𝐾𝑐𝑟𝑖𝑡
𝐼 as well as the different crack-

tip mechanisms that take place are summarized together with the
lattice trapping 𝛥𝐾 in Table 3 for the nine single-crystal crack sys-
tems: (001)[01̄0], (001)[11̄0], (110)[1̄10], (011̄)[1̄00], (111)[112̄],
(111)[11̄0], (112)[1̄10], (114)[11̄0] and (1̄1̄5)[11̄0].

For cracks on {100} and {110}, most potentials show brittle crack
advancement along the initial crack planes, which are the preferred
cleavage planes of tungsten, see Table 3. An exception to this behaviour
is seen for the (001)[01̄0] crack system, where crack deflection onto
the (101) plane is observed for most instances, see Fig. 10(a). Only
EAM-5 and EAM-6 showed the emission of an edge dislocation on
the (110) plane with Burgers vector 𝑎

2 [1̄11] from the (110)[1̄10] crack-
tip, while the potentials by Marinica et al. [28] (EAM-4 and EAM-7)
exhibited continued crack propagation along the initial (001) plane.
Additionally, a phase transformation of the crack-tip and surrounding
region is observed for EAM-2, see Fig. 10(b). Such transformations
are accompanied with high critical stress intensity factors, and for the
(011̄)[1̄00] system, it is seen not only for EAM-2, but also for the EAM-
3 potential. This type of behaviour has been observed previously in
atomistic simulations of 𝛼-Fe [126], and is believed to be an artefact of
the potential.
8

For all systems where the crack propagation proceeds in a brittle
manner along the initial crack plane, see Fig. 10(c), we compute
the lattice trapping. Although large variations are encountered for
the different potentials, see Table 3, some general tendencies can be
observed. Interestingly, we find that the MEAM potentials have lattice
trapping ranges that are significantly smaller than the EAM potentials.
Moreover, the general trend is that lower lattice trapping is obtained
for cracks with ⟨110⟩ fronts than for ⟨100⟩ crack fronts. Such differences
are responsible for the previously observed crack front anisotropy for
cracks on the same cleavage plane, but with different crack front
orientations [38,125].

While most potentials exhibit dislocation emission for (111)[112̄]
cracks, see Fig. 10(d), the Marinica potentials give rise to brittle crack
propagation. The nucleated dislocations have the Burgers vector 𝑏⃗ =
𝑎
2 [111] and glide on the (1̄10) plane. For the (111)[11̄0] cracks, the
emission of twins is observed for most potentials. This is in agreement
with the atomistic results in [58], in which EAM-1 was also employed.
Deviations from this behaviour is seen for EAM-3, which undergoes
dislocation emission, and for the Marinica potentials, where brittle
fracture ensues on the (221̄) plane.

The failure of the (112)[1̄10] crack system is characterized by twin
formation (see Fig. 10(e)) by most potentials. Notable exceptions are
EAM-2, which undergoes crack-tip transformation, and the Marinica
potentials, which again behave in a brittle manner.
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Table 3
Computed 𝐾𝑐𝑟𝑖𝑡

𝐼 (in units of MPa m1/2) and 𝛥𝐾 for single-crystal crack systems. In the following, B, D, T and CTT correspond to brittle, dislocation emission, deformation twin
formation and the crack-tip transformation associated with brittle growth, respectively. The notation B(𝑘𝑙𝑚) represents deflected brittle crack propagation onto the (𝑘𝑙𝑚)-plane. 𝛥𝐾
is not computed for B(𝑘𝑙𝑚), B+CTT, T and D. Lack of experimental data in the table reflects unavailability of corresponding reference data in [38,125].

Crack system EAM-1 EAM-2 EAM-3 EAM-4 EAM-5

𝐾𝑐𝑟𝑖𝑡
𝐼 Event 𝛥𝐾 𝐾𝑐𝑟𝑖𝑡

𝐼 Event 𝛥𝐾 𝐾𝑐𝑟𝑖𝑡
𝐼 Event 𝛥𝐾 𝐾𝑐𝑟𝑖𝑡

𝐼 Event 𝛥𝐾 𝐾𝑐𝑟𝑖𝑡
𝐼 Event 𝛥𝐾

(001)[01̄0] 2.35 B(101̄) – 3.93 B+CTT – 2.28 B(101) – 1.21 B 0.33 2.90 B(101̄) –
(001)[11̄0] 1.92 B 0.19 2.95 B+CTT – 1.78 B 0.18 1.13 B 0.18 1.98 B 0.23
(110)[1̄10] 1.91 B 0.23 3.23 B+CTT – 1.90 B 0.29 1.03 B 0.32 1.98 D –
(011̄)[1̄00] 2.58 B 0.91 3.23 B+CTT – 2.70 B+CTT – 1.53 B 1.44 2.63 B 1.14
(111)[112̄] 1.95 D – 3.10 D – 2.03 D – 1.25 B 0.32 2.65 D –
(111)[11̄0] 1.90 T – 3.70 T – 2.45 D – 1.28 B(221̄) – 2.03 T –
(112)[1̄10] 1.71 T – 2.93 B+CTT – 2.00 T – 1.20 B 0.55 2.13 T –
(114)[11̄0] 1.78 T – 3.33 B(110)+CTT – 2.18 T – 1.30 B(110) – 2.20 B(110)+CTT –
(1̄1̄5)[11̄0] 1.75 T – 2.88 B(111)+CTT – 2.08 T – 1.23 B(111) – 2.03 B(111)+CTT –

EAM-6 EAM-7 MEAM-1 MEAM-2 Expt (77 K) [38,125]

𝐾𝑐𝑟𝑖𝑡
𝐼 Event 𝛥𝐾 𝐾𝑐𝑟𝑖𝑡

𝐼 Event 𝛥𝐾 𝐾𝑐𝑟𝑖𝑡
𝐼 Event 𝛥𝐾 𝐾𝑐𝑟𝑖𝑡

𝐼 Event 𝛥𝐾 𝐾𝑐𝑟𝑖𝑡
𝐼 Event 𝛥𝐾

(001)[01̄0] 2.07 B(101̄) – 1.63 B 0.51 2.03 B(101̄) – 2.13 B(101̄) – 3.4 ± 0.6 B –
(001)[11̄0] 2.23 B 0.48 1.33 B 0.15 2.05 B 0.09 1.95 B 0.04 2.4 ± 0.4 B –
(110)[1̄10] 2.28 D – 1.78 B 0.24 1.83 B 0.03 1.70 B 0.03 2.8 ± 0.2 B –
(011̄)[1̄00] 3.15 B 1.31 1.73 B 1.30 2.28 B 0.36 2.13 B 0.25 3.8 ± 0.4 B(100) –
(111)[112̄] 2.90 D – 1.50 B 0.28 2.33 D – 2.35 D – – – –
(111)[11̄0] 2.30 T – 1.48 B(221̄) – 2.20 T – 2.10 T – 9.2 ± 0.6 B𝑢𝑛𝑘𝑛𝑜𝑤𝑛 –
(112)[1̄10] 2.15 T – 1.43 B 0.39 2.13 T – 2.00 T – 7.8 ± 0.9 B(100) –
(114)[11̄0] 1.65 T – 1.53 B(110) – 2.1 B(110) – 2.03 B(110) – – – –
(1̄1̄5)[11̄0] 2.45 T – 1.43 B(111) – 2.08 B(111) – 1.98 B(111) – – – –
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ig. 7. Performance of potentials in predicting traction–separation properties. Here, all
alues have been normalized with respect to herein calculated DFT data. The solid grey
rid line corresponds to value 1.0. The data is provided in the supplementary material,
ee Table S2 therein.

For cracks on the {114} and {115} planes, the majority of the
otentials give rise to a brittle behaviour, with the cracks deflecting
nto {110} and {111} planes, respectively, see Fig. 11. Only EAM-
, EAM-3 and EAM-6, which exhibit twin formation, reproduce the
tomistic results in [58], while crack-tip transformation was seen for
AM-2 and EAM-5.

.3. Grain boundary fracture

Grain boundary fracture was only studied with potentials that pro-
uced artefact-free single-crystal TS curves, i.e., EAM-1, EAM-5, EAM-6,
EAM-1, and MEAM-2. We studied the selected GBs in Table 2 and for

he 𝛴3, (111)[11̄0], 𝛴3, (112)[11̄0] and 𝛴5, (310)[001] GBs, we also consid-
red different crack propagation directions to highlight the directional
mpact on different failure mechanisms. The fracture toughness values
nd bond trapping ranges of these cracks are provided in Table 4.
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a

For all considered EAM potentials, the fracture behaviour of the
3, (111)[11̄0] GB is highly sensitive to the crack propagation direc-

ion, in agreement with observations from [33], in which EAM-1 was
sed. This is illustrated by the occurrence of twinning when the crack
ropagates in the [1̄1̄2]-direction and brittle fracture in the opposite di-
ection, see Fig. 12, for which the former generally exhibits the highest
𝑐𝑟𝑖𝑡
𝐼 value. This is attributed to three jointly contributing mechanisms.
irst, the breakage of crystallographic symmetry for GBs, which may
imit the accessibility to slip planes and trigger different mechanisms
n different crack propagation directions [33,127,128]. Second, the
nherent twinning and anti-twinning directional asymmetry in BCC
etals [19,129,130], which can contribute to different responses, and,

inally, varying bond trapping at the crack-tip in the different direc-
ions, due to asymmetric GB structural units. Similar tendencies are
bserved for the 𝛴3, (112)[11̄0] GB, albeit only for EAM-1. Contrary to
he EAMs, the MEAM potentials give rise to brittle fracture behaviour
long both propagation directions for the 𝛴3 GB cracks. For these crack
ystems, our general observation is that the observed bond trapping is
ower for MEAM potentials than for EAM potentials, which is similar
o the findings in the single-crystal case.

From Table 4, it is clear that especially the EAM potentials give rise
o some instances of crack-tip transformation. In the same manner as for
ingle-crystal systems, the 𝐾𝑐𝑟𝑖𝑡

𝐼 values associated with such behaviour
re generally high. For the MEAM-1 potential, we observe an unusual
ouble branching for the 𝛴5, (310)[001] GB, which is accompanied by
ocal transformation at the crack-tip. In this case the branched cracks
ropagate on {110} planes and diverge from the GB, see Fig. 12(c).
dmittedly, we did observe such behaviour for the early-stage poten-

ial during the fitting of MEAM-2. But we found that by editing the
otential such that the force required to separate an adatom from a
110} surface was slightly reduced, the transformation and branching
isappeared for the benefit of brittle crack propagation. Thus, instead
he final MEAM-2 version predicts brittle crack propagation along the
B, at which it forms {110} facets, see Fig. 12(d).

Consistent with the results in [64], which was based on EAM-
, the considered cracks in 𝛴9, (114)[11̄0] GBs are brittle in nature
ccording to all potentials. For the 𝛴17𝑏 GBs, twinning is observed
or all employed EAM potentials, while brittle failure occurs for the
EAM potentials. For MEAM-2, we note remarkably high 𝐾𝑐𝑟𝑖𝑡

𝐼 and 𝛥𝐾
̄
ssociated with brittle failure of 𝛴17𝑏, (223)[110].
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Fig. 8. Comparison of (a) GB energies, 𝛾𝐺𝐵 and (b) ideal energy release rate, 𝐺𝐺𝐵
𝐼 (Eq. (5)) obtained from MEAM and EAM potentials with DFT data in [62]. The solid grey grid

line corresponds to value 1.0.

Fig. 9. Comparison of TS curves of (a) 𝛴3,(112)[11̄0] and (b) 𝛴5,(310)[001] GBs with DFT data. Here, 𝛿 is the separation distance. Only EAM potentials that do not show strong
artefacts are included, the excluded TS curves are shown in Figure S3 in the supplementary material. In (c) and (d), cohesive strength 𝜎𝐺𝐵𝑐𝑜ℎ of GBs obtained from MEAM and EAM
potentials is compared with DFT data in this work.
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Fig. 10. Simulation snap shots illustrating different possible crack-tip mechanisms: (a) (001)[01̄0] crack growth on (110) plane, (b) crack-tip transformation in (001)[01̄0] crack
system, (c) cleavage of the (110)[1̄10] crack on the initial plane, (d) dislocation emission in (111)[112̄] and (e) twin formation in (112)[1̄10] crack systems. The atoms are coloured
based on common neighbour analyses [124], where green particles represent BCC-coordinated atoms and red ones are non-BCC atoms. ‘+’ indicates the origin (0,0), which is the
initial crack-tip position.
Table 4
Computed 𝐾𝑐𝑟𝑖𝑡

𝐼 (in units of MPa m1/2) and 𝛥𝐾 for cracks in bicrystal systems. B and T are the short forms for brittle crack growth on initial plane and twin formation. CTT and
DBr+CTT indicate the crack-tip transformation associated with brittle growth and double branching followed by crack-tip transformation, respectively. 𝛥𝐾 is not computed for
B+CTT, DBr+CTT and T. ‘‘pr.dir’’ refers to crack propagation direction.

GB, crack system EAM-1 EAM-5 EAM-6 MEAM-1 MEAM-2

𝛴,(plane)[front][pr.dir] 𝐾𝑐𝑟𝑖𝑡
𝐼 Event 𝛥𝐾 𝐾𝑐𝑟𝑖𝑡

𝐼 Event 𝛥𝐾 𝐾𝑐𝑟𝑖𝑡
𝐼 Event 𝛥𝐾 𝐾𝑐𝑟𝑖𝑡

𝐼 Event 𝛥𝐾 𝐾𝑐𝑟𝑖𝑡
𝐼 Event 𝛥𝐾

𝛴3,(111)[11̄0][1̄1̄2] 1.63 T – 1.85 T – 1.93 T – 1.40 B 0.27 1.30 B 0.13
𝛴3,(111)[11̄0][112̄] 1.43 B 0.24 1.20 B 0.46 1.45 B 1.42 1.25 B 0.07 1.20 B 0.23
𝛴3,(112)[11̄0][1̄1̄1] 1.38 T – 1.75 B+CTT – 2.48 B+CTT – 1.38 B 0.08 1.53 B 0.22
𝛴3,(112)[11̄0][111̄] 1.71 B 0.48 1.65 B 0.38 1.80 B+CTT – 1.61 B 0.22 1.38 B 0.12
𝛴5,(310)[001][13̄0] 1.60 B 1.03 2.05 B+CTT – 2.95 B+CTT – 1.90 DBr+CTT – 1.85 B 0.21
𝛴5,(310)[001][1̄30] 2.28 B+CTT – 3.13 B+CTT – 4.13 B+CTT – 1.61 B 0.13 1.73 B 0.11
𝛴9,(114)[11̄0][221̄] 1.70 B 0.48 1.55 B 0.90 1.88 B 2.13 1.35 B 0.42 1.63 B 0.36
𝛴17b,(22̄3)[110][33̄4̄] 1.63 T – 1.93 T – 2.13 T – 1.50 B 0.17 1.98 B 1.08
𝛴17b,(33̄4)[110][2̄23] 1.75 T – 1.85 T – 2.15 T – 1.43 B 0.09 1.65 B 0.47
11
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Fig. 11. Evolution of crack in (114)[11̄0] crack system using (a) MEAM-2 (b) EAM-1 and crack in (1̄1̄5)[11̄0] using (c) MEAM-2 (d) EAM-1. The particle colouring corresponds to
that in Fig. 10. ‘+’ is the origin (0,0) which is the initial crack-tip position.
6. Discussion

6.1. Fracture properties and behaviour

Theoretical predictions based on Griffith’s and Rice’s models project
brittle fracture to ensue for all crack systems and potentials (see Tables
S4 and S5 in section S5 of the supplementary material for theoretical
predictions of the critical stress intensity factor). But from the results it
is clear that different potentials in general give rise to very different
fracture behaviour and the resulting critical stress intensity factor
varies.

By exploiting the elastic isotropy of tungsten and the computed
surface and grain boundary energies of the potentials, in Fig. 13(a)
and (b) we compare the analytical Griffith fracture toughness with the
atomistic counterparts for single-crystals and GBs, respectively.

In general, it is seen that the atomistic data is scattered around the
analytical fracture toughness for both cases. Despite being a thermody-
namic lower limit for single-crystals, some of the data points for brittle
fracture toughness of single-crystals computed using EAM-4 and EAM-7
are below the theoretical Griffith’s fracture toughness, see Fig. 13(a).
This is believed to be a consequence of the oscillatory TS behaviour
with multiple local minima produced by those potentials (see Figure
S3 in the supplementary material), which may manifest in intermediate
stages in the bond-breaking process that can lead to underestimation of
the fracture toughness.

Unlike single-crystals, the structural units of GBs lead to a crack-tip
position dependence of the bond trapping and thus also of the fracture
12
toughness [33]. This can manifest itself in values for the brittle fracture
toughness below the theoretical Griffith estimate as, e.g., apparent in
the points below the theoretical line in Fig. 13(b).

Systems that undergo brittle fracture accompanied with crack-tip
transformation or ductile mechanisms exhibit generally high frac-
ture toughness, which constitute the majority of the outliers seen in
Figs. 13(a) and (b). Such tendencies are noticeable for potentials that
exhibit high peak stresses and/or highly oscillating TS behaviour, such
as EAM-2, EAM-5 or EAM-6. But also the fracture toughness associated
with some of the perfectly brittle fractures deviate significantly from
the theoretical predictions within the Griffith model. This is related to
the significant lattice and bond trapping produced by those potentials,
see Table 3.

To investigate these tendencies closer, in Fig. 13(c) and (d) we
have compiled maps of the fracture mechanisms against the analytical
𝑇𝑝𝑙 (see Eq. (11)) and the peak stresses associated with the (110)
single-crystal and 𝛴5, (310)[001] GB decohesion, respectively, which
are deemed representative. These maps reveal that plastic mechanisms
occur even for cases when 𝑇𝑝𝑙 > 1.0, and the threshold above which
only brittle failure occurs increases with increasing peak stress. These
findings indicate that the resistance to brittle fracture from the cohesive
strength plays an important role when predicting whether brittle or
ductile behaviour will ensue.

Because 𝛥𝐾 appears to be higher for potentials whose TS curves
are high and narrow, we study how the normalized lattice and bond
trapping, 𝛥𝐾∕𝐾𝐼𝐺, vary with the ratio 𝜎𝑐𝑜ℎ∕𝛿𝑠𝑒𝑝,𝑚𝑎𝑥 for the brittle in-
stances of the (001)[11̄0], (011̄)[1̄00] and (110)[1̄10] single-crystal systems
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Fig. 12. Influence of the crack propagation direction in 𝛴3, (111)[11̄0] GB using EAM-1. (a) Brittle growth for propagation direction [112̄] and (b) twin formation for propagation
direction [1̄1̄2]. (c) A double-branching and crack-tip transformation, and (d) brittle growth of a crack in 𝛴5, (310)[001] GB with [13̄0] propagation direction. The particle colouring
corresponds to that in Fig. 10. ‘+’ indicates the origin (0,0), which is the initial crack-tip position, and the arrows indicate the crack propagation direction.
along with the 𝛴3, (111)[11̄0][11̄2] and 𝛴9, (114)[11̄0][221̄] GB systems,
see Fig. 13(e) and (f), respectively. Although the lattice/bond trapping
varies for different crack systems, it generally increases with increasing
𝜎𝑐𝑜ℎ∕𝛿𝑠𝑒𝑝,𝑚𝑎𝑥. This is an indication that the post-peak derivative of
the TS curves impacts the lattice and bond trapping. Most notably,
a rapidly decaying TS curve suggests increased trapping, whereas a
slowly decreasing TS curve promotes less. These findings are consistent
with the results by Gumbsch and Cannon [92] and the postulation of
Sinclair [131] that short interaction range of the interatomic forces
yields more significant lattice/bond trapping.

Therefore, an increase in 𝛥𝐾 (or 𝛥𝐾∕𝐾𝐼𝐺) and decrease in 𝑇𝑝𝑙
implies increased affinity for crack-tip plasticity. Conversely, brittle
cleavage is promoted when 𝛥𝐾 and 𝑇𝑝𝑙 decrease and increase, respec-
tively. These observations appear valid for all systems studied herein
and suggest that instead of studying lattice or bond trapping by means
of DFT, which is computationally very expensive, the TS-curve can
provide an estimate for the magnitude of lattice trapping. Moreover,
this implies that interatomic potentials whose TS curves resemble those
from DFT should be preferentially used in atomistic studies of fracture.

Although the introduction of GBs generally reduce the critical en-
ergy release rate for GB fracture compared to single-crystal fracture
(see Eq. (5)), high bond trapping can in principle compensate for
the reduction, such that the net fracture toughness increases beyond
that of the single-crystal. The only herein observed instances when a
crack in a GB was found to withstand a higher stress intensity factor
than its single-crystal counterpart was when the brittle failure was
accompanied by crack-tip transformation and crack-tip plasticity was
seen in corresponding single-crystal. This was seen for instance when
13
EAM-6 was used for a (112)[11̄0] single-crystal rack and a crack in
the 𝛴3, (112)[11̄0] GB with propagation direction [1̄1̄1]. But Möller and
Bitzek [33] showed in their simulations with EAM-1 that the maximal
bond trapping for certain GB cracks could actually lead to a higher
fracture toughness than for single-crystal cracks with the same plane
and propagation direction. Although the GB cracks that showed this
behaviour were not studied in the present work, we note that the GB
cracks in Table 4 experience – even with the MEAM-2 potential – gen-
erally higher or comparable bond trapping than lattice trapping in the
single-crystal. When using MEAM-2, in particular the 𝛴5 and 𝛴17𝑏 GBs
show toughness values that are in the same range that the toughness
for cleavage on the primary planes in single-crystals. This clearly shows
that the energy release rate, 𝐺𝐺𝐵𝐼 , which according to DFT [62] predicts
the 𝛴3, (112)[11̄0] to be the strongest GB, is insufficient to quantitatively
estimate the GB fracture toughness. Interestingly, we also note that
the 𝛴17𝑏, (22̄3)[110] GB, which showed the highest fracture toughness
and bond trapping with the MEAM-2 potential (see Table 4), was also
reported to show a fairly high fracture strength in Mo [81]. These
observations support the notion that some GBs might locally be tougher
than single-crystals [33].

6.2. Analytical theories vs. atomistic simulations

For any particular event such as dislocation emission, twin forma-
tion or brittle fracture to ensue, the corresponding stress intensity factor
must have the lowest value among 𝐾𝐼𝐸 , 𝐾𝐼𝑇 and 𝐾𝐼𝐺. From Fig. 13,
it can be concluded that the numerically measured 𝐾𝑐𝑟𝑖𝑡 for most cases
𝐼
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Fig. 13. Resulting 𝐾𝑐𝑟𝑖𝑡
𝐼 as function of (a) the surface energy for single-crystals and (b) ideal energy release rate for GBs. The dashed line represents the analytical fracture toughness

as computed using Eq. (1). Tendency for plastic deformation as function of (c) 𝜎(110)𝑐𝑜ℎ in single-crystals and (d) 𝜎𝛴5,(310)[001]
𝑐𝑜ℎ in GBs. Normalized lattice and bond trapping against the

ratio (e) 𝜎(𝑘𝑙𝑚)𝑐𝑜ℎ ∕𝛿(𝑘𝑙𝑚)𝑠𝑒𝑝,𝑚𝑎𝑥 for single-crystals and (f) 𝜎𝐺𝐵𝑐𝑜ℎ∕𝛿
𝐺𝐵
𝑠𝑒𝑝,𝑚𝑎𝑥 GBs. The colouring of markers is the same as in Fig. 4.
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Table 5
Performance of potentials in reproducing fracture related properties in comparison with corresponding DFT data. Here, ‘‘++’’, ‘‘+’’ and ‘‘−’’ refer to ‘‘consistent’’ (<10% deviation),
‘partially consistent’’ (<20% deviation) and ‘‘inconsistent’’ (>20% deviation) behaviour, respectively. Also, ‘‘TS-B’’ and ‘‘mag’’ are short for smooth, positively skewed bell-shaped
S-behaviour and magnitude, respectively. Finally, ‘‘consistent with fracture experiments’’ refers to consistency of observed mechanisms with experiments.
Potential Bulk properties Single-crystal fracture Bicrystal fracture

𝐶𝑖𝑗 𝛾𝑢𝑠,(110) 𝛾𝑢𝑡 𝛾(𝑘𝑙𝑚)-mag 𝜎(𝑘𝑙𝑚)𝑐𝑜ℎ TS-B(𝑘𝑙𝑚) Consistent 𝜎𝑐𝑜ℎ,(𝐺𝐵) TS-B𝐺𝐵 𝛾𝐺𝐵
with fracture
experiments

EAM-1 ++ − − + + ++ ++ + + +
EAM-2 ++ + + + − − + − − −
EAM-3 ++ − − − − − + − + +
EAM-4 ++ ++ ++ − − − ++ − − +
EAM-5 ++ + + − − ++ − − ++ +
EAM-6 ++ ++ ++ − − ++ − − + ++
EAM-7 ++ ++ ++ + − − ++ − − −
MEAM-1 ++ ++ + + ++ ++ ++ + ++ ++
MEAM-2 ++ ++ ++ ++ ++ ++ ++ + ++ ++
is higher than the analytical 𝐾𝐼𝐺 in case of brittle fracture, and lower
han the analytical 𝐾𝐼𝐸 and 𝐾𝐼𝑇 in case of ductile fracture (see Tables
4 and S5, in the supplementary material). Based on our results we can
dentify a transition interval of 1.0 < 𝑇𝑝𝑙 ≲ 1.8, in which both brittle and

ductile mechanisms are observed, see Fig. 13(c) and (d). This suggests
that the upper limit of 𝑇𝑝𝑙 associated with plasticity in practice exceeds
the analytical limit of 1.0, see Eq. (11).

There is a number of underlying simplifications associated with the
theoretical models that jointly can contribute to the emergence of such
variations. For instance, Griffith’s theory ignores the influence of the
lattice trapping on fracture toughness, which leads to underestimated
𝐾𝐼𝐺. Moreover, for a loaded crack-tip, the tensile stress perpendicular
to the slip plane reduces the energy barrier for slip at the crack-
tip [132], which indicates that there is an interplay between shear and
tension. Such normal stress dependence of 𝛾𝑢𝑠 and 𝛾𝑢𝑡 is overlooked by
Rice’s theory [21], thereby overestimating 𝐾𝐼𝐸 and 𝐾𝐼𝑇 . Also, it does
ot fully account for the local atomic resolution as it does not account
or the formation of steps at the crack-tip. Recently, an extended model
or crack-tip plasticity was proposed by Andric and Curtin [133], which
ccounts for such local crack-tip mechanisms. Although this approach
as validated only for FCC materials, it seems to yield predictions that
re in better agreement with atomistic simulations.

.3. Applicability of potentials for fracture modelling

To be useful in fracture simulations, potentials first and foremost
ave to be free of unphysical artefacts like oscillating TS curves or
hase transformations. From this perspective, only EAM-1, EAM-5 and
AM-6 along with MEAM-1 and MEAM-2 show TS curves that are free
f artefacts.

It is further necessary to reproduce the relevant material prop-
rties well, and to be consistent with the experimentally observed
ow-temperature fracture behaviour. In Table 5 we have summarized
he performance of the potentials. The elastic properties are well-
epresented by all potentials. The energies of low-index surfaces are,
owever, generally too low for the EAM potentials, while they are
eproduced well by MEAM-1 and MEAM-2 compared to DFT, see Fig. 3.
urther differences exist with respect to the unstable stacking fault and
nstable twinning fault energies.

The comparison of the qualitative fracture behaviour found in sim-
lations with the experimental findings is not straightforward. The
imulation setup with short periodic crack fronts precludes crack prop-
gation on oblique planes, as would be necessary to explain the ob-
ervation of faceted crack surfaces [38,46], like the ones observed
xperimentally for the {111}⟨011⟩ cracks [46]. Similarly, the setup does
ot allow for the formation of a faceted crack front that would allow
he crack to propagate along easy directions [38,51].

We note that the ductile behaviour observed in simulations with
AM-5 and EAM-6 for {110}⟨1̄10⟩ cracks deviates from experimental
15
observations, since no traces crack-tip blunting by dislocations were
observed in experiments. Instead, the behaviour of the EAM-1, MEAM-
1 and MEAM-2 potentials, which consistently show brittle fracture
for cracks on the primary and secondary cleavage planes, is more in
line with experimental observations. However, these potentials predict
a deflection of {001}⟨01̄0⟩ cracks onto {101} planes, which is not
observed experimentally. But this discrepancy could be explained by
the crack front on {001} having the ability to locally propagate along
two easy ⟨110⟩ directions that are inclined 45◦ to the main crack prop-
agation direction [51], which is not practically possible to reproduce
in the simulations due to the limited spatial extension in the periodic
direction, see Fig. 2.

Moreover, EAM-1, MEAM-1 and MEAM-2 also show the lowest frac-
ture toughness value for the {110}⟨1̄10⟩ crack and not the {011̄}⟨1̄00⟩
crack. This is in accordance with experimental measurements, although
we note that the experimental values of the fracture toughness for both
of these crack systems lie within the error margins of each other [38],
see Table 3.

None of the potentials reproduced the experimentally observed
deviation of the {112} crack plane onto the {100} plane for {112}⟨1̄10⟩
cracks [46]. For this crack system, the potentials with comparatively
low 𝛾𝑢𝑡 compared with DFT showed twinning, see Fig. 5, while the re-
maining potentials showed brittle fracture on the original crack plane.

Unlike EAM-1, both MEAM-1 and MEAM-2 lead to 𝛾𝐺𝐵 values in
agreement with DFT [62] and match the TS curves for both single- and
bicrystals. But MEAM-1 more severely underestimates 𝛾𝑢𝑡 and overes-
timates 𝛾(112) compared with DFT, and it further showed unexpected
crack branching for one of the GBs. Based on these observations and
the overall comparison in Table 5, MEAM-2 currently seems to be the
best suited potential for simulating cleavage fracture in single- and
polycrystalline tungsten. The MEAM potentials, however, require one
order of magnitude more computing time than the EAM potentials, see
Table S2 in the supplementary material. Among the EAM potentials,
only EAM-1 can be regarded acceptable for fracture studies, although
it is noted that it exhibits a lattice trapping range that is one order of
magnitude larger than what would be expected from the DFT TS curves
and the MEAM potentials.

7. Summary and conclusions

Among the considered potentials, it is concluded that the new
MEAM-2 potential developed here is the most suitable for fracture
simulations. Not only does it reproduce the TS curve and all fracture-
relevant DFT data well, it showed no crack-tip artefacts for any of the
studied systems and it behaves consistently with fracture experiments
for cracks on the primary and secondary cleavage planes. It is thus
expected to constitute an important tool for future atomistic studies of

fracture in tungsten.
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Several of the EAM potentials, showed strong artefacts such as
artificial crack-tip transformation, negative traction and violent oscil-
latory behaviour in the TS curves. Furthermore, large variations in
surface and GB energy were observed. Of the EAM potentials, only
EAM-1 performed reasonably well. It does, however, underestimate the
unstable stacking fault energy and exhibit up to one order of magnitude
higher lattice/bond trapping than the MEAM potentials.

We find that high lattice/bond trapping is characteristic for all
studied EAM potentials, and it correlates directly to the interaction
range and peak stress of the TS curve. Our general observation is
that potentials with short interaction range and high peak stress yield
high lattice trapping. This has important consequences for the fracture
behaviour: Large lattice trapping significantly increases the critical
stress intensity factor associated with brittle cleavage, 𝐾𝐼𝐺, sometimes
o the extent that alternative crack-tip processes – such as emission of
islocations or twins – may occur instead, even if they are associated
ith higher 𝐾-values than 𝐾𝐼𝐺. Lattice trapping can thus directly affect

the qualitative fracture behaviour. This is of particular importance in
GB fracture, as the magnitude of the bond trapping varies with the
crack-tip location in the structural unit, and it locally can become very
large — such that the fracture toughness significantly exceeds that
predicted from Griffith theory.

For all potentials it is found that the Griffith and Rice theories fail
to predict the fracture behaviour, as well as the fracture toughness. In-
stead, quasi-static fracture simulations can be carried out to determine
them for any given material and crack orientation. These calculations
are currently still too computationally challenging to be carried out
routinely with DFT. But comparison of TS curves obtained by empirical
potentials with those from DFT calculations has proved to be a quick
way of assessing a potential’s applicability to fracture simulations.
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