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ABSTRACT

Nearly axisymmetric gaps and rings are commonly observed in protoplanetary discs. The leading theory regarding the origin of these
patterns is that they are due to dust trapping at the edges of gas gaps induced by the gravitational torques from embedded planets.
If the concentration of solids at the gap edges becomes high enough, it could potentially result in planetesimal formation by the
streaming instability. We tested this hypothesis by performing global 1D simulations of dust evolution and planetesimal formation in
a protoplanetary disc that is perturbed by multiple planets. We explore different combinations of particle sizes, disc parameters, and
planetary masses, and we find that planetesimals form in all of these cases. We also compare the spatial distribution of pebbles from
our simulations with protoplanetary disc observations. Planets larger than one pebble isolation mass catch drifting pebbles efficiently
at the edge of their gas gaps, and depending on the efficiency of planetesimal formation at the gap edges, the protoplanetary disc
transforms within a few 100 000 yr to either a transition disc with a large inner hole devoid of dust or to a disc with narrow bright rings.
For simulations with planetary masses lower than the pebble isolation mass, the outcome is a disc with a series of weak ring patterns
but there is no strong depletion between the rings. By lowering the pebble size artificially to a 100 micrometer-sized “silt”, we find
that regions between planets get depleted of their pebble mass on a longer time-scale of up to 0.5 million years. These simulations also
produce fewer planetesimals than in the nominal model with millimeter-sized particles and always have at least two rings of pebbles
that are still visible after 1 Myr.

Key words. planets and satellites: formation – protoplanetary disks – planet-disk interactions

1. Introduction

High spatial resolution dust continuum observations with the
Atacama Large Millimeter Array (ALMA) have shown that con-
centric rings and gaps are common features in protoplanetary
discs (see e.g., ALMA Partnership et al. 2015; Andrews et al.
2016; Isella et al. 2016; Pinte et al. 2016). Detections of rings
and gaps are common in millimeter continuum emission, which
traces the population of millimeter-sized pebbles (e.g., Clarke
et al. 2018; Dipierro et al. 2018; Fedele et al. 2018; Long et al.
2018, 2019); however, the same patterns have also been observed
in the distribution of micron-sized dust grains via scattered light
observations (e.g., Ginski et al. 2016; van Boekel et al. 2017;
Avenhaus et al. 2018), and in the gas surface density via obser-
vations of molecular emission (e.g., Isella et al. 2016; Fedele
et al. 2017; Teague et al. 2017; Favre et al. 2019). Since these
features are seen in both the solid and the gas component of
the disc, they have been interpreted as a signature of planet-disc
interactions (e.g., Pinilla et al. 2012; Dipierro et al. 2015; Favre
et al. 2019; Fedele et al. 2018). Numerical simulations have long
predicted that massive planets will open gap(s) in the disc, creat-
ing local pressure maxima at the gap edges where particles can
become trapped (e.g., Papaloizou & Lin 1984; Paardekooper &
Mellema 2004; Dong et al. 2015). This idea has gained rele-
vance, as Dullemond et al. (2018) recently found evidence that
at least some of the rings seen in observations are due to dust
trapping in radial pressure bumps. Since the dust-to-gas ratios in
these pressure bumps can become significantly higher than the
global value, they are a likely site for planetesimal formation via

the streaming instability (Youdin & Goodman 2005; Johansen &
Youdin 2007; Bai & Stone 2010a; Yang & Johansen 2014). This
is the key process that we investigate in this work.

In this paper, we explore observational consequences of the
formation of gaps by embedded planets. Particularly, we inves-
tigate whether particle trapping at the edges of planetary gaps
is efficient enough to trigger the streaming instability and result
in the formation of planetesimals. To this end, we used a dust
evolution model including both radial drift, stirring, and coagu-
lation, and we performed first principle calculations in 1D over
large spatial scales (1−500 au) and long disc evolution lifetimes
(1 Myr). The main points that we want to address can be sum-
marized as follows: (1) do planetesimals form at the edges of
planetary gaps; (2) if so, how efficient is this process and how
does the efficiency vary with different disc and planet parame-
ters; (3) what does the distribution of dust and pebbles look like
for the different simulations; and (4) how do these distributions
compare with observations of protoplanetary discs?

We find that planetesimals do indeed form at the edges
of planetary gaps. For millimeter-sized pebbles and planetary
masses larger than the pebble isolation mass, essentially all peb-
bles trapped at the pressure bump are turned into planetesimals.
In combination with fast radial drift, this results in the depletion
of pebbles in the region’s interior to the outermost planet, leav-
ing us with something that resembles a transition disc (Andrews
et al. 2011). When the particle size is lowered to 100 μm, a
larger dust-to-gas ratio is required to trigger the streaming insta-
bility. Because of this, the planetesimal formation efficiency
drops, and at least one ring of pebbles remains visible in the
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otherwise empty inner disc. When the planetary mass is low-
ered to less than the pebble isolation mass, trapping at the gap
edges becomes less efficient. Pebbles are also able to partially
drift through the planetary gaps, resulting in a continuous replen-
ishing of pebbles to the inner disc, and the pebble distribution
appears as a series of weak gaps and rings at the locations of the
planets.

In Sect. 2, we present our models for disc evolution, dust
growth, and planetesimal formation. The numerical set up of
the simulations is described in Sect. 3. In Sect. 4, we present
the results for the nominal model and the parameter study. In
the nominal simulation, the maximum pebble size reached by
coagulation is around one millimeter; the results from simula-
tions where the maximum grain size was artificially decreased
to 100 μm are presented in Sect. 5. In Sect. 6, we compare our
results to observations, and in Sect. 7 we discuss the shortcom-
ings of the model. The most important results and findings are
summarized in Sect. 8. In Appendix A, we describe the method
used to model particle collisions, and in Appendix B we show
particle size distributions for some interesting simulations in the
parameter study.

2. Theory

In our model, we used a 1D gas disc that is evolving viscously.
We applied planetary torques to the disc in order to simulate
gap opening by planets. For the evolution of dust particles, we
used a model containing both particle growth, stirring, and radial
drift. We further included a model for planetesimal formation
where the conditions for forming planetesimals were derived
from streaming instability simulations.

2.1. Disc model

The initial surface density profile of the disc was chosen to be
that of a viscous accretion disc,

Σ =
Ṁ0

3πν
exp

[
− R

Rout

]
, (1)

where Σ is the surface density of the gas, Ṁ0 is the initial disc
accretion rate, ν is the kinematic viscosity of the disc, R is the
semimajor axis, and Rout is the location of the outer disc edge
(e.g., Pringle 1981). The evolution of the surface density was
solved using the standard 1D viscous evolution equation from
Lin & Papaloizou (1986) for a disc that is being perturbed by a
planet,

∂Σ

∂t
=

1

R
∂

∂R

[
3R1/2 ∂

∂R
(νΣR1/2) − 2ΛΣR3/2

(GM∗)1/2

]
. (2)

In the above equation, t is the time, Λ is the torque density distri-
bution, G is the gravitational constant, and M∗ is the stellar mass.
Equation (2) is essentially the continuity equation in cylindrical
coordinates,

∂Σ

∂t
=

1

R
∂

∂R
(ΣvRR) , (3)

where the radial velocity vR has two components, which can be
obtained from the comparison of the two equations. The kine-
matic viscosity was approximated using the alpha approach from
Shakura & Sunyaev (1973),

ν = αviscΩH2, (4)

where αvisc is a parameter related to the efficiency of viscous
transport, Ω = (GM∗/R3)1/2 is the Keplerian angular velocity,
and H is the scale height of the disc. The scale height was
calculated as

H =
cs

Ω
, (5)

where cs is the sound-speed,

cs =

(
kBT
μmH

)1/2
. (6)

In the above equation, kB is the Bolzmann constant, T is the
temperature, mH is the mass of the hydrogen atom, and μ is the
mean molecular weight, which was set to be 2.34 for a solar-
composition mixture of hydrogen and helium (Hayashi 1981).
We used a fixed powerlaw structure for the temperature,

T = Tconst × (R/AU)−ζ , (7)

with a radial temperature gradient of ζ = 3/7 and a midplane
temperature of Tconst = 150 K at 1 au (Chiang & Goldreich
1997).

2.2. Planetary torque

The effect on the disc due to the planet is governed by the
torque density distribution,Λ, which here is defined as the rate of
angular momentum transfer from the planet to the disc per unit
mass. For modeling of the torque density distribution, we follow
D’Angelo & Lubow (2010),

Λ = −F(x, β, ζ)Ω2
aa2q2

(
a

Ha

)4
. (8)

In the above equation F is a dimensionless function, x = (R −
a)/Ha, β, and ζ are the negative radial gradients of surface den-
sity and temperature, respectively, and q is the planet-to-star
mass ratio. The subscript a denotes the location of the planet.
The analytic expression used for function F is

F(x, β, ζ) =

⎧⎪⎪⎨⎪⎪⎩p1 exp

⎡⎢⎢⎢⎢⎣− (x + p2)2

p2
3

⎤⎥⎥⎥⎥⎦ + p4 exp

⎡⎢⎢⎢⎢⎣− (x + p5)2

p2
6

⎤⎥⎥⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭

× tanh(p7 − p8x), (9)

where the parameters (p1, . . . , p8) are provided as a fit to actual
simulations. Table 1 of D’Angelo & Lubow (2010) gives values
for these parameters for a set of discrete values of β and ζ. As
mentioned in the previous subsection, we used a fixed radial
temperature gradient of ζ = 3/7, and we chose to simplify the
problem even further by also using a constant surface density
gradient of β = 15/14. For these values of β and ζ the parameters
(p1, . . . , p8) take on the values listed in Table 1.

2.3. Pebble isolation mass

The pebble isolation mass (Miso) is defined as the mass when the
planet can perturb the local pressure gradient in the midplane
enough to make it zero outside the gap, thus creating a pressure
bump. Pebbles drifting inward are trapped at the pressure bump,
resulting in a locally enhanced solid density just outside the orbit
of the planet (e.g., Lambrechts et al. 2014; Pinilla et al. 2016;
Weber et al. 2018). The planetary masses used in our simulations
are always in units of pebble isolation masses.
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Table 1. Values of the parameters pn in Eq. (9) for β = 15/14 and
ζ = 3/7.

pn Value

p1 0.029355
p2 1.143998
p3 0.918121
p4 0.042707
p5 0.859193
p6 1.110171
p7 −0.152072
p8 3.632843

Notes. The values were obtained from linear interpolation using Table 1
in D’Angelo & Lubow (2010).

We used an analytical fitting formula for the pebble isola-
tion mass, which was derived by Bitsch et al. (2018) using 3D
hydrodynamical simulations of planet-disc interactions,

Miso = 25 M⊕ × ffit, (10)

and

ffit =

[
H/R
0.05

]3 ⎡⎢⎢⎢⎢⎢⎣0.34

(
log(α3)

log(αvisc)

)4
+ 0.66

⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣1 −

∂ ln P
∂ ln R + 2.5

6

⎤⎥⎥⎥⎥⎥⎦ . (11)

In the above equation α3 = 0.001.
The pebble isolation mass is extremely dependent on the gap

depth, which is known to vary between 1D and multidimensional
simulations (e.g., Lin & Papaloizou 1986; Kanagawa et al. 2015;
Hallam & Paardekooper 2017). In general, 1D simulations pro-
duce narrower and deeper gaps than their higher dimensional
analogs. This means that the mass required to reach a radial pres-
sure gradient of zero is smaller in 1D simulations than in 3D
simulations. In other words, the pebble isolation masses derived
by Bitsch et al. (2018) are significantly higher than the pebble
isolation mass obtained in our simulations using the tabulated
torques of D’Angelo & Lubow (2010).

We performed our own 1D simulations to calculate the peb-
ble isolation mass, and found during comparison that the pebble
isolation masses obtained in 1D and 3D simulations are related
by a scalar factor, which only seems to depend on αvisc. Approxi-
mate values of this scalar, which we denote k3D/1D, can be found
in Table 2 for a range of values of αvisc. As an example: if
αvisc = 0.01, then the pebble isolation mass at 11.8 au is 59.6 M⊕,
according to Eq. (10) and by using the values quoted for Tconst, β,
and ζ. The planetary mass required to obtain a zero pressure gra-
dient outside a planet orbiting at the same semimajor axis in our
simulations is 59.6/1.5 = 39.7 M⊕. Figure 3 of Johansen et al.
(2019) shows a similar systematic difference between the 1D and
the 3D gap depth.

In our simulations, to avoid working with an artificially low
pebble isolation mass due to the 1D approach, we modified the
magnitude of the torque density distribution in the following
way,

Λ→ Λ

k2
3D/1D

. (12)

In other words, for α = 0.01 we simply divided Eq. (8) by 1.52,
and then the pebble isolation masses obtained from Eq. (10) are
correct even in 1D. The power of two is there because the torque
density is proportional to the planetary mass square (Eq. (8)).

Table 2. Approximate values of the scalar k3D/1D for discrete values
of αvisc.

αvisc k3D/1D

0.01 1.5

0.001 2

0.0005 2.5

0.0001 5

Notes. This scalar tells us that for a specific value of αvisc, say 0.01,
the planetary mass required to obtain a zero pressure gradient in our 1D
simulations is 1.5 times lower than the mass obtained using the equation
from Bitsch et al. (2018), which was obtained using 3D simulations.

2.4. Dust evolution

We adopted the approach of Lagrangian super-particles for the
solid component of the disc. Each super-particle represents mul-
tiple identical physical solid particles, and each super-particle i
has its own position xi and velocity ui. The particle velocity was
taken as the sum of the drift velocity and the turbulent velocity,
the algorithms for which are described below.

2.4.1. Drift velocity

The radial drift velocity of a dust particle in a disc that is
accreting gas is

vD = − 2τs

1 + τ2
s

(
ηvkep − 1

2τs

vR

)
, (13)

where η is the difference between the azimuthal gas velocity (vθ)
and the Keplerian velocity (vkep), vR is the gas velocity in the
radial direction, and τs is the Stokes number, which is sometimes
referred to as the dimensionless stopping time (Nakagawa et al.
1986; Guillot et al. 2014). The η parameter is directly related to
the pressure gradient of the disc as

η = −1

2

(H
R

)2 ∂ ln P
∂ ln R

. (14)

The Stokes number for a particle in the Epstein regime is

τs =
sρ•
Hρ

; (15)

it is important to note that the factor
√
π/8 in Eq. (6) from

Carrera et al. (2015) is not included in this work and would not
have changed the results significantly. In the above equation s is
the particle radius, ρ is the gas density in the midplane (related
to the gas surface density through ρ = Σ/(2πH)), and ρ• is the
solid density. We adopt the value ρ• = 1000 kg m−3 throughout
this work. This density could approximately represent the density
of icy pebbles with a significant porosity.

2.4.2. Turbulent velocity

Solid particles in the protoplanetary disc experience a drag force
due to the turbulent motion of gas in the disc. The resultant tur-
bulent diffusion of the particles can be modeled as a damped
random walk, which we implemented by using the algorithm
from Ros et al. (2019). They calculated the turbulent diffusion
coefficient (D) by applying a force acceleration ( f ) to the parti-
cles on a time-scale τfor, and damping the turbulent velocity on
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the correlation time-scale τcor. The forcing time-step τfor was set
to equal the time-step of the simulation, and the correlation time
is the approximate time-scale over which a particle maintains a
coherent direction, which was calculated as the inverse of the
Keplerian angular velocity (τcor = Ω

−1). As an addition to the
algorithm from Ros et al. (2019), the falling of D with Stokes
number was implemented here following Eq. (37) in Youdin &
Lithwick (2007). We used a value of one for the dimensionless
eddy time.

2.4.3. Particle collisions

Our model of particle collisions follows the results of Güttler
et al. (2010). They combine laboratory collision experiments and
theoretical models to show that collisions among dust particles in
the disc lead to either sticking, bouncing, or fragmentation. The
outcome is determined by the mass of the projectile (the light-
est of the colliding particles) and the collision velocity, which
is calculated as the sum of the relative speed from drift, Brow-
nian motion, and turbulent motion. The result of the collision
also varies depending on the mass ratio of the projectile to tar-
get particle and on whether the particles are porous or compact.
In our simulations, we limited ourselves to porous particles, and
drew the line between equal-size particles and nonequal-size par-
ticles at a mass ratio of 10 (using effectively only the two upper
panels of Fig. 11 in Güttler et al. 2010). If the outcome is stick-
ing, then the target mass was either doubled, or multiplied by
(1 + Mprojectile/Mtarget) if the total mass in the projectile particle
Mprojectile was smaller than the total mass in the target particle
Mtarget. For fragmentation, we set all of the target and projectile
particles to the mass of the projectile. For a complete description
of the collision algorithm, see Appendix A.

2.5. Planetesimal formation

Carrera et al. (2015) performed hydrodynamical simulations of
particle-gas interactions to find out under which conditions solid
particles in the disc come together in dense filaments that can
collapse under self-gravity to form planetesimals. By doing so,
they mapped out for which solid concentrations and particle
Stokes number filaments emerge. This map was revised by Yang
et al. (2017) who expanded on the investigation by using longer
simulation times and significantly higher resolutions. The criti-
cal curves on the map for when the solid concentration is large
enough to trigger particle clumping are given by Yang et al.
(2017) as

log Zc = 0.3(log τs)
2 + 0.59 log τs − 1.57 (τs > 0.1), (16)

and

log Zc = 0.1(log τs)
2 + 0.20 log τs − 1.76 (τs < 0.1), (17)

where Zc = Σsolid/Σtotal and the logarithm is with base 10. These
equations were derived for a laminar disc model; however, unless
the degree of turbulence is very high, they may also be valid for
nonlaminar discs (Yang et al. 2018). For example, Yang et al.
(2018) find a critical solid-to-gas ratio of 2% when using τs = 0.1
particles and a vertical turbulence strength of 10−3, driven by
density waves excited by the magnetorotational instability in the
turbulent surface layers.

2.5.1. Pressure dependence

The map from Yang et al. (2017) determines whether or not
the streaming instability forms filaments based on the solid

abundance and the Stokes number; however, the degree of
clumping is also strongly dependent on the radial pressure gra-
dient (Bai & Stone 2010b; Abod et al. 2019; Auffinger & Laibe
2018). Simulations by Bai & Stone (2010b) show that the crit-
ical solid abundance required to trigger particle clumping via
the streaming instability monotonically increases with the radial
pressure gradient. In other words, planetesimal formation is most
likely to occur inside pressure bumps where the pressure gradi-
ent is small, a result which has also been obtained from a linear
analysis (Auffinger & Laibe 2018). From Bai & Stone (2010b),
it appears that the critical solid abundance is roughly linearly
dependent on the radial pressure gradient. In order to catch this
dependency, we scaled the metallicity threshold from Yang et al.
(2017) with the local radial pressure gradient divided by the
background pressure gradient. Here we made the assumption that
the background pressure gradient in our simulations is the same
as in Yang et al. (2017). This is a simplification; however, a com-
parison of simulations using the different background pressure
gradients show that the results are unaffected.

When the pressure gradient is exactly zero, there is no par-
ticle drift, meaning that the streaming instability is formally
absent. However, there is another planetesimal formation mech-
anism that is still active, which we have not not included in
our simulations, namely secular gravitational instability (e.g.,
Youdin 2011; Takahashi & Inutsuka 2014). Recently, Abod et al.
(2019) performed simulations of planetesimal formation for var-
ious pressure gradient conditions (including a zero pressure
gradient). They find that many results and conclusions obtained
in their study of planetesimal formation via the streaming insta-
bility are also valid in the case of a zero pressure gradient.
Motivated by this result, we chose to use the same mechanism
for planetesimal formation at a pressure gradient of zero as we
otherwise did.

2.5.2. Code implementation

We implemented planetesimal formation in the code in the fol-
lowing way: (1) we calculated the solid abundance in each grid
cell, excluding the already formed planetesimals; (2) we calcu-
lated the local pressure gradient in each grid cell; (3) we scaled
the metallicity threshold Zc up and down linearly by the found
local pressure gradient divided by the background pressure gra-
dient; (4) we calculated the mean Stokes number in each grid
cell; (5) if the criterion for planetesimal formation is reached,
then we set the radius of the first super-particle in the grid cell
to 100 km; (6) we repeated the process until the criterion was no
longer met. We note that the planetesimal size is arbitrary since
we do not follow the dynamical evolution of the planetesimals
after their formation.

The algorithm described above implies that every time the
conditions for the streaming instability are met, planetesimals
form. This can be thought of as a limiting maximum case for
the planetesimal formation efficiency, and a discussion regarding
how accurate this algorithm is can be found in Sect. 7.3.

2.5.3. An alternative model for planetesimal formation

The criterion used in this paper for planetesimal formation via
the streaming instability is not the only one that exists. Another
commonly used criterion is that the dust-to-gas ratio in the mid-
plane has to be larger than unity. Such a planetesimal formation
model is used in Stammler et al. (2019), for example, who con-
ducted a similar study of planetesimal formation in pressure
bumps. We implemented this planetesimal formation criterion,
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which we refer to as the midplane model, in the code and
make a comparison of the two planetesimal formation models in
Sect. 4.4. For code implementation, we used the same algorithm
as above, except that it was applied to the midplane density ratio
rather than to the column density ratio.

3. Numerical set up

The code we used for simulations is called PLANETESYS, and it
is a modified version of the Pencil Code (Brandenburg & Dobler
2002), which was designed for highly parallel calculations of the
evolution of gas and dust particles in protoplanetary discs. The
code was developed under the ERC Consolidator Grant “PLAN-
ETESYS” (PI: Anders Johansen) and this paper together with the
recent paper by Ros et al. (2019) represent the first publications
using this tool.

The evolution of the surface density was solved using a first
order finite difference scheme with an adaptive time-step. The
disc stretches from 1 to 500 au with Rout = 100 au and it was
modeled using a linear grid with 4000 grid cells. For the inner
boundary condition, we copied the values of the adjacent cells,
and for the outer boundary condition we simply set the density
to zero at the outer disc edge. This provides the right solution
to the viscous disc problem, and fits the analytically derived
surface density profile well out to at least 200 au. We used a
stellar mass of 1 M� throughout the simulations and an initial
disc accretion rate of Ṁ0 = 10−7 M� yr−1. The accretion rate
drops to 2 × 10−8 M� yr−1 after 1 Myr, as material drains onto
the star. Most simulations were run on 40 cores to speed up the
calculations. The typical wall time was 90 h.

Three planets of fixed masses and semimajor axes (except
in simulation migration) are included in the simulations, and
they were inserted at semimajor axes corresponding to the loca-
tions of the major gaps in the disc around the young star HL
Tau: at 11.8, 32.3, and 82 au (Kanagawa et al. 2016). The solid
population of the disc is represented by 100 000 superparticles
(approximately 25 per grid cell). The superparticles were ini-
tially placed equidistantly throughout the disc with a radius of
1 μm. The mass of each superparticle was set so as to yield a
constant solid-to-gas ratio (also referred to as the metallicity)
across the disc. Planetesimal formation was initiated after some
time tplan, which was varied between the simulations depending
on how much time it takes for the planets to clear most of their
gaps from dust. Furthermore, we only allowed for planetesimal
formation interior to 200 au. This is because our numerical sur-
face density profile starts to diverge from the analytically derived
one beyond a few hundred astronomical units; however, since
we are only interested in the inner ∼100 au where the planets
are located, this does not affect the results. Finally the system is
evolved for 1 Myr. This long running time is a major motivation
for simulating in 1D only.

In the nominal model (simulation #1 in Table 3), we used
a turbulent viscosity of 10−2, a turbulent diffusion of 10−3, and
an initial solid-to-gas ratio of 0.01. We set the planetary masses
(Mp) to two times their respective pebble isolation mass, and we
kept the planets at a fixed position (Vp = 0). In this simulation,
planetesimal formation was initiated after 5000 yr. To explore
how the above mentioned parameters affect the planetesimal for-
mation efficiency and the distribution of dust and pebbles, we
conducted a parameter study. The parameter values used in the
different simulations can be found in Table 3. In simulations
#2–#5, we varied the planetary masses; in simulations #6–#8,
we lowered the value of the viscosity parameter and turbulent
diffusion; in simulation #9, we increased the initial solid-to-gas

Table 3. Model set up for the simulations in the parameter study.

Run αvisc αturb Σsolid/Σ MP VP

(Miso) (au/Myr)

#1 nominal 10−2 10−3 0.01 2 0
#2 0.50 Miso 10−2 10−3 0.01 0.5 0
#3 0.75 Miso 10−2 10−3 0.01 0.75 0
#4 1 Miso 10−2 10−3 0.01 1 0
#5 3 Miso 10−2 10−3 0.01 3 0
#6 lowVisc 10−3 10−3 0.01 2 0
#7 lowTurb 10−2 10−4 0.01 2 0
#8 lowViscTurb 10−4 10−4 0.01 2 0
#9 highMetal 10−2 10−3 0.02 2 0
#10 migration 10−2 10−3 0.01 2 6.3

ratio in the disc; and in simulation #10, we let the planets migrate
radially inward with a constant velocity.

4. Results

Results on the disc structure, particle distribution, and efficiency
of planetesimal formation in the nominal model are presented
in Sect. 4.1. In Sect. 4.2 we show how these results change when
we no longer include the pressure scaling for the streaming insta-
bility, and when planetesimal formation is removed completely.
In Sect. 4.3, we varied different disc and planet parameters
and investigate how it affects the results. Finally, in Sect. 4.4,
we make a comparison between our model for planetesimal
formation and the midplane model.

4.1. Nominal model

The parameters used in the nominal model are found in simula-
tion #1 of Table 3. The evolution of the normalized gas surface
density across the disc is shown in the top panel of Fig. 1, and
the evolution of the solid-to-gas surface density ratio is plotted
in the bottom panel. The solid component was divided into plan-
etesimals and dust+pebbles. The evolution of the particle size
distribution and the Stokes number is shown in Fig. 2.

From Fig. 1, it is clear that the part of the disc that is closer to
the star than the outermost planet becomes depleted of dust and
pebbles already after a few hundred thousand years. Meanwhile,
the region’s exterior to the outermost planet maintains a high
solid-to-gas ratio for much longer, and at the end of the simula-
tion, it is still at 25% of the initial value. To understand why this
is the case, we look at the evolution of the particle sizes in Fig. 2.
Considering the inner part of the disc, particle collisions are
frequent and quickly result in the formation of millimeter-sized
pebbles, which drift toward the star quickly. The same process
results in smaller particle sizes and takes more time in the outer
part of the disc. Another feature of the particle size distribution
is that it is bimodal. The reason for this is that except for very
low relative velocities, coagulation is only possible if the projec-
tile is much less massive than the target (compare the two upper
panels of Fig. 11 in Güttler et al. 2010). Hence any coherent size
distribution evolves to a bimodal distribution as the largest par-
ticles grow in mass, while the small are stuck. The bimodal size
distribution nevertheless collapses with time to a narrower size
distribution as the remaining small particles are finally swept up
by the larger pebbles.
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Fig. 1. Top panel: evolution of the gas surface density, which is normalized against the initial gas surface density, across the protoplanetary disc for
the nominal model with planets (solid lines) and without planets (dotted lines). The vertical dashed lines mark the semimajor axes of the planets,
and they coincide with the locations of the three major gaps in the disc around HL Tau (Kanagawa et al. 2016). Bottom panel: evolution of the
solid-to-gas surface density ratio across the protoplanetary disc for the nominal model. The solid component is divided into planetesimals (marked
with gray) and dust+pebbles. Planetesimals form in narrow rings at the location of the gap edges and inside the planetary gaps (the amount of
planetesimals formed inside the gaps is negligible). The interplanetary regions are depleted of dust and pebbles within a few hundred thousand
years.

Fig. 2. Top panel: size distribution of particles in the protoplanetary disc at different times during disc evolution for our nominal model. The
semimajor axes of the formed planetesimals are indicated at the top of the plot. Particles were initialized with an equal spacing all over the disc and
with a radius of 1 μm. Efficient coagulation and high drift velocities in the inner disc result in a depletion of the interplanetary regions after only a
few 100 000 yr. These processes occur on a longer timescale in the outer disc. Bottom panel: particle Stokes number versus semimajor axis for the
same data as in the top panel.
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The planetary masses used in the nominal simulation lead
to relatively deep gaps, which act as hard barriers that stall all
particles with a Stokes number that is larger than a certain crit-
ical value (see e.g., Pinilla et al. 2012; Bitsch et al. 2018; Weber
et al. 2018). The pebbles formed by coagulation beyond the mid-
dle planet have Stokes numbers that are well above this critical
value, and they are therefore efficiently trapped at the planetary
gap edges. Since no particles make it past the gaps, there is no
replenishing of the interplanetary disc regions. Combined with
fast radial drift, this is the reason why the solid-to-gas ratio in
these regions drops to less than 0.001 after only 500 000 yr.

From Figs. 1 and 2, it is evident that planetesimal formation
takes place almost exclusively in narrow rings at the location of
the gap edges and inside the planetary gaps. These are locations
which correspond to places where the pressure gradient is close
to zero, that is, places where there is a pressure bump. When
the pressure gradient is close to zero the critical density required
for the streaming instability to form filaments becomes very low,
and because of this essentially everything that enters the pressure
bump is turned into planetesimals. So since everything that goes
into the pressure bump is turned into planetesimals, and there
is no replenishing of the interplanetary regions, the part of the
disc that is closer to the star than the outermost planet becomes
empty of dust and pebbles. As is seen in Sect. 4.2 Fig. 3, efficient
planetesimal formation at the gap edge of the innermost planet
is the reason why no pebbles can make it past that gap to the
innermost disc region.

The narrowness of the rings in which planetesimals form is
also an effect caused by the dependency of the streaming insta-
bility on the pressure gradient. The magnitude and steepness of
the pressure bump increases with increasing planetary mass, and
for a planetary mass of two pebble isolation masses, the pres-
sure gradient is only close to zero in two very narrow regions. In
between these regions, the pressure gradient becomes very high,
resulting in that very large critical densities are required to form
filaments, which is why no planetesimals form in between the
location of the gap edges and inside the planetary gaps.

The pressure maxima inside the planetary gaps are unsta-
ble equilibrium points due to the fact that tiny displacements
from this point are amplified with time due to divergent drift, but
we still formed some planetesimals there because we turned on
planetesimal formation before the gaps had been entirely cleared
of dust and pebbles. Later on during the simulation, all plan-
etesimals form at the gap edges. A histogram showing the total
amount of planetesimals that have formed per semimajor axis
bin can be viewed in the uppermost panel of Fig. 4. A total of
280 Earth masses of planetesimals have formed at the end of the
nominal simulation. The total amount of mass in planetesimals
and dust+pebbles at the end of all the simulations is provided in
Table 4 for each ring.

4.2. The cases with no pressure scaling and no planetesimal
formation

How efficiently pebbles are converted into planetesimals at the
gap edges has a major effect on the distribution of dust and
pebbles in the disc. In the nominal model, planetesimals form
whenever the critical density required for the streaming instabil-
ity to form filaments has been reached. Together with the linear
pressure scaling this can be thought of as a maximum limiting
case for planetesimal formation. If the dependency of the stream-
ing instability on the pressure gradient is weakened or removed,
the critical density increases, resulting in more dust and peb-
bles being left in the rings. It would also result in planetesimals

Fig. 3. 2D symmetric disc images of the evolution of the solid-to-gas
surface density (excluding the formed planetesimals) for three differ-
ent versions of the nominal model: the nominal model (top row), the
nominal model with planetesimal formation but with no dependency
on the pressure gradient (middle row), and the nominal model without
planetesimal formation (bottom row). In the nominal model, essentially
everything that enters the pressure bump is converted into planetesi-
mals, resulting in a large cavity in the distribution of dust and pebbles.
When the pressure dependence is neglected, the critical density required
to trigger the streaming instability increases, and we see some rings
in the dust and pebble distribution. When planetesimal formation is
removed completely, we are left with three rings in which the dust and
pebble density is very high.

forming in wider regions around the pressure bump. The case
with no planetesimal formation at all is of course the minimum
limiting case for planetesimal formation, and the real efficiency
should be somewhere in between the minimum and maximum
case.

In Fig. 3, the evolution of the solid-to-gas surface density
ratio is shown as 2D surface density plots (here referred to as
disc images) for the following: the nominal model; the nominal
model with no pressure scaling for planetesimal formation; and
the nominal model without planetesimal formation. In the case
without planetesimal formation (simulation noPlanetesimal), the
disc would be seen to have very bright rings at the positions of
the outer gap edges, which is similar to AS 209 (Fedele et al.
2018). The amount of dust and pebbles in each ring is written
in Table 4, and it is roughly a hundred Earth masses for the two
outermost rings, which corresponds to 3–11 Earth masses per
astronomical unit. In contrast, the inner ring only has a few Earth
masses of dust and pebbles. Comparing that to the tens of Earth
masses of planetesimals that form in the ring in the nominal
model, it suggests that millimeter-sized pebbles with low Stokes
numbers (i.e., close to the star) can drift past our planetary gaps
quite efficiently, but that the efficient planetesimal formation in
the nominal model prevents them from doing so.

When planetesimal formation without pressure scaling is
included (simulation noPscaling) the solid-to-gas surface den-
sity ratio drops drastically in the rings. The two rings, which are
still clearly visible, are also much thinner than in the case with
no planetesimal formation. The amount of dust and pebbles left
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Fig. 4. Histogram showing the total amount of mass in planetesimals that has formed at different locations in the disc after 1 Myr for each simulation
in the parameter study. The dotted vertical lines indicate the semimajor axes of the planets. When the pressure scaling is removed (simulation
“noPscaling”), the critical density required for forming planetesimals at the gap edge increases, resulting in less planetesimal formation. The
amount of planetesimal formation does not vary a lot between the simulations where the planetary mass is larger than the pebble isolation mass
since millimeter pebbles cannot drift past the gaps and planetesimal formation is extremely efficient where the pressure gradient is close to zero. For
planetary masses that are lower than the pebble isolation mass, the amount of planetesimals that form rapidly decreases with decreasing planetary
mass. Lowering the viscosity parameter and the turbulent diffusion results in faster drift velocities in the viscously expanding part of the disc.
Because of this, more pebbles reach the outermost gap edge and are turned into planetesimals. Increasing the metallicity (simulation highMetal)
results in sporadic planetesimal formation in the interplanetary regions. When a constant migration speed is added to the planets, the location of
the gap edges are shifted inward with time, resulting in the region where planetesimals form to shift inward accordingly.

in these rings are now on the order of a few Earth masses, which
corresponds to a quarter of an Earth mass per astronomical unit.
When pressure scaling is applied (i.e., the nominal model) the
amount of early transport through the gaps decreases, resulting
in a faster pebble depletion. After 1 Myr, all rings that were pre-
viously visible interior to the outermost planet have disappeared,
and we are left with a cavity of roughly 100 au in size in the dust
and pebble distribution. A comparison between the amount of
planetesimals that form, as well as where they form, in simula-
tions with and without the pressure scaling can be seen in the top
panel of Fig. 4. The differences between the simulations in Fig. 3
tells us that two discs that are similar in all aspects except for in
the efficiency of planetesimal formation could come across as

completely different in observations (see discussion in Sect. 7.3
on the efficiency of the streaming instability).

4.3. Parameter study

To explore how different parameters affect the planetesimal for-
mation efficiency and the distribution of dust and pebbles in
the disc, we conducted a parameter study. The values of the
parameters which we investigate can be found in Table 3. A
histogram showing the total amount of mass locked up in plan-
etesimals at different semimajor axes after 1 Myr is presented in
Fig. 4 for all simulations in the parameter study. The evolution
of the dust and pebble surface density relative to the gas surface
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Table 4. Total amount of mass in dust+pebbles and planetesimals in each ring at the end of the simulations.

Inner ring Middle ring Outer ring

Run dust+pebbles planetesimals dust+pebbles planetesimals dust+pebbles planetesimals

#1 nominal 0.01 M⊕ 68 M⊕ 0.1 M⊕ 116 M⊕ 3.7 M⊕ 94 M⊕
noPscaling 0.05 34 2.1 110 7.7 90
noPlanetesimal 2.7 95 97
#2 0.50 Miso 1.3 27 2.7 19 8.3 2.1
#3 0.75 Miso 1.0 40 2.4 72 6.4 41
#4 1 Miso 0.007 71 0.2 116 4.7 92
#5 3 Miso 0.1 76 0.1 122 3.5 84
#6 lowVisc 0.5 69 0.1 120 3.7 126
#7 lowTurb 0.02 66 0.07 105 11 96
#8 lowViscTurb 0.6 76 1.8 109 13 151
#9 highMetal 0 83 0.03 152 1.7 169
#10 migration 0 0 0.002 2.0 2.7 94

Maximum grain size 100 μm

#1 nominal 0.05 39 1.3 112 5.8 65
noPscaling 1.8 0.02 7.5 55 16 48
noPlanetesimal 4.0 28 61
#3 0.75 Miso 2.2 0.1 6.0 37 15 38
#4 1 Miso 0.1 55 1.7 106 12 66
#6 lowVisc 10 0.02 4.6 60 3.2 106
#7 lowTurb 0 40 3.3 95 12 71

Notes. The inner ring edges were chosen to be the semimajor axes of the planets, and the outer ring edges were chosen to be four gas scale heights
away from this location. The region where particles pile-up varies with, e.g., the planetary mass and the level of turbulence in the disc, but for
simplicity and for the sake of easy comparison purposes, we used the same criteria for the ring widths in all simulations. The gas scale height at the
location of the three planets starting at the inner one are as follows: 0.58, 2.12 and 7.03 au. These are the gas scale heights at the initial locations of
the planets. In simulation #10, the final semimajor axes of the planets are 5.48, 25.98 and 75.676 au. The corresponding gas scale heights are: 0.22,
1.61, and 6.34 au.

density is presented in Fig. 5 as 2D symmetric disc images for the
same simulations. The total amount of mass in planetesimals and
dust+pebbles in each ring can be found in Table 4. The evolution
of the particle size distribution for a few interesting simulations
in the parameter study is shown in Fig. B.1.

4.3.1. Planetary mass

The planetary mass is the main controller of the width and depth
of the planetary gap as well as the radial pressure gradient. The
width of the gap determines where pebbles are trapped, and thus
the location of planetesimal formation. The planetesimal forma-
tion efficiency is strongly related to the strength of the pressure
maxima, both via the scaling of the streaming instability with
the radial pressure gradient and via the efficiency of particle
trapping. The distribution of dust and pebbles for simulations
with varying planetary masses is shown in Fig. 5 (simulations
nominal, 0.50 Miso, 0.75 Miso, 1 Miso and 3 Miso).

For the simulations 0.50 Miso and 0.75 Miso, we used a plan-
etary mass that is lower than the pebble isolation mass. In these
simulations dust and pebbles are partly transported through the
planetary gaps, resulting in a continuous replenishing of the
interplanetary regions and the region interior to the innermost
planet. There is a small pile-up of pebbles at the gap edges,
resulting in a gap-and-ring-like structure. As can be seen in
Fig. 4, the amount of planetesimals that form decreases quickly
with decreasing planetary mass. By lowering the planetary mass
to 25% below the pebble isolation mass, the amount of pebbles
that are converted into planetesimals is halved. Since the radial
pressure gradient is shallow around the gap edges, planetesimals

form in relatively wide regions as opposed to in two narrow
rings, such as in the nominal model. A plot of the size dis-
tribution of particles for simulation 0.75 Miso can be viewed in
Fig. B.1.

In the simulations nominal, 1 Miso and 3 Miso, the planetary
masses are two, one, and three times the pebble isolation mass.
For these cases, the amount of mass converted into planetesi-
mals does not change with increasing planetary mass. This is
due to two reasons: (1) the planetary gaps act as hard barriers,
which prevent any pebbles from passing through; (2) there are
pressure maxima outside all gaps, which efficiently turn most
or all pebbles into planetesimals. The locations where plan-
etesimals form nevertheless do change a bit, since the widened
gap and the steepened pressure gradient result in planetesimals
forming further away from the planet and in narrower regions.
In summary, all simulations with planetary masses equal to or
above the pebble isolation mass appear as discs with large central
cavities, with the only difference being a slight dependence of
the width of the cavity and the width of the rings on the planetary
mass.

4.3.2. Viscous and turbulent α

The viscosity parameter αvisc governs the gas accretion rate onto
the central star, and it also enters the particle drift equation via
the radial gas velocity vR. The turbulent diffusion αturb governs
the turbulent speed of particles, which in turn affects the fre-
quency of particle collisions as well as the collision velocities.
The values inferred from observations of these parameters vary
a lot in the literature. In Pinte et al. (2016), they find a value of
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Fig. 5. 2D symmetric disc images of the evolution of the solid-to-gas surface density excluding planetesimals for all simulations in the parameter
study. In the nominal simulation where we used a planetary mass of two times the pebble isolation mass fast pebble drift, little or no transport
through the planetary gaps and efficient planetesimal formation at the gap edges result in that the part of the disc that is closer to the star than the
outermost planet gets depleted of dust and pebbles. In the simulations where the planetary mass is lower than the pebble isolation mass (simulations
0.50 Miso and 0.75 Miso), increased transport past the gaps and less planetesimal formation results in a gap-and-ring-like structure. The width of the
region where dust and pebbles are trapped depends on the planetary mass. Therefore, when the planetary mass is changed to one or three times the
pebble isolation mass (simulations 1 Miso and 3 Miso), and we compare to the nominal model, the width of the rings becomes narrower or larger,
respectively. Except for this, the results are the same as in the nominal model. In simulation lowVisc, the viscosity parameter is lowered, resulting in
a slower clearing of the gaps and interplanetary regions, as well as faster radial drift in the viscously expanding part of the disc. When the turbulent
diffusion is lowered (simulation lowTurb), the collisional velocities decrease, resulting in larger particles which drift faster toward the star. This
causes the bright ring that can be seen beyond the outermost planet at the end of the simulation. In simulation lowViscTurb, the turbulent diffusion
is kept at the same level as in simulation lowTurb, but the viscosity parameter is lowered by an extra order of magnitude compared to simulation
lowVisc. The combination results in that essentially all solids in the outer disc reach the outermost planetary gap before the end of the simulation,
causing the narrow bright ring seen in the dust-to-gas ratio. In simulation highMetal, the initial solid-to-gas ratio in the disc is increased to 2%,
which is a change that does not have a big effect on the appearance of the disc at the end of the simulation. Finally in the last simulation, the planets
were given a constant radial velocity directed toward the star (simulation migration), resulting in a smaller radius of the cavity.

a few times 10−4 for the turbulent diffusion in the disc around
HL Tau. They obtained this value by assuming a standard dust
settling model, varying the amount of turbulent diffusion and
comparing the resulting millimeter dust scale heights to obser-
vations. Pinte et al. (2016) further report an upper limit to the
viscosity parameter of 10−2 for the HL Tau disc, a value which
was calculated by using an estimate of the disc accretion rate
from Beck et al. (2010). Other examples are Flaherty et al. (2017)
who report an upper limit of 0.003 for the turbulent diffusion in
HD 163296 and Flaherty et al. (2018) who report an upper limit
of 0.007 for the viscosity parameter in TW Hya.

In the nominal model, we used a value of 10−2 for the
viscosity parameter and 10−3 for the turbulent diffusion. In sim-
ulation lowVisc, the viscosity parameter was lowered from 10−2

to 10−3. In the simulation lowTurb, the turbulent diffusion was
decreased by a factor of 10 from 10−3 to 10−4. Finally in sim-
ulation lowViscTurb, the viscosity parameter was decreased by

another order of magnitude to 10−4, while the turbulent diffusion
was kept at the same level as in simulation lowTurb. When low-
ering the viscosity parameter, the initial disc accretion rate is
reduced accordingly, ensuring the same initial disc mass.

Lowering the viscosity parameter in simulation lowVisc
results in lower gas accretion rates onto the star, and thus the
gas disc evolves on much longer time-scales. Because of this the
disc does not expand as much, resulting in a smaller disc size.
Another effect on the structure of the gas disc is that there is
a more pronounced pile-up of gas at the inner and outer edges
of the planetary gaps. Looking at Fig. 5 and comparing simu-
lation lowVisc to the nominal simulation, we see that lowering
the viscosity parameter results in a slower clearing of the gaps
and interplanetary regions. We also find that pebbles in the vis-
cously expanding part of the disc drift inward more quickly. A
smaller viscosity parameter results in the velocity component
directed outward becoming lower, making it easier for particles
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to drift inward. The faster drift velocities result in more pebbles
that reach the outermost planetary gap edge and that are then
turned into planetesimals. This is the reason why slightly more
planetesimals are formed when using this simulation compared
to the nominal one.

In simulation lowTurb, the lowering of the turbulent dif-
fusion results in fewer collisions. Because the particle Stokes
numbers in our simulations are low, this also results in lower
collisional velocities (if the particle Stokes numbers would have
been larger so that the particles start to sediment toward the
midplane, this would not have been the case, as the decrease
in turbulent velocity would have been compensated for by a
decrease in dust scale height). Fewer collisions lead to slower
particle growth; however, slower collisional velocities result in a
larger maximum pebble size. These larger particles obtain higher
drift velocities, resulting in many more pebbles reaching the gap
edge of the outermost planet. This is the reason why we see a
wide and bright ring in the solid-to-gas surface density at 1 Myr
for simulation lowTurb in Fig. 5. The larger particle sizes also
require a smaller critical density to trigger the streaming insta-
bility, allowing for planetesimals to form further away from the
pressure maxima (see Fig. 4).

In simulation lowViscTurb, a fast particle drift toward the
star in the outer disc now results in all of the pebbles that still
remain at the end of the simulation to be concentrated in a nar-
row bright ring just beyond the outermost planet. Since more
pebbles reach the outermost planetary gap edge, the amount of
planetesimal formation at that location has increased compared
to the amount in the simulations lowVisc and lowTurb. The gas
pile-up at the gap edges is also more pronounced, causing some
particles to become trapped at the inner gap edges and lead-
ing to some planetesimal formation there (see Fig. B.1 for a
plot of the particle size distribution for simulations lowTurb and
lowViscTurb).

4.3.3. Metallicity

In simulation highMetal, the initial solid-to-gas ratio was dou-
bled, resulting in an increase in the total amount of formed
planetesimals. Since the initial solid abundance is closer to the
critical value required for the streaming instability to operate,
random local concentrations of pebbles now result in some plan-
etesimal formation in the interplanetary regions. However, since
the amplitude of the fluctuations caused by diffusion would be
much smaller if a physical number of particles were used, this
effect is purely numerical.

4.3.4. Planet migration

In the final simulation of the parameter study (simulation migra-
tion) all three planets were given a constant velocity directed
toward the star. The migration speed was set to 6.3 AU Myr−1,
and thus the semimajor axes of the planets after 1 Myr are
5.48 au, 25.98 au, and 75.676 au. This migration speed is not
high enough to significantly perturb the shape of the gap. For
faster migrating planets, hydrodynamical studies have shown
that the impact on the structure of the disc can be large (see e.g.,
Li et al. 2009; Meru et al. 2019; Nazari et al. 2019).

Since the migration speed in our simulation is both low
enough to preserve the shape of the gap and significantly lower
than the particle drift velocity, the amount of planetesimal for-
mation does not change. The location where they form does,
however, change. As the pressure maximum moves inward,
so does the region of planetesimal formation. For the pebble

Fig. 6. Histogram showing the total amount of mass in planetesimals
that have formed at different locations in the disc after 300 kyr, for the
nominal model and the midplane model. The amount of planetesimals
formed around the gap edges of the two outermost planets are similar
in both models; however, this is not the case at the innermost planetary
gap edge. The settling toward the midplane is not efficient enough to
counteract the stirring by turbulence in this region, and thus a dust-to-
gas density ratio of unity in the midplane is never reached.

distribution, the only thing that changes is that the radius of the
cavity shrinks with time.

4.4. Two planetesimal formation models

The planetesimal formation model used in our simulations was
derived from hydrodynamical simulations of particle-gas inter-
actions by Carrera et al. (2015) and Yang et al. (2017). This
model tells us whether or not filaments emerge based on the com-
bination of the particle Stokes number and surface density. As
mentioned at the end of Sect. 2.5, some authors use a criterion
based on the midplane dust-to-gas ratio instead (the midplane
model). We compare this criterion with the one used in this
paper by performing two simulations that are identical in all
aspects except for the planetesimal formation model. We used
linear pressure scaling in both simulations. The results of the
comparison are presented in Figs. 6 and 7.

The two models produce very similar amounts of planetes-
imals at the outermost planetary gap-edge, while there are no
significant differences in the surface density profiles. Around
the second planetary gap-edge, the midplane model produces
slightly less planetesimals than the nominal model, resulting in
a ring of pebbles that does not exist in the nominal model. At the
innermost planetary gap-edge the midplane model fails at pro-
ducing any planetesimals. This is because the settling toward the
midplane is not efficient enough to counteract the stirring by tur-
bulence. Because of this, a large population of dust and pebbles
remain at this location. Transport of solids through the plane-
tary gap further results in that the innermost disc region does not
get depleted of solids within 300 kyr, which is the case in the
nominal model.

In the simulations above, we have taken the dependency of
the streaming instability with the pressure gradient into account.
If the linear pressure scaling were to be removed, the midplane
model does not produce any planetesimals at all. This is because
the millimeter-sized pebbles created through coagulation are
stirred too much by turbulence, and thus a midplane dust-to-gas
ratio of unity is never reached.

5. Lowering the particle size to 100μm

The dust growth model of Güttler et al. (2010) employed in this
work, which is based on a combination of laboratory collision
experiments and theoretical models, results in the formation
of millimeter-sized pebbles in the inner part of the disc with
decreasing grain sizes as the semimajor axis increases. These
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Fig. 7. Evolution of the solid-to-gas surface density ratio across the pro-
toplanetary disc for the nominal model (top panel) and the midplane
model (bottom panel). The solid component includes dust and peb-
bles, whereas planetesimals are excluded. The two models produce very
similar amounts of planetesimals around the outermost planetary gap-
edge, resulting in very similar solid-to-gas surface density ratios in this
part of the disc. Around the second planetary gap-edge, the midplane
model is not quite as efficient at forming planetesimals as the nominal
model, and it leaves a ring of dust and pebbles behind that does not
exist in the nominal model. At the innermost planetary gap-edge, there
is no planetesimal formation at all in the midplane model, and thus the
solid-to-gas surface density ratios in the two models are very different.

sizes are slightly smaller than the grain size estimates that were
obtained from the spectral index of the dust opacity coefficient
at millimeter and submillimeter wavelengths, which report maxi-
mum grain sizes between 1 millimeter in the outer disc and a few
centimeters in the inner disc (e.g., Ricci et al. 2010; Pérez et al.
2012; ALMA Partnership et al. 2015; Tazzari et al. 2016). The
estimates based on the spectral index of the dust opacity coeffi-
cient nevertheless are not in agreement with the maximum grain
sizes that were obtained from observations of polarized emission
due to self-scattering, which are consistently around 100 μm, that
is, smaller than the pebbles in our simulations (e.g., Kataoka
et al. 2017; Hull et al. 2018; Ohashi et al. 2018; Mori et al. 2019).

Even when applied to the same source, the maximum grain
sizes obtained from the different methods are inconsistent. As
an example, we consider the disc around HL Tau. Carrasco-
González et al. (2019) calculated the maximum grain size in
HL Tau by fitting the millimeter spectral energy distribution
without any assumptions about the optical depth of the emis-
sion. By also including the effects of scattering and absorption
in the dust opacity, they obtained a maximum grain size of a few
millimeters. Kataoka et al. (2017) instead estimated the maxi-
mum grain size in HL Tau to be 100 μm from observations of
millimeter-wave polarization.

If the maximum grain size was in fact around 100 μm, as sug-
gested by observations of millimeter-wave polarization, it could
have a large impact on our results. In the model of Güttler et al.
(2010), particle collisions result in the formation of millimeter-
sized particles; however, recently Okuzumi & Tazaki (2019) have
shown that dust growth models can result in 100 μm-sized par-
ticles if the particles are covered by nonsticky CO2 ice. By
incorporating the composition-dependent sticking into a model
of dust evolution, they were able to successfully reproduce the
polarization pattern seen in the disc around HL Tau.

Decreasing the particle size results in smaller particle Stokes
numbers; however, it should be mentioned that this is not the
only way to obtain low particle Stokes numbers. If gas discs are
in fact much more massive than the minimum mass solar neb-
ula, then millimeter-sized particles would have smaller Stokes

Fig. 8. 2D symmetric disc images for simulations where the maximum
particle size was limited to 100 μm. For the sake of easy comparison
purposes, images of the same simulations but without the maximum
limit on the particle size are added on top of the images at 1 Myr. With
smaller particle sizes, it becomes harder to trigger planetesimal forma-
tion; the result is that more dust and pebbles remain in the rings at the
end of the simulation.

numbers than they have in our simulations (Powell et al. 2019).
In such a disc, particle drift would be slower and the critical den-
sity required for the streaming instability to form filaments would
be higher.

5.1. Imposing a maximum particle size of 100 μm in
simulations

We study the effect of having a maximum grain size of 100 μm
in our simulations by artificially imposing the maximum pebble
size to be 100 μm in the coagulation part of our code. In the
bottom panel of Fig. B.1, we show the resulting particle size
distribution across the disc for the nominal simulation. The
solid-to-gas ratios for the following simulations are shown in
Fig. 8: nominal, 0.75 Miso, 1 Miso, lowVisc, and lowTurb, with
100 μm particles.

In the nominal simulation, 218 M⊕ of planetesimals were
formed. The amount of dust and pebbles left in the rings is larger
compared to the nominal simulation with millimeter-sized par-
ticles (see Table 4). Regarding the distribution of pebbles, the
Stokes number at the location of the outermost planet is still large
enough to prevent most pebbles from drifting across the gap. At
the locations of the two innermost planets, this is no longer true.
However, because of the linear scaling of the streaming insta-
bility with the pressure gradient, pebbles at the gap edges are
turned into planetesimals before they have time to drift across the
gaps. Therefore, the region interior to the middle planet becomes
depleted of dust and pebbles.
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When the planetary mass decreases to 0.75 Miso, the
global solid-to-gas ratio remains at around 1% throughout the
simulation (see second row of Fig. 8). There are still some rings
and gaps that are visible in the particle distribution, and the
amount of planetesimals that formed is now 80 M⊕. For a plane-
tary mass of 1 Miso, it takes more time to clear the interplanetary
regions of pebbles than in the nominal simulation, but at the
end of the simulation, the solid-to-gas density ratio across the
disc looks very similar. The total mass in planetesimals for this
simulation is 232 M⊕.

A lower viscosity (simulation lowVisc) results in faster drift
in the viscously expanding part of the disc and more planetesimal
formation at the outer gap edge – in total 237 M⊕ of planetesi-
mals were formed in this simulation. There is no planetesimal
formation at the innermost gap edge in this simulation, and
instead there are ten Earth masses of pebbles trapped in that ring,
corresponding to around five Earth masses per astronomical unit.
The amount of pebbles left in the ring outside the middle planet
has also increased compared to the nominal model.

When the turbulent diffusion was lowered by an order of
magnitude to 10−4 (simulation lowTurb), the amount of plan-
etesimals that formed decreased to 192 M⊕. Lower collisional
velocities result in particles growing to 100 μm further out in the
disc. These particles obtain higher drift velocities and reach the
gap edge of the outermost planet within a million years, causing
the wide and bright ring seen in the bottom row of Fig. 8.

5.2. The cases with no pressure scaling and no planetesimal
formation

Next we study how the distribution of dust and pebbles change
when (1) the dependency of the streaming instability on the
pressure gradient is removed, and (2) when planetesimal forma-
tion is removed completely (analogous to Sect. 4.2 but for the
case with a maximum grain size of 100 μm). The results are
presented in Fig. 9.

There is little or no transport through the outermost planetary
gap in all simulations; however, the 100 μm sized pebbles do drift
past the two innermost gaps in the simulation without planetes-
imal formation (simulation noPlanetesimal). In the simulation
without pressure scaling (simulation noPscaling), some of the
pebbles that would otherwise have made it past the gaps are
now converted into planetesimals instead, resulting in a quicker
depletion of the region interior to the middle planet. Apart
from this, simulation noPlanetesimal and simulation noPscal-
ing result in relatively similar images, with the major difference
being the brightness and width of the rings. When pressure scal-
ing is added (simulation nominal), the picture changes quite a
bit. Efficient planetesimal formation now prevents most pebbles
from crossing the middle planetary gap, resulting in that the
region interior of this becomes void of pebbles.

6. Comparison to observations

6.1. Dust mass estimates in rings

The amount of dust and pebbles remaining in the rings after
1 Myr varies a lot in our simulations (see Table 4). For example,
the amount of dust and pebbles remaining in the outermost ring
ranges from 1.7 to 13 Earth masses for simulations in the param-
eter study. We compare these amounts to dust mass estimates by
Dullemond et al. (2018) for rings in the DSHARP survey.

Dullemond et al. (2018) find that the amount of dust stored
in each ring is of the order tens of Earth masses. For example,

Fig. 9. 2D symmetric disc images of the evolution of the solid-to-
gas surface density for three different versions of the nominal model
where the maximum grain size was limited to 100 μm: the nominal
model (top row), the nominal model with planetesimal formation but
no dependency on the pressure gradient (middle row), and the nomi-
nal model without planetesimal formation (bottom row). For the sake of
easy comparison purposes, images of the same simulations but without
the maximum limit on the particle size were added on top of the images
at 1 Myr. When the dependency on the pressure gradient is included,
efficient planetesimal formation at the gap edges prevents particles from
passing through the gaps, resulting in a depletion of the part of the disc
that is closer to the star than the middle planet. This does not happen in
the other cases, instead several bright rings are seen in the dust-to-gas
ratio, and dust is also left in the innermost region of the disc.

AS 209 was estimated to have around 30 Earth masses of dust
trapped in the ring at 69−79 au and 70 Earth masses trapped in
the ring at 115−125 au. In general the amount of dust stored in
the rings ranges from 1 to 10 Earth masses per astronomical unit
(see Table 2 in Dullemond et al. 2018). It should be mentioned
that there is much uncertainty as to these estimates, mainly due
to the uncertainty in the calculation of the dust opacities.

Comparing with our simulations, the only cases where we
have more than ten Earth masses of pebbles remaining in one
or several narrow rings after 1 Myr are when we either (1)
ignore planetesimal formation completely; (2) ignore the pres-
sure scaling; or (3) use a maximum pebble size of 100 μm (we
note that the midplane model is discussed separately below).
From Table 4, we find that we have between 2 and 11 Earth
masses of dust and pebbles per astronomical unit left in the rings
when planetesimal formation is neglected (simulation noPlan-
etesimal). When the pressure scaling is removed (simulation
noPscaling), this value decreases to 0–0.65 Earth masses per
astronomical units. Another example is simulation lowVisc for
100 μm-sized particles, where we find that five Earth masses of
dust and pebbles per astronomical unit is left in the inner ring,
and 0.5 Earth masses per astronomical unit is left in the middle
ring.

In order to match the dust mass estimations in the DSHARP
rings, we would thus either need a very low planetesimal forma-
tion efficiency or some mechanism for destroying the planetesi-
mals and thus replenishing the dust population in the rings (this
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is discussed in Sect. 7.2). One mechanism, which would result
in a higher dust population and likely lead to less planetesimal
formation, is efficient fragmentation in the pressure bumps; see
Sect. 7.1 for a discussion on this.

The dust masses quoted in Table 4 are for simulations in
which we used the planetesimal formation criteria from Yang
et al. (2017). In Sect. 4.4 where we compare this criteria to the
midplane model, it is shown that the midplane model produces
less planetesimals and results in a larger amount of dust and peb-
bles remaining in the rings. More precisely, after 300 000 yr,
the amount of dust and pebbles remaining in the ring at the
innermost planet is roughly 9 M⊕ au−1, and the corresponding
amount at the middle planet is 3 M⊕ au−1. For the nominal model
after 300 000 yr, the amount of dust and pebbles remaining in
the same rings is roughly 0.6−0.7 M⊕ au−1. Although the val-
ues from the midplane model appear to be a better match to
the estimates by Dullemond et al. (2018), the midplane crite-
rion for planetesimal formation has not been confirmed by any
hydrodynamical simulation that we know of yet. Since a more
detailed comparison of the two planetesimal formation models
is beyond the scope of this paper, the rest of the paper is only
concerned with the simulations done with our nominal model
for planetesimal formation.

6.2. Global dust distribution

Depending on what planet and disc parameters are used, we
end up with very different pebble distributions across the disc.
For simulations with a maximum grain size of around one mil-
limeter, high drift velocities and little or no dust transportation
through the planetary gaps result in the interplanetary regions
becoming depleted of pebbles within a few hundred thousand
years. This occurs in all simulations except for the ones with
planetary masses that are lower than the pebble isolation mass.
Combined with efficient planetesimal formation in the pressure
bumps, the region interior to the outermost planet becomes
devoid of pebbles (see Fig. 5). Such discs with large central
cavities resemble transition discs (e.g., Andrews et al. 2011).
However, we want to emphasize that we only show the dust-
to-gas surface density ratios in this work. We have not looked
into how these discs would actually appear in observations of
millimeter continuum emission.

If the planetesimal formation efficiency in nature is lower
than assumed in our simulations, so that a significant fraction of
millimeter-sized pebbles remain in the pressure bumps, then the
discs instead evolve a few very narrow and bright rings, which
is similar to the structure observed in the protoplanetary disc
around AS 209 (Fedele et al. 2018). This can be seen in Figs. 3
and 9 where we present simulations with no planetesimal for-
mation and no dependency on the pressure gradient. Such discs
with a high pebble density in the rings could also be created and
maintained through cycles of planetesimal formation and plan-
etesimal destruction and/or efficient fragmentation in the rings
(see Drazkowska et al. 2019).

Most observed protoplanetary discs with dust rings never-
theless do not appear as AS 209; instead, they have emission
coming more evenly from the whole protoplanetary disc (e.g.,
ALMA Partnership et al. 2015). Such dust distributions could
only be obtained in our simulations by using planetary masses
that are lower than the pebble isolation mass. Generally, if parti-
cles are transported through the planetary gaps efficiently, then
the regions between the planets are continuously replenished as
long as there is a large enough repository of solids far out in the
disc. In our nominal simulation, the outer disc still holds around

100 Earth masses of solids after 1 Myr. If dust transport through
the gaps is efficient, it further reduces the solid-to-gas ratios
in the pressure bumps, leading to less planetesimal formation.
Possible reasons for why dust transport through planetary gaps
could be more efficient than in our simulations are discussed in
Sects. 7.2–7.4.

Introducing a maximum grain size of 100 μm results in the
interplanetary regions becoming depleted of their pebble mass
on a longer time-scale of up to 1 million years. In these simula-
tions, one ring of pebbles remains visible inside the cavity after
1 Myr even for planetary masses that are larger than the peb-
ble isolation mass. As a comparison, the stars in the DSHARP
survey have ages between a few hundred thousand to 10 million
years (Andrews et al. 2018), so we know that at least some discs
must be able to maintain a high pebble density in the rings for a
long time.

6.3. Solar System constraints on planetesimal formation

Since the planetesimals in our model form at the edges of
planetary gaps, there must have existed an earlier popula-
tion of planetesimals, which participated in the formation of
these gap-opening planets. Those planetesimals should have
formed by some other mechanism than the one proposed in our
work, for example, through particle pile-ups outside snow lines
(Drążkowska & Alibert 2017; Schoonenberg & Ormel 2017). Our
planetesimals would thus represent a second generation of plan-
etesimals, which only form once the first gap-opening planet has
appeared in the disc, a scenario that fits in well with Solar System
observations.

In Kruijer et al. (2017), they used isotope measurements
of iron meteorites together with thermal modeling of bodies
internally heated by 26Al decay to study the formation of plan-
etesimals in the asteroid belt. From this study, they conclude the
following about the parent bodies of noncarbonaceous (NC) and
carbonaceous (CC) iron meteorite: (1) they accreted at different
times, within 0.4 respective 0.9 Myr after Solar System forma-
tion; (2) they accreted at different locations in the disc, with
the CC meteorites accreting further out; and (3) they must have
remained separated from before 0.9 until 3−4 Myr after Solar
System formation. This picture could be neatly explained by the
formation of the CC iron meteorite parent bodies at the edge of
Jupiter’s gap.

The first population of planetesimals form early before
0.4 Myr (the NC iron meteorites). Then at some time before
0.9 Myr, Jupiter reaches the pebble isolation mass and shuts
off the flow of pebbles to the inner Solar System. The pres-
sure maximum generated at the edge of Jupiter’s gap promotes
planetesimal formation and results in a second generation of
planetesimals (the CC iron meteorites). Once Jupiter has reached
the pebble isolation mass, it continues to grow slowly for a
few million years, keeping the NC and CC populations sepa-
rate. Then at 3−4 Myr after Solar System formation, something
occurs that scatters the population of CC iron meteorites toward
the inner Solar System and causes them to mix with the NC pop-
ulation. This could be the onset of runaway gas accretion (Kruijer
et al. 2017) or interactions with an outer giant planet (Ronnet
et al. 2018).

7. Shortcomings of the model

7.1. A proper handle on fragmentation

We used a collision algorithm where target particles are reduced
to the mass of the projectiles in the event of a destructive
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collision. This is not fully realistic because destructive colli-
sions should result in the formation of multiple fragments, and
it prevents us from recovering very small particle sizes. Blum &
Münch (1993) showed that when two similar-sized dust parti-
cles collide at a velocity higher than the fragmentation threshold,
both particles are disrupted into a power-law size distribution.
A significant fraction of the mass in such a collision becomes
concentrated in the largest particle sizes (Birnstiel et al. 2011;
Bukhari Syed et al. 2017). Since most mass is supposed to be
tied up in the largest particle sizes, our simplified algorithm is
still justified, but it prevents the formation of small dust parti-
cles that could make it past the planetary gap. These particles
could recoagulate interior to the gap and result in a population
of millimeter-sized particles in the interplanetary region.

Drazkowska et al. (2019) used an advanced 2D coagulation
model to study the dust evolution in a disc that is being per-
turbed by a Jupiter-mass planet. They find that fragmentation
at the gap edge is indeed important. In their simulations, large
grains that are trapped inside the pressure bump fragment and
replenish the population of dust, which can then pass through
the planetary gaps. This process thus leads to a continuous dust
flux through the gaps. Since this process removes solids from
the pressure bump, it should also result in less planetesimal for-
mation; however, a comparison between the timescales for drift,
fragmentation, and planetesimal formation would be required in
order to further assess this.

7.2. Destruction of planetesimals

In our simulations, we only looked at where planetesimals form
and how much mass is turned into planetesimals. This means
that we did not investigate what happens to the planetesimals
once they have formed. The processes which are likely to be
important in determining the fate of planetesimals at the edge
of planetary gaps are: dynamical interactions with the planet,
dynamical interactions with other planetesimals, and sublima-
tion and erosion due to the flow of gas. These processes will be
the subject of a follow-up study.

If the planetesimals are not removed from the gap edge
directly after formation, then the density of planetesimals in this
region should become very high. In such regions planetesimal
collisions are likely to be frequent, and as in debris discs such
events result in the production of dust (Wyatt 2008). Another
process that could result in a replenishing of the dust population
in the pressure bumps is planetesimal sublimation due to bow
shocks (Tanaka et al. 2013). The heating and sublimation of the
planetesimals result in a shrinking of the planetesimal size and
the vapor can form dust particles through recondensation. How
efficient and relevant these processes are for the production of
dust in a pressure bump remains to be studied.

7.3. The streaming instability may not be 100% efficient

We assume in our model that whenever the critical density to
trigger the streaming instability is reached, planetesimals form.
The planetesimal formation algorithm used in this study results
in a maximum efficiency for planetesimal formation. A calcu-
lation of the actual formation efficiency would require taking
into account the timescale for collapse into planetesimals, the
timescale for particles to drift across the gap, turbulence, and
many other effects. However, in simulations where there is no
transport of pebbles across the gaps, the efficiency should not
play a big role. It does not matter if it takes a hundred years or a
hundred thousand years to form planetesimals since the particles

remain trapped anyways. In simulations where pebbles are able
to make it past the gaps, such as in the simulations with
100 micron-sized particles, the efficiency for planetesimal for-
mation becomes much more important.

One mechanism, which would likely result in less planetes-
imal formation, is efficient fragmentation in the pressure bump,
which is discussed in Sect. 7.1. We also stress that the linear scal-
ing with the pressure gradient is an approximation, and if this
relation was less steep or leveled out toward a pressure gradi-
ent of zero, more pebbles and dust would be left in the pressure
bumps. Furthermore, in 1D simulations we do not need to worry
about instabilities at the gap edges. However, if the gaps are deep
enough in 2D or 3D simulations, the gap edges may become
unstable to form vortices (Hallam & Paardekooper 2017). The
triggering of vortices could potentially change the efficiency of
planetesimal formation; however, planetesimal formation in such
an environment is still poorly understood. Finally, the coagula-
tion model from Güttler et al. (2010) results in a bimodal particle
size distribution. In Krapp et al. (2019), it is shown that the
streaming instability becomes less efficient when multiple parti-
cle sizes are involved. However, the difference in the growth rate
between single particles and multiple species appears to vanish
when the dust-to-gas ratio is above unity. Therefore, we contin-
ued to use the mass averaged Stokes number in our planetesimal
formation model, and we did not lower the efficiency when the
particle size distribution evolved into bimodal.

7.4. Dust filtration through planetary gaps in 1D versus 2D
simulations

There could be a systematic difference in the dust filtration by a
planet in 2D simulations relative to our 1D simulations. This is
shown by Weber et al. (2018) and Haugbølle et al. (2019) who
performed detailed studies of dust filtration through planetary
gaps. In these works, they used a dust fluid approach in order to
track extremely low values of the dust density. They found that
dust is more likely to be transported through the gaps in 2D sim-
ulations, although the amount on the interior of the planet orbit is
diminished greatly by the filtering. In Drazkowska et al. (2019),
they instead found the opposite results when comparing dust
filtration in 1D and 2D coagulation simulations. One possible
reason for this discrepancy could be that the gap profiles in
Drazkowska et al. (2019) were the same in both the 1D and 2D
simulations, while in Weber et al. (2018) the density profiles var-
ied between the 1D and 2D simulations. Regardless, it seems
clear that dust filtration in 1D simulations does differ from the
2D or 3D case; however, exactly how is still not certain.

7.5. The α-disc model

In the classical α-disc model, a macroscopic viscosity is assumed
to drive angular momentum transport throughout the disc. How-
ever, the actual origin of this viscosity is not known. Alterna-
tively, the angular momentum may be drained from the proto-
planetary disc by strong winds. In such models, mass is primarily
removed from the disc surface and not from the midplane. The
surface density profile of such wind-driven discs vary a lot in the
literature, and while some resemble the classical α-disc model,
others have positive density gradients in the inner regions of the
disc and multiple density maxima spread across the disc (Gressel
et al. 2015; Bai et al. 2016; Suzuki et al. 2016; Béthune et al.
2017; Hu et al. 2019). In such discs, particle drift would be very
different from what we use in our model, and our results would
therefore change. However we still do not know enough about
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what drives angular momentum transport in discs, or what the
level of turbulent viscosity and wind transport are, to say any-
thing conclusive about which model is correct. Therefore, here,
we decided to stick to the well-understood α-model.

8. Conclusions and future studies

In this work we test the hypothesis that dust trapping at the
edges of planetary gaps can lead to planetesimal formation
via the streaming instability. To study this, we performed 1D
global simulations of dust evolution and planetesimal forma-
tion in a protoplanetary disc that is being perturbed by multiple
planets. We performed a parameter study to investigate how
different particle sizes, disc parameters, and planetary masses
affect the efficiency of planetesimal formation. We further com-
pare the simulated pebbles’ distribution with protoplanetary disc
observations.

The answers we have obtained for the questions posed in the
introduction can be summarized as follows:
1. Do planetesimals form at the edges of planetary gaps? Plan-

etesimal formation occurs in all of our simulations and is
almost exclusively limited to the edges of planetary gaps.

2. How efficient is this process and how does the efficiency
vary with different disc and planet parameters? Planets
with masses above the pebble isolation mass trap peb-
bles efficiently, and in the case of millimeter-sized particles
essentially all of these trapped pebbles are converted into
planetesimals. As long as the pebbles cannot pass through
the gaps, the amount of planetesimals that form does not
vary between the simulations, although the region in which
they form do change a bit. Decreasing the pebble size to
100 micron results in less efficient conversion of pebbles to
planetesimals and more transport through the gaps.

3. What does the distribution of dust and pebbles look like
for the different simulations? In the case of millimeter-sized
pebbles and planetary masses that are larger than the pebble
isolation mass, the region’s interior to the outermost planet
gets depleted of pebbles in a few hundred thousand years.
For planetary masses lower than this, transport through the
gaps leads to a constant replenishment of the interplanetary
region, resulting in a gap-and-ring like pebble distribution.
In the case where the particle size was lowered to 100 μm,
there is always at least one ring of pebbles remaining inside
the cavity. When we lower the efficiency of planetesimal for-
mation, by ignoring the drop in the metallicity threshold for
planetesimal formation with decreasing pressure support, the
discs instead appear to have narrow and bright rings.

4. How do these distributions compare with observations of
protoplanetary discs? Transition discs with large central cav-
ities are known from observations. Similar discs with large
cavities are the general outcome of simulations with massive
planets, millimeter-sized pebbles, and efficient planetesimal
formation. Discs with narrow and bright rings, which are
similar to the outer regions of the disc around the young star
AS 209, are the outcome of simulations with massive plan-
ets but low planetesimal formation efficiency in the rings.
A replenishment of the dust population in the rings, through
processes such as fragmentation, planetesimal collisions, or
planetesimal evaporation and erosion, could result in similar
structures and potentially also aid in transporting particles
across the gaps (Drazkowska et al. 2019). Setting the maxi-
mum grain size to 100 μm results in multiple rings, longer
drift time-scales, and a larger variety in disc structures.
Generally, the only simulations that could produce images

similar to HL Tau, with multiple gap and ring structures but
no strong pebble depletion anywhere in the disc, are simu-
lations with planetary masses that are lower than the pebble
isolation mass.
In this work, we have focused on studying the efficiency of

planetesimal formation and the locations of the formed planetes-
imal belts, but we have neglected their further evolution after
formation. The processes that are likely to be important in deter-
mining the fate of planetesimals that formed at the edges of
planetary gaps are as follows: dynamical interactions with the
gap-forming planets, planetesimal-planetesimal interactions, and
erosion and evaporation by the flow of gas. These processes will
be the subject of a follow-up study.
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Appendix A: Particle collisions

Particle collisions were performed through a Monte Carlo
method. Each particle swarm was assigned a total mass Mi, an
individual particle mass mi, and a number density ni = Mi/mi.
The total mass Mi is different for different particles, which is
useful in order to resolve a wide range of column densities in the
disc.

When two particles collide, we define the larger particle as
the target and the smaller particle as the projectile. The rate of
interaction (defined below) between the target and the projectile
is determined as

rtp = σtpvtpnp

mp

mt

max(Mt/Mp, 1), (A.1)

where σtp and vtp are the collisional cross section and relative
speed between the target (t) and the projectile (p). If the total
mass in the projectile is larger than or equal to the total mass in
the target, then the interaction time-scale is defined as the time
for each target particle in a swarm to collide with its own mass in
projectiles. If the total mass in target particles is larger than the
total mass in projectiles, we multiplied it by Mt/Mp so that the
interaction time-scale is instead the time-scale for all projectile
particles to have collided with a target particle.

Equation (A.1) can be rewritten as

rtp = σtpvtpnt

Mp

Mt

max(Mt/Mp, 1)

= σtpvtpnt max(Mp/Mt, 1).

(A.2)

Using that the collisional cross section is σtp = π(st + sp)2, we
obtain the final equation for the mass doubling rate

rtp = π(st + sp)2vjknt max(Mp/Mt, 1), (A.3)

where s is particle radius. The relative speed contains contribu-
tions from Brownian motion, differential radial and azimuthal
drift, differential reaction to the gas accretion speed, and tur-
bulent speed. The turbulent speed is based on the closed-form
expressions of Ormel & Cuzzi (2007), all of the other terms are
standard in the literature (see e.g., Brauer et al. 2008).

In order to average over the vertical direction, we assume
that the two particle species maintain a Gaussian density profile
in the vertical direction and that changes to the target particle
by coagulation are immediately diffused over the entire column
density of the target particle. Here, we follow a similar approach
as Brauer et al. (2008), their Appendix B. The coagulation
equation written for a given height z over the midplane is

rtp(z) = π(st + sp)2vtpnp(z). (A.4)

The collision rate averaged over nt(z) is then

rtp =

∫
rtp(z)nt(z)dz∫

nt(z)dz
. (A.5)

Assuming a Gaussian density distribution with a midplane
number density n0,t and scale-heights Ht and Hp, respectively,
the integration yields

rtp = π(st + sp)2vtpn0, t × 1√
1 + (Ht/Hp)2

. (A.6)

In comparing this to Eq. (A.4), we see that the vertical inte-
gration of the coagulation equation can be treated as a simple
multiplication factor on the rate of collisions in the midplane.

In order to calculate the number density of particles in the
midplane, we divided the mass in each superparticle by the area
of the annulus where the particle is present (2πrΔr) and then by

1/[
√

2πHp] to obtain the midplane density. The time-step contri-
bution from particle coagulation is based on the interaction rate
ri j. The time-step for a particle i is

τi =
1∑

j(ri j)
. (A.7)

The Monte Carlo time-step is then mini(τi) times a numerical
factor, which was chosen to be 0.2. Once the time-step was cal-
culated, we looped over all of the particles in a grid cell and all
their unique partners. For each particle pair, we drew a random
number, and if that number was smaller than dt × ri j, we let the
swarms interact. We based the outcome of collisions on exper-
imental results by Güttler et al. (2010), and we assume that the
particles are porous. The possible outcomes of a collision are
sticking, bouncing, bouncing with mass transfer, and fragmen-
tation. Sticking means that the target either doubles its mass or
multiplies its mass by (1 + Mp/Mt), if Mp < Mt. For bouncing
with mass transfer, we doubled the mass of the projectile parti-
cles and subtracted the projectile particle mass from each target
particle. For fragmentation, we set all the target and projectile
particles to the mass of the projectile. If there are excess target
particles, then they retain their original mass.

Appendix B: Particle size distributions

Figure B.1 shows the size distributions of particles at different
times during disc evolution for some selected simulations. When
a planetary mass is used that is lower than one pebble isola-
tion mass (top panel), the gaps are never completely depleted
of dust and pebbles. The pile-up of material at the gap edges
is also much less prominent, and since pebbles are now trans-
ported through the planetary gaps, the result is a more even
distribution of particles throughout the disc. Since there are more
particles in the interplanetary regions, we also get more sponta-
neous concentrations, leading to more planetesimal formation. A
comparison with Fig. 4 shows that the amount of planetesimals
forming in the interplanetary regions is still negligible compared
to the amount that form at the gap edges.

When the turbulent diffusion is lowered by an order of
magnitude to 10−4 (second panel), the coagulation time-scale
increases. Since it takes more time for particles to grow, it also
takes more time for the size distribution to become bimodal. The
slow particle growth also results in the drift time-scale being
longer initially. However, decreasing the amount of turbulence
results in lower collisional speeds, which in turn results in larger
particle sizes. For such large particles, the time-scale for drift
becomes shorter than in the nominal model. The result is that
more particles make it from the exponentially tapered outer disc
to the inner 100 au where the planets reside. The larger particle
sizes also lead to sporadic concentrations becoming more com-
mon, which again result in more planetesimal formation in the
interplanetary regions.

In the simulation where both the viscous parameter and the
turbulence diffusion were decreased to 10−4 (second panel),
trapping at the inner gap edges results in a significant amount
of planetesimals being formed at these locations. A small bump
in the gas surface density profile is created at the beginning of all
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Fig. B.1. Particle size distributions at different times during disc evolution for four different simulations. The semimajor axes of the formed
planetesimals are indicated at the top of the plots. Top panel: in the simulation with a planetary mass of 0.75 Miso, planetesimals form in a wider
region around the pressure bump than in the nominal simulation. Less efficient pebble trapping at the pressure bump also results in a more even
distribution of dust and pebbles in the disc, with no strong depletion at the location of the planets. Second panel: lowering the turbulence diffusion
to 10−4 results in slower collisional velocities, which results in slower coagulation, but eventually leads to larger particle sizes. Third panel: when
the viscous parameter is lowered to 10−4 as well, we get small bumps in the gas surface density profile at the inner edges of the planetary gaps.
Particles become trapped in these bumps, which also result in some planetesimal formation at these locations. Bottom panel: this plot shows the
implementation of a maximum grain size of 100 μm.

simulations, but when the viscous parameter is high, this bump
disappears before planetesimal formation is initiated. For a vis-
cous parameter of 10−4, this pile-up of gas at the inner gap edges
is both more prominent and longer lasting than in all other simu-
lations. Since the viscosity is small, the time for gap-clearing is
also longer.

In the bottom panel of Fig. B.1, we show the size distribution
for particles in the nominal model when a maximum grain size
of 100 μm was applied. This constraint does not matter for the
particle evolution far out in the disc since particles do not grow
that large anyways.
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ABSTRACT

The presence of rings and gaps in protoplanetary disks are often ascribed to planet–disk interactions, where dust and pebbles are
trapped at the edges of planetary-induced gas gaps. Recent works have shown that these are likely sites for planetesimal formation via
the streaming instability. Given the large amount of planetesimals that potentially form at gap edges, we address the question of their
fate and their ability to radially transport solids in protoplanetary disks. We performed a series of N-body simulations of planetesimal
orbits, taking into account the effect of gas drag and mass loss via ablation. We considered two planetary systems: one that is akin to
the young Solar System and another inspired by the structures observed in the protoplanetary disk around HL Tau. In both systems,
the proximity to the gap-opening planets results in large orbital excitations, causing the planetesimals to leave their birth locations and
spread out across the disk soon after formation. We find that collisions between pairs of planetesimals are rare and should not affect
the outcome of our simulations. Collisions with planets occur for ∼1% of the planetesimals in the Solar System and for ∼20% of the
planetesimals in the HL Tau system. Planetesimals that end up on eccentric orbits interior of ∼10 au experience efficient ablation and
lose all mass before they reach the innermost disk region. In our nominal Solar System simulation, with a stellar gas accretion rate of
Ṁ0 = 10−7 M� yr−1 and α= 10−2, we find that 70% of the initial planetesimal mass has been ablated after 500 kyr. Since the protoplanets
are located further away from the star in the HL Tau system, the ablation rate is lower and only 11% of the initial planetesimal mass
has been ablated after 1 Myr using the same disk parameters. The ablated material consist of a mixture of solid grains and vaporized
ices, where a large fraction of the vaporized ices re-condense to form solid ice. Assuming that the solid grains and ices grow to pebbles
in the disk midplane, this results in a pebble flux of ∼10−100 M⊕Myr−1 through the inner disk. This occurred in the Solar System at
a time so early in its evolution that there is not likely to be any record of it. Our results demonstrate that scattered planetesimals can
carry a significant flux of solids past planetary-induced gaps in young and massive protoplanetary disks.

Key words. planets and satellites: formation – protoplanetary disks – planet–disk interactions

1. Introduction

Concentric rings and gaps in the millimeter continuum emis-
sion associated with pebbles are commonly observed features
in protoplanetary disks (e.g., ALMA Partnership 2015; Andrews
et al. 2018). Recent evidence suggests that at least some of
these radial pebble concentrations are due to trapping at pressure
bumps (Dullemond et al. 2018). The origin of pressure bumps is
often ascribed to planet–disk interactions, where a growing pro-
toplanet carves a gap in the gas disk, leading to the formation of
a pressure maximum at the planetary gap edge (e.g., Pinilla et al.
2012; Dipierro et al. 2015; Fedele et al. 2018; Zhang et al. 2018;
Favre et al. 2019). The direct observation of protoplanets orbit-
ing within protoplanetary disk gaps support this scenario (Pinte
et al. 2019, 2020). Since the ratio of solids-to-gas in these pres-
sure bumps can rise to values significantly higher than the global
one, they are favorable spots for planetesimal formation via the
streaming instability (SI; Youdin & Goodman 2005; Johansen
et al. 2009; Lyra et al. 2009; Bai & Stone 2010; Carrera et al.
2015; Yang et al. 2017).

In Eriksson et al. (2020, hereafter Paper I), we performed
global 1D simulations of dust evolution and planetesimal for-
mation via the SI in a protoplanetary disk with multiple gap-
opening planets. We found that planetesimals form at the gap
edges for a wide range of planetary masses, particle sizes, and

disk parameters. A similar study by Stammler et al. (2019) shows
that planetesimal formation via the streaming instability can fur-
ther explain the observed range of optical depths among dust
rings in the DSHARP survey. Results from the first 3D simula-
tions of planetesimal formation in a pressure bump were reported
in Carrera et al. (2021), who concluded that planetesimal forma-
tion in pressure bumps is a robust process in the case of cm-sized
particles. They did not, however, find any planetesimal formation
in the case of mm-sized particles, but a search based on higher
resolution and a broader parameter range is needed to assess this
finding.

The above studies assert that planetesimal formation in pres-
sure bumps is likely to be a common process. In this work, we
assume that these pressure bumps are formed by growing planets
and we consider what the fate of planetesimals formed at these
planetary gap edges might be. To answer this question, we per-
formed a suite of N-body simulations, taking into account the
effect of gas drag on the planetesimals and mass loss via abla-
tion. We consider two planetary systems: the Solar System with
Jupiter and Saturn and an HL Tau inspired system with three
planets. The main points we want to address are: (1) the extent to
which gravitational interactions with the forming planets even-
tually redistribute the planetesimals formed at their gap edge;
and (2) whether the frictional heating of planetesimals on eccen-
tric orbits drives the production of a significant amount of dust
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through surface ablation; and (3) how common collisions are
between pairs of planetesimals and between planetesimals and
planets.

We find that planetesimals that form at the edges of plan-
etary gaps do not remain at their birth location. Gravitational
scattering by the embedded planets causes the planetesimals to
spread out across the disk, resulting in high orbital eccentricities.
If the planetesimals end up in the inner part of the disk, efficient
ablation due to high surface temperatures results in fast mass
loss; this prevents any planetesimal from entering the innermost
disk region. Collisions between pairs of planetesimals are rare
and should not affect the outcome of our simulations, whereas
planet–planetesimal collisions do occur, and often more so in
the HL Tau system than in the Solar System. In general, the
closer proximity to the Sun results in much more ablation in
the Solar System than in the HL Tau system. If this ablated
material re-condenses to form pebbles in the disk midplane, the
result is a significant flux of pebbles both interior and exterior
of Jupiter’s orbit. Since the ablation efficiency depends strongly
on the gas density, this pebble flux should only be present in
relatively young and massive disk.

In Sect. 2, we present our disk model, our prescriptions for
gas drag and mass ablation, as well as our calculations of con-
densation temperatures and planetsimal–planetesimal collision
timescales. The numerical setup and initial conditions for our
simulations are presented in Sect. 3. Results from the Solar Sys-
tem simulations are presented in Sect. 4 and results from the
HL Tau simulations are presented in Sect. 5. In Sect. 6, we cal-
culate the pebble flux that derives from planetesimal ablation
and discuss how this fits into our understanding of the isotope
dichotomy in the Solar System. The effect of planet-planetesimal
collisions are discussed in Sect. 7. In Sect. 8, we summarize
the key findings of the paper. Further information about the
ablation model and some additional figures can be found in
Appendix A–F.

2. Theory

We modeled the protoplanetary disk gas using a static 1D accre-
tion disk. We added an acceleration to the equation of motion of
the planetesimals in order to account for the friction force they
are subject to as they move through the gas. This friction acts to
heat up the planetesimals and causes a vaporization of the sur-
face layers. We calculate the rate at which material is ablated
from the planetesimals and update their mass at each timestep
in the simulation. The temperature and mass loss rate are highly
dependent on the composition of the planetesimals, which is set
by their formation location relative to the location of the major
icelines in the disk. We consider the disk to contain the follow-
ing volatiles – H2O, CO2 and CO – and calculate their respective
condensation temperatures. Finally, we estimate the frequency of
planetesimal–collisions using an analytic expression.

2.1. Disk model

2.1.1. Surface density Σ

The gas surface density profile was defined to be that of a 1D
steady disk,

Σ=
Ṁ0

3πν
exp

[
− r

rout

]
, (1)

where Σ is the gas surface density, Ṁ0 is the disk accretion rate,
ν is the kinematic viscosity of the disk, r is the semimajor axis,

and rout is the position of the outer disk edge (e.g., Pringle 1981).
We used the alpha approach from Shakura & Sunyaev (1973) to
approximate the kinematic viscosity:

ν=αΩH2, (2)

where α is a parameter that determines the efficiency of viscous
transport,Ω= (GM∗/r3)1/2 is the Keplerian angular velocity, and
H is the scale height of the gas disk. We calculated the scale
height as

H = cs/Ω, (3)

where cs is the sound speed,

cs =

(
kBT
μmH

)1/2
. (4)

In the equation above, kB is the Boltzmann constant, T is the tem-
perature, μ is the mean molecular weight, and mH is the mass
of the hydrogen atom. The mean molecular weight was set to
be 2.34, corresponding to a solar–composition mixture of hydro-
gen and helium (Hayashi 1981). The midplane temperature of the
disk was approximated using a fixed powerlaw structure:

T = 150 K× (r/AU)−3/7, (5)

where 150 K is the temperature at 1 AU (Chiang & Goldreich
1997).

2.1.2. Planetary gaps

Massive planets push away material from the vicinity of their
orbits, and as a result opens up a gap in the disk. We modeled
these planetary gaps using a simple approach with Gaussian gap
profiles. The Gaussian is described by the equation

G(r)=
Σa,0

Σa,min

exp

[
− (r − a)2

2H2
a

]
, (6)

where Σa,0 is the unperturbed surface density at the location of
the planet, Σa,min is the surface density at the bottom of the gap,
and a is the semimajor axis of the planetary orbit. The depth of
the gap is calculated as

Σa,min

Σa,0
=

1

1 + 0.04K
, (7)

where K is given by

K = q2
(Ha

a

)−5

α−1, (8)

and q is the planet to star mass ratio (e.g., Kanagawa et al. 2015).
Each planet contributes their own Gaussian, and the final surface
density profile is then obtained by dividing Eq. (1) by 1+G(r)1 +
G(r)2 + ..., where G(r)1 is the Gaussian of Planet 1 (etc.).

2.1.3. Gas density ρ

We use the following expression to obtain the midplane gas
density,

ρ(z= 0)=
Σ√
2πH
. (9)

In order to find the gas density at some height, z, away from the
midplane, we assume vertical hydrostatic equilibrium for the gas
in the disk. We then end up with the equation:

ρ(z)= ρ(z= 0) exp

[ −z2

2H2

]
. (10)
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2.2. Drag force

Planetesimals that are moving through the disk at a velocity
different from that of the gas either experience a headwind or
a tailwind and, as a result, they are decelerated or accelerated
towards the value of the gas velocity. This change in velocity
occurs on a timescale called the stopping time, ts. Assuming that
the planetesimals are spherical, their stopping time is

ts =
(
ρ

ρ•
vth
Rpl

min

[
1,

3

8

vrel

vth
CD(Re)

])−1

, (11)

where ρ• and Rpl are the solid density and radius of the planetes-
imals, vrel is the relative velocity between the planetesimals and
the gas, vth =

√
8/πcs is the gas thermal velocity, CD is the dimen-

sionless drag coefficient, and Re is the Reynolds number (e.g.,
Perets & Murray-Clay 2011; Guillot et al. 2014). The dimen-
sionless drag coefficient is calculated as (Perets & Murray-Clay
2011):

CD =
24

Re
(1 + 0.27Re)0.43 + 0.47

(
1 − exp

[
−0.04Re0.38

])
(12)

and the Reynolds number is

Re=
4Rplvrel

cslg
, (13)

where lg ∼ 5× 10−6 kg m−3/ρ is the mean-free path of the gas
(Supulver & Lin 2000).

The acceleration of the planetesimal due to gas drag is
calculated as

adrag =− 1

ts
(vpl − vgas), (14)

where v is a velocity vector (e.g., Whipple 1972). We assume that
the gas velocity in the z-direction is zero and obtain the Cartesian
components of the gas velocity by projecting the orbital velocity
of the gas,

vφ,gas ≈ vK + 1

2

c2
s

vK

∂ ln P
∂ ln r

, (15)

in the x and y plane. In the above equation, vK =
√

GM∗/r is
the Keplerian orbital velocity and ∂ ln P/∂ ln r is the radial gas
pressure gradient. The radial gas pressure gradient is calculated
as ∂ ln P/∂ ln r= ∂ lnΣ/∂ ln r+∂ ln T/∂ ln r−∂ ln H/∂ ln r, where
∂ lnΣ/∂ ln r= 15/14.

2.3. Mass ablation

If a planetesimal becomes sufficiently heated, then the mate-
rial at its surface can undergo phase transitions, resulting in
mass loss. Here it is assumed that the mass loss occurs due
to solid material transitioning to gas phase by frictional heat-
ing and irradiation from the surrounding gas through a process
called ablation. In order to estimate the mass ablation rate from
a planetesimal surface, we first need to know its composition.
We assume that all planetesimals are non-differentiated and that
they consist of a mixture of silicate grains, carbon grains, and
volatile ices. In this paper, we consider the three volatiles H2O,
CO2, and CO, and the volatile content of a planetesimal is set by
which volatile ices were present at its formation site. The total
ablation rate from a planetesimal surface is then taken to be the

sum of the ablation rates for each present volatile ice and since
the silicate and carbon grains are well mixed with the ices, we
assume them to be released along with the ices (i.e., we assume
no crust formation; see Appendices A and B for a discussion of
this assumption). For a planetesimal that forms in a region of
the disk where H2O and CO2 are in solid form, but CO is in gas
form, the total ablation rate will thus be calculated as:

ṁabl = ṁabl,H2O + ṁabl,CO2
. (16)

We follow Ronnet & Johansen (2020) and use the following
expression for the ablation rate of an element X:

ṁabl,X =−4πR2
plPsat,X(Tpl)

√
μX

2πRgTpl

, (17)

where Psat,X is the saturated vapor pressure of element X, Tpl is
the surface temperature of the planetesimal, μX is the molecu-
lar weight of element X, and Rg is the ideal gas constant (e.g.,
D’Angelo & Podolak 2015). Expressions for the saturated vapor
pressure as polynomials of the temperature are given in Fray &
Schmitt (2009) for all three volatile ices under consideration.
These polynomial expressions are only accurate above a certain
temperature, which varies depending on the element. We there-
fore introduce “floor values” to the saturated vapor pressure. A
plot of Psat,X versus Tpl for all three volatile ices, with the floor
values included, is presented in Fig. C.1.

The equilibrium surface temperature of the planetesimals is
obtained using the following equation from Ronnet & Johansen
(2020):

T 4
pl =T 4 +

cDρv
3
rel

32σsb

−
∑

X

Psat,X(Tpl)

σsb

√
μX

8πRgTpl

LX , (18)

where σsb is the Stefan-Boltzmann constant and LX is the
latent heat of vaporization of element X. We calculated the
latent heat of vaporization using the Clausius-Clapeyron relation
for low temperatures and pressures, and obtained the follow-
ing results: LH2O = 2.8× 106 J kg−1, LCO2

= 6.1× 105 J kg−1, and

LCO = 2.8× 105 J kg−1. The second term in Eq. (18) reflects heat-
ing due to gas friction and the third term is cooling due to the
ablation of volatile ices. Each volatile ice contributes its own
cooling term, meaning that the planetesimal temperature will
vary depending on what volatile ices it consists of. Since the
cooling depends itself on the surface temperature of the plan-
etesimal, the equation has to be solved iteratively. This is done
using a bisection method. A plot of the mass ablation rate as a
function of the semimajor axis is presented in Fig. D.1 for all
three volatile ices and for different surface temperatures of the
planetesimals.

2.4. Condensation temperature

We assume an isothermal equation of state for the disk pressure
of an element X:

Pd,X = c2
s,XρX . (19)

The sound speed of X is calculated using Eq. (4), and exchang-
ing the mean molecular weight of the disk with the molecular
weight of X. The density of X in the disk midplane is obtained
by multiplying the total density in the midplane (Eq. (9)) with the
mass fraction of X with respect to the disk. To obtain the relevant
mass fractions, we use abundances from Öberg et al. (2011), and
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for the calculation, we assume that 25% of the disk mass is in
He and the remaining 75% is in H. This results in the following
mass fractions: 1.2× 10−3, 9.7× 10−4, and 3.1× 10−3 for H2O,
CO2 and CO. The mass fractions for silicate grains and carbon
grains are 3.6× 10−3 and 5.3× 10−4.

The condensation temperature of element X is found by com-
paring Eq. (19) with the saturated vapor pressure and solving for
the temperature. Since the density of the disk depends on Ṁ0, α
and rout and as these are parameters that are varied among the
simulations, the condensation temperatures will not be the same
in all simulations. This means that a planetesimal which is initi-
ated at the same semimajor axis in two separate simulations can
have different compositions.

2.5. Collision timescale

We do not consider planetesimal-planetesimal collisions in our
simulations; however, we still want to obtain an estimate of how
common they are. If they happen on a timescale that is longer
than the actual simulated time, it is a justified choice to neglect
them. However, if the opposite is true, we need to consider how
they would have affected our results.

Johansen & Bitsch (2019) provide an expression for the colli-
sion timescale of planetesimals in the gravitationally unfocused
case:

tcoll =
1

nplσplδv
≈ Rplρ•
ΣplΩ

=
Rplρ•
2δvρpl

, (20)

where npl is the number density, σpl is the physical cross section,
δv is the relative speed, and ρpl =Σpl/(2Hpl) is the volume density
of planetesimals. The relative speed between the planetesimals is
approximated as (Lissauer & Stewart 1993):

δv=

(
5

4
e2 + i2

)1/2
vK. (21)

The scale height of the planetesimals is taken to be Hpl = i× a,
where a is the semimajor axis.

3. Numerical setup

We used the N-body code REBOUND to perform our simula-
tions and modified it to take into account the effect of gas drag
and mass ablation (Rein & Liu 2012). The simulations were exe-
cuted using the hybrid symplectic integrator MERCURIUS and
the timestep was set to be one twentieth of the innermost planet’s
dynamical timescale (Rein et al. 2019). Additional simulations
with smaller timesteps were performed as well, in order to check
that the outcome was not affected. We added the planets and the
central star as active particles, and the planetesimals as semi-
active particles with a mass. Semi-active particles only interact
gravitationally with active particles. Collisions between active
particles and semi-active particles were detected and recorded
using a direct search method, and resulted in perfect merging. If
a particle were to leave the simulation domain, it is recorded and
removed from the simulation.

We considered two planetary systems that would be repre-
sentative of the young Solar and HL Tau systems. In the Solar
System simulations, the protoplanetary disk stretches from 0.1
to 100 au with Rout = 20 au, and it is modeled using a linear grid
with 1000 grid cells. The location of a particle on this grid is
found using a binary search algorithm. The simulation box is
centered on the sun and stretches 100 au in x and y-direction,

and 20 au in z-direction. In the HL Tau simulations, instead we
use a disk with 2000 grid cells that stretches from 0.5–200 au and
has Rout = 100 au. The corresponding simulation box is 500 au in
x and y-direction and 100 au in z-direction.

We use two planets in the Solar System simulations (Jupiter
and Saturn), and three planets in the HL Tau simulations (placed
at the locations of the major gaps in the disk). We do not con-
sider planet growth or migration. Jupiter and Saturn are initiated
with their current eccentricity and inclination, and we use their
current bulk density to calculate the planetary radius, given the
masses in Table 1. The three planets in HL Tau are initiated with
close to zero eccentricity and inclination, and their radius is cal-
culated using the masses in Table 1 and assuming a constant
density of 1000 kg m−3. We use a central star of solar mass and
solar luminosity in the HL Tau simulations.

The planetesimals are initiated uniformly between 1 and 2
Hill radii away from the planets, in the direction away from
the central star. This is roughly the region in which planetesi-
mals form in Paper I and additional simulations show that small
changes to this formation location does not affect the results.
A study on how the simulation outcomes are affected by larger
changes to the planetesimal formation location is presented in
Appendix E. Generally, as long as the planetesimals do not form
further away than about 5 Hill radii from the planets, the results
do not change significantly. We initiate 50 planetesimals beyond
each planetary gap, meaning that each individual Solar Sys-
tem simulation harbors 100 planetesimals and each individual
HL Tau simulation harbors 150. In order to provide better statis-
tics, we performed 10 simulations for each set of parameter that
we study, so that the total number of planetesimals per parameter
set amounts to 1000 and 1500 for the Solar System and HL Tau
system simulations, respectively.

The planetesimals are given an initial radius of 100 km, con-
sistent with constraints from Solar System observations (Bottke
et al. 2005; Morbidelli et al. 2009) and streaming instability sim-
ulations (e.g., Johansen et al. 2015), and have a constant solid
density of 1000 kg m−3. We add a property to the planetesimals
that is the temperature of the disk at their formation location.
This temperature, in relation to the condensation temperatures
of the volatile ices, determines the composition of the planetes-
imals. The effect of gas drag is added as a velocity dependent
force and mass ablation is added as a post-timestep modification.
We keep track of how much mass is ablated from the planetesi-
mals in each radial bin and at what time during the simulation.
If a planetesimal loses more than 99% of its original mass, it is
removed from the simulation and its remaining mass is consid-
ered to be ablated at the time and location where it was removed.
The same procedure is applied if the amount of mass ablated
in one timestep is larger than the total remaining mass of the
planetesimal.

We performed a parameter study in order to explore how
the fate of the planetesimals formed at planetary gap edges is
affected by: (1) their composition; (2) the mass of the planets;
and (3) the density of the disk (controlled by the disk param-
eters α and Ṁ0). The parameter values used in the different
simulations can be found in Table 1. In simulation #1, which
we will hereafter refer to as the nominal Solar System simula-
tion, the masses of Jupiter and Saturn were set, respectively, to
90 and 30 M⊕, α= 10−2 and Ṁ0 = 10−7 M� yr−1. In such a disk,
the CO2 iceline is located interior to the orbit of Jupiter and the
CO iceline is located well beyond the orbit of Saturn, meaning
that all planetesimals in this simulation contain H2O and CO2

ice. The nominal HL Tau simulation is labeled #7 in Table 1.
In this simulation, the planetary masses where set to equal the
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Table 1. Parameters for the simulations in the parameter study.

Solar System

Run Jupiter Saturn α Ṁ0

Mp Comp. Mp Comp. (M� yr−1)

#1 Nominal 90 M⊕ H2O, CO2 30 M⊕ H2O, CO2 10−2 10−7

#2 Nominal (–CO2) 90 H2O 30 H2O 10−2 10−7

#3 Mp ↓ 30 H2O, CO2 10 H2O, CO2 10−2 10−7

#4 Mp ↑ 150 H2O, CO2 50 H2O, CO2 10−2 10−7

#5 α ↓ 90 H2O, CO2 30 H2O, CO2 10−3 10−7

#6 Ṁ0 ↓ 90 H2O 30 H2, CO2 10−2 10−8

HL Tau

Run Planet 1 Planet 2 Planet 3 α Ṁ0

Mp Comp. Mp Comp. Mp Comp. (M� yr−1)

#7 Nominal 59.6 M⊕ H2O, CO2 141.2 M⊕ H2O, CO2 313.7 M⊕ H2O, CO2 10−2 10−7

#8 α ↓ -//- H2O, CO2 -//- H2O, CO2 -//- H2O, CO2, CO 10−3 10−7

#9 α ↓ (–CO) -//- H2O, CO2 -//- H2O, CO2 -//- H2O, CO2 10−3 10−7

#10 α ↓ (–CO, –CO2) -//- H2O -//- H2O -//- H2O 10−3 10−7

#11 Ṁ0 ↓ -//- H2O, CO2 -//- H2O, CO2 -//- H2O, CO2 10−2 10−8

Notes. Here, Mp denotes planetary mass and “comp.” refers to the volatile composition of the planetesimals initiated at the gap edge of the specified
planet.

pebble isolation mass, calculated using an analytical fitting for-
mula from Bitsch et al. (2018). As in the nominal Solar System
simulation, these planetesimals contain H2O and CO2 ice.

4. Simulations of the Solar System

In the Solar System simulations, we include two planets, Jupiter
and Saturn, which are placed at their current semimajor axes.
The mass ratio between Jupiter and Saturn is 3:1 in all simula-
tions, which is roughly the current value, but the actual masses
are varied. Results from the nominal model are presented in
Sect. 4.1 and discussed in detail. We examine how varying the
parameters affects the results in Sect. 4.2.

4.1. Nominal model

In the nominal model, the mass of Jupiter is set to be 90 M⊕
and the mass of Saturn is set to be 30 M⊕. All parameters used
in the nominal model, also called simulation #1, can be found
in Table 1. The planetesimals are initiated in a narrow region
just beyond the orbits of Jupiter and Saturn, as suggested by the
streaming instability simulations in Paper I. At these distances
from the Sun, and with the disk parameters stated in Table 1,
H2O and CO2 are in solid form, while CO is in gas phase. We
therefore consider these planetesimals to have a volatile content
of H2O and CO2 and we consider the ablation of both these
molecules.

4.1.1. Dynamical evolution

In this section, we address the question of the dynamical redis-
tribution of the planetesimals formed at planetary gap edges.
In Figs. 1 and 2, we show the eccentricity and semimajor axis
evolution for the 1000 planetesimals in the nominal simulation.
The planetesimals are initiated with an eccentricity close to zero,
but from Fig. 1, we see that the close proximity to the planets
leads to rapid scattering, resulting in eccentricities as high as 0.4

already after 1 kyr of evolution. Most planetesimals that are not
immediately scattered interior to the orbit of Jupiter end up in
the scattered disk of Jupiter or Saturn. The eccentricities within
these scattered disks increases with time, as the planetesimals
are continuously scattered at perihelion. Such large eccentric-
ities lead to large velocities at perihelion (vperi) relative to the
gas,

vperi = vK

√
1 + e
1 − e

, (22)

which, in turn, affects the thermodynamic evolution of the plan-
etesimals. The velocity at perihelion is higher within Jupiter’s
scattered disk than it is within Saturn’s for the same orbital
eccentricity since the Keplerian velocity decreases with increas-
ing semimajor axis.

In Fig. 2, we separate the planetesimals forming at the gap
edge of Jupiter and Saturn into different panels, making the dif-
fusion of the semimajor axes clearly visible. Strong scatterings
causes the semimajor axes to diffuse over several au in less than
100 yr. After a few thousand years, planetesimals from both gap
edges are spread out across the giant planet region and the ones
closest to the star have semimajor axes of ∼3 au. A small number
of planetesimals, 13/1000 in this particular simulation, suffer
a collision with either Jupiter or Saturn. Most of these colli-
sions are between Jupiter and planetesimals formed at Jupiter’s
gap edge. Concerning the planetesimals that obtain very large
eccentricities and semimajor axes, many of them are eventually
scattered outside the simulation domain, and are considered to
have been ejected from the system. In this simulation, ∼15% of
all planetesimals are eventually ejected.

In summary, planetesimals that form at the edges of plan-
etary gaps do not remain at their initial birth location. The
close proximity to the gap-opening planets results in strong
scatterings, causing the planetesimals to spread out across the
protoplanetary disk. Many planetesimals initially become mem-
bers of the gap-opening planet’s scattered disk, while some are
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Fig. 1. Eccentricity, semimajor axis, and surface temperature evolution for the 1000 planetesimals in the nominal Solar System simulation. The
presented orbital parameters have been averaged over 100 yr and the surface temperatures are the maximum values during the same time period,
which roughly corresponds to the surface temperatures at perihelion. The temperature of the surrounding gas (Tdisk) is shown as a colorbar in the
left panel. The solid black lines mark the orbits with a perihelion corresponding to Jupiter’s and Saturn’s location. The planetesimals which cluster
around these lines are (at least momentarily) members of Jupiter’s or Saturn’s scattered disk. Planetesimals that are scattered interior of Jupiter’s
orbit obtain high surface temperatures at perihelion and experience efficient ablation.

Fig. 2. Semimajor axis and surface temperature evolution for the 1000 planetesimals in the nominal Solar System simulation (same data as in
Fig. 1). For simulation times longer than 1 kyr, we average the semimajor axes over 100 yr and show the maximum surface temperatures during
the same time period; whereas for shorter simulations times, we show non-averaged values. Upper panel: planetesimals formed at the gap edge of
Jupiter and lower panel: planetesimals formed at the gap edge of Saturn. The close proximity to the giant planets result in continuous scatterings,
which causes the fast semimajor axis diffusion that is displayed in the plot.

scattered towards the inner disk region. The resulting high eccen-
tricities lead to a high velocity relative to the gas, which has
substantial implications for the mass evolution, as shown in
Sect. 4.1.2. In Appendix E, we present simulations where the
planetesimals are formed further from the planet. Placing plan-
etesimals further from the planet does not change our results
qualitatively, but it does lead to a delayed and slower scattering
phase.

4.1.2. Mass evolution

In this section, we look into the mass evolution of planetes-
imals; that is, the loss of mass due to ablation. The ablation
rate depends strongly on the planetesimal surface temperature,
which increases towards the central star as the disk tempera-
ture and gas density becomes higher. The surface temperature is
also highly dependent on the velocity relative to the gas, which
increases with increasing orbital eccentricity according to the
process described in Sect. 4.1.1. Based on this, the highest sur-
face temperature, and thus the ablation rates, should be obtained
at the perihelion passage of eccentric orbits close to the star.

This can be seen in Figs. 1 and 2, where we also show the sur-
face temperature evolution of the planetesimals at perihelion.
The planetesimals that are scattered interior to Jupiter’s orbit
obtain surface temperatures around 100 K at perihelion. At these
temperatures, CO2 ablation quickly sublimates the planetesimal,
which is why there are no planetesimals in the innermost part of
the disk. We note here that the ablation process itself severely
decreases the surface temperatures through cooling due to the
latent heat of vaporization. A similar simulation without tak-
ing into account ablation would result in surface temperatures
that are many times higher (see Appendix A). We also note that
a planetesimal with the same surface temperature and orbital
parameters in a gas-free disk would not experience any ablation
due to the lack of frictional heating.

In Fig. 3, we track the mass loss of six selected planetesi-
mals from the nominal simulation, as they are scattered around
by the planets. The time evolution of the semimajor axes, per-
ihelia, aphelia, and eccentricity for the same planetesimals can
be found in Fig. F.1. The planetesimals that form at Jupiter’s
gap edge (the first three legend entries) begin to experience mass
loss already after 100 yr of evolution. The “red” planetesimal is a
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Fig. 3. Mass loss versus semimajor axis for 6 selected planetesimals
from the nominal Solar System simulation. The mass loss is calculated
as 1 − M(t)/M(t= 0). Filled circles mark 100 kyr of evolution and the
formation location of the planetesimals (shown at the bottom of the plot)
has been marked “ST”. The time before the planetesimals first experi-
ence mass loss, that is, the time before they appear on the plot, has been
included in the legend. The first three legend entries are for planetesi-
mals formed at the gap edge of Jupiter and the following three are for
planetesimals formed at the gap edge of Saturn. The dotted lines mark
the semimajor axis of Jupiter and Saturn. Planetesimals which are scat-
tered interior of Jupiter’s orbit lose mass at a high rate, while those
which are scattered exterior of Saturn’s orbit experience little mass loss.

member of Jupiter’s scattered disk for a few thousand years, until
it is kicked towards Saturn’s scattered disk, where it remains until
the end of the simulation. Since its orbit never enters the inner
disk region, ablation is slow and the planetesimal only loses
about 2% of its mass. The “yellow” planetesimal obtains mul-
tiple kicks by Jupiter during the first few thousand years, after
which it ends up interior to Jupiter’s orbit with a perihelion of
just above 2 au and becomes completely ablated within 10 kyr.
The “green” planetesimal is a member of Jupiter’s scattered disk
for 100 kyr, with a relatively small eccentricity, until a strong
planetary encounter leaves it on an orbit interior to Jupiter, where
it very quickly becomes ablated.

The planetesimals formed at Saturn’s gap edge (the last three
legend entries), begin to lose mass much later. The “light-blue”
planetesimal sits on a low-eccentric orbit in between Jupiter
and Saturn for 150 kyr, after which it obtains a strong kick and
becomes a high-eccentric member of Jupiter’s scattered disk. Its
eccentricity continues to increase until it leaves the simulation
domain, having lost 85% of its mass. The “dark-blue” planetes-
imal is scattered onto a 4 au orbit by Saturn, where it slowly
becomes circularized. Once circularized, the relative velocity
between the planetesimal and the gas turns to zero, and it remains
in the same orbit until the end of the simulation. Finally, the “pur-
ple” planetesimal never enters the region interior to Saturn, but
remains on a low-eccentric orbit in the outer part of the disk for
the entire simulation.

The mass loss tracks presented in Fig. 3 are examples of what
can happen to a planetesimal in the simulation. In Fig. 4, we
present the mass loss and semimajor axis evolution for all plan-
etesimals in the nominal simulation. The planetesimals formed
at Jupiter’s gap edge start to lose mass much earlier than those
formed at Saturn’s gap edge and they generally lose mass at
a faster rate. This is very much expected, mostly because the

planetesimals form in a warmer part of the disk, but also because
the mass of Saturn is lower than that of Jupiter and, therefore, the
planetesimals are not scattered as much. Towards the end of the
simulation, ∼50% of all planetesimals have become completely
ablated. In Appendix E we show that placing the planetesimals
further from the planet results in a delayed and slower ablation
phase.

From the plots presented here, it is evident that mass loss due
to ablation plays a major role in the evolution of planetesimals
formed at planetary gap edges, at least for the parameters used in
the nominal model. In Sect. 4.2, we will investigate exactly how
much mass is lost and where and compare that to simulations
with varying planetary masses and disk parameters.

4.1.3. Planetesimal–planetesimal collisions

In this section, we use simple calculations to estimate how com-
mon planetesimal–planetesimal collisions are. If they occur on
the same timescale as dynamical scattering, then they could
affect our results. Furthermore, if these collisions are strong
enough to disrupt the planetesimals that are involved, it would
constitute another mechanism to replenish dust and pebbles in
the disk.

We split the disk into multiple semimajor axis rings and find
the planetesimals which are located within each ring. We then
use the average eccentricity and inclination of those planetesi-
mals to get an estimate of the velocity dispersion (Eq. (21)) and
the scale height. To calculate the collision timescale, we further
need to know the volume density of planetesimals within each
ring. If all solids between the semimajor axis of Jupiter and Sat-
urn are converted into planetesimals at Jupiter’s gap edge, then
there would be 16 M⊕ of planetesimals at that location, based
on the disk parameters of the nominal model and a dust-to-gas
ratio of 1%. We assume that the amount of planetesimals form-
ing at Saturn’s gap edge is the same. The total planetesimal mass
in a ring is then simply taken to be the sum of the mass of all
planetesimals in that ring.

When using a ring-width of 2 au, this resulted in collision
timescales above 1 Myr, at all locations in the disk and at all
times during the simulation (see Fig. 5). Decreasing the ring-
width to 1 au leads to slightly smaller collision timescales. These
results indicate that an individual planetesimal suffer a very low
risk of colliding with another planetesimal. Since, in reality,
there are millions of planetesimals forming at the gap edges, col-
lisions will still be occurring, but not often enough to affect any
of our results.

4.2. Parameter study and mass loss profiles

In this section, we vary certain disk and planet parameters in
order to find out how the simulation results are affected. The
parameters used in each simulation can be found in Table 1. In
Fig. 6, we show how the total amount of ablated mass varies
across the disk (left panel) and as a function of time (right panel).
The mass loss evolution for each simulation is shown in Fig. 7,
where the number of planetesimals that have become completely
ablated or scattered or that have suffered planetary collisions can
be noted and compared as well. The collision timescale for all
simulations in the parameter study are very similar to those in
the nominal simulation, meaning that planetesimal-planetesimal
collisions can be safely ignored as a means of producing dust.

In the nominal simulation, 70% of the initial planetesimal
mass has been ablated at the end of the simulation. The major-
ity of this mass is released either just interior of Jupiter’s orbit,
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Fig. 4. Mass loss versus semimajor axis evolution for the 1000 planetesimals in the nominal Solar System simulation (same data as in Figs. 1
and 2). The thin grey lines mark the perihelion and aphelion of the planetesimal orbits. The number of planetesimals formed at Jupiter’s (red dots)
respective Saturn’s (blue dots) gap edge which do not appear on the plot, because they have been either: completely ablated; collided with a planet;
or ejected beyond the simulations domain, is written in each panel. Planetesimals formed at the gap edge of Jupiter generally experience more
ablation than planetesimals formed at the gap edge of Saturn. About 50% of all planetesimals have become completely ablated after 500 kyr.

Fig. 5. Time evolution of the timescale for planetesimal-planetesimal
collisions for the nominal Solar System simulation. The collision
timescale was calculated using Eq. (20) and assuming an initial plan-
etesimal mass of 16 M⊕ per gap edge. The dotted line marks where the
collision timescale equals the time of the simulation. Since the resulting
collision timescale for one planetesimal is several orders of magnitude
larger than the actual simulated time, planetesimal–planetesimal colli-
sions can be safely ignored in our simulations and will not constitute a
significant path to replenishing the dust component in the disk.

between 2 and 5 au, or just outside of it, between 6 and 8 au.
The mass loss outside of Jupiter’s orbit is possible because of
the large orbital eccentricities that result in high surface tem-
peratures. The planetesimals in the nominal simulation all form
beyond the CO2 iceline, and thus both H2O and CO2 ablation is
considered. In simulation #2 we remove the CO2 ablation and
consider the volatile content of the planetesimals as only made
up of H2O. As a result, the amount of ablated mass at the end of
the simulation drops from 70% to 30%. Furthermore, since the
ablation rate of H2O is lower than that of CO2 for the same tem-
perature (see Fig. D.1), the planetesimals need to be scattered
further towards the Sun in order for efficient ablation to occur.
This can be seen in the left panel of Fig. 6, where the peak of the
ablation curve interior to Jupiter has been shifted closer to the
Sun. Additionally, there is no longer any mass released beyond
the orbit of Jupiter, telling us that all mass released in this region
in the nominal simulation is attributed to the presence of CO2.

In simulation #3, we decrease the planetary masses by a
factor of 3, mimicking an earlier stage of the planet formation
process. The mass of Jupiter is now equal to the pebble isolation

mass, while the mass of Saturn is only 20% of the pebble isola-
tion mass. In Paper I, the amount of planetesimals that form at
the gap edges drops by 80% when the mass is decreased from
one pebble isolation mass to half a pebble isolation mass. The
amount of planetesimals forming beyond Saturn in this simu-
lation would thus have been very small, if any at all, and so
we only include planetesimals at Jupiter’s gap edge. The num-
ber of planetesimals in the simulation is kept the same as in all
other simulations, but since they represent only half the mass, we
divide the amount of ablation by a factor of 2, with the results
provided in Fig. 6.

Lowering the planetary masses and removing the planetesi-
mals at Saturn’s gap edge result in about 40% less mass ablation
than in the nominal simulation. The removal of planetesimals at
Saturn’s gap edge results in fewer planetesimals far out in the
disk. Lowering the planetary masses results in weaker planetary
scatterings, which, in turn, has several effects: (1) only 1/1000
planetesimals are ejected beyond the simulation domain; (2) the
orbits are not as excited, resulting in lower surface tempera-
tures and slower ablation; (3) the planetesimals end up on orbits
closer to their birth locations, and thus the mass loss is more
concentrated towards Jupiter’s location.

In simulation #4, the planetary masses are increased, mim-
icking a later stage in the planet formation process. The stronger
planetary scatterings initially result in higher mass loss rates
as the planetesimals orbits quickly become excited. However,
the strong planetary scatterings also lead to many more plan-
etesimals being ejected beyond the simulation domain, which
leaves fewer planetesimals in the system to be ablated during
later times.

In the final two simulations of the parameter study, simula-
tions #5 and #6, the viscosity parameter and disk accretion rate
are decreased by a factor of 10. Decreasing the viscosity param-
eter slightly changes the gap profiles, but mostly it results in a
surface density that is ten times larger, thus mimicking an earlier
stage of disk evolution. The ice lines are also shifted closer to
the Sun, but in this case, that does not change the composition of
the planetesimals compared to the nominal model. On the other
hand, decreasing the disk accretion rate results in a surface den-
sity that is ten times lower, causing the ice lines to move further
out in the disk. As a result, the CO2 ice line ends up beyond the
gap edge of Jupiter and, thus, the planetesimals forming there do
not contain any CO2 ice.
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Fig. 6. Distribution of ablated mass as a function of semimajor axis (left) and time (right) for all Solar System simulations. Left plot: Distribution
of ablated mass across the disk after 500 kyr. The values on the y-axis represent the amount of mass that has been ablated in a 0.2 au semimajor
axis bin. The dotted lines mark the semimajor axes of Jupiter and Saturn. Most mass loss occur in the region just interior to and exterior to Jupiter’s
orbit. Right plot: Total amount of mass that has been ablated as a function of time, for the same data as in the left plot. The colored lines show
the average over the ten simulations, and the colored region shows the one standard deviation away from this value. The dotted black lines show
the best fit to the curve f (x); and the parameters to the fits can be found in Table 2. The mass ablation rate is highly dependent on the gas surface
density, where a high surface density results in a high degree of ablation (#5) and a low surface density results in low degree of ablation (#6).

Table 2. Parameters for the fitted curve f (x)= a× xb + c, shown in the
right panel of Fig. 6.

Run a b c

#1 Nominal 108.1 0.1537 −65.02
#2 Nominal (–CO2) 23.9 0.3476 −9.02
#3 Mp ↓ 117.7 0.0826 −90.24
#4 Mp ↑ 572.5 0.0223 −526.30
#5 α ↓ −120.4 −0.0976 193.20
#6 Ṁ0 ↓ 12.29 0.5099 −3.96

Looking at Fig. 6, we see that lowering the viscosity param-
eter results in more ablation, while lowering the disk accretion
rate results in less ablation, just as expected. The higher surface
density in simulation #5 results in higher surface temperatures,
allowing for planetesimals to lose mass further out in the disk
and at a higher rate. This effect in a combination with larger gas
friction lead to a result whereby there are almost no planetesi-
mals being ejected from the system. The opposite is the case in
simulation #6 and since the planetesimals formed at Jupiter’s gap
edge do not contain CO2 ice, there is little mass loss exterior of
Jupiter’s orbit, just as in simulation #2.

The results from the parameter study show that the surface
density of the disk is a key parameter in determining how much
mass is ablated from the planetesimals. Since the surface den-
sity in disks decreases with time, ablation is expected to be much
more efficient in young disks than in old ones. Thus, planetesi-
mals forming at the gap edge late during the disk lifetime might
not suffer any significant mass loss due to ablation, but could,
for example, be implanted into the asteroid belt or aid in water
delivery to Earth (Raymond & Izidoro 2017). The masses of the
planets determine how excited the planetesimal orbits become
and how far they are scattered within the disk. To some extent,
the planetary mass also affects how many planetesimals form
at the gap edge (see Paper I). Finally, the composition of the

planetesimals plays a major role in determining the efficiency of
the ablation process. This is set by the location of formation rel-
ative to the location of the major ice lines, which, in a real disk,
shifts inwards over time as the temperature of the disk decreases.

5. Simulations of HL Tau

We include three planets in the HL Tau simulations and place
them at the locations of the major gaps in the disk, that is, at
11.8, 32.3, and 82 au (Kanagawa et al. 2016). The masses of the
planets are set to be 59.6, 141.2, and 313.7 M⊕, which is exactly
equal to the pebble isolation mass using the parameters in simu-
lation #7. For reference, this is the same set-up as in simulation
#4 of Paper I. Each simulation contains 150 planetesimals, with
50 formed at each planetary gap edge, and we run ten simula-
tions per parameter set. Results from the nominal simulation are
presented in Sect. 5.1, while in Sect. 5.2, we study how these
results change when we vary the planetesimal compositions and
the disk parameters.

5.1. Nominal model

The three planets in the HL Tau disk are located well beyond the
CO2 iceline, which in the nominal model (simulation #7) is at
4.7 au. The CO iceline sits much further out in the disk at 99.3 au,
placing it just beyond the formation location of the outermost
planetesimal. Since all planetesimals in the nominal model form
in between the CO2 and CO iceline, we thus consider them to be
made up of H2O and CO2 ice and we consider the ablation of
these two molecules.

The dynamical evolution of the 1500 planetesimals from the
nominal simulation is presented in Figs. 8 and 9. Just as in the
Solar System simulations, most planetesimals end up in the scat-
tered disks of the planets, with eccentricities increasing over
time. The two outermost planets are very massive and deliver
strong kicks to the planetesimals formed in their vicinity, caus-
ing them to quickly spread out over the entire disk. Many of
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Fig. 7. Mass loss versus semimajor axis evolution for all Solar System simulations. The masses of the planets affect how far the planetesimals are
scattered, with more planetesimals leaving the simulation domain when the planetary mass is increased (#4). A large surface density (#5) generally
results in efficient ablation and few scatterings beyond the simulation domain since the planetesimals are ablated before they become scattered.
The opposite is the case for a low surface density (#6) and ablation also occurs closer to the star.
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Fig. 8. Eccentricity, semimajor axis, and surface temperature evolution for the 1500 planetesimals in the nominal HL Tau simulation, produced in
a similar manner as Fig. 1. The solid black lines mark the perihelia of the planets. Many planetesimals end up in the scattered disks of the planets,
where they obtain high eccentricities. Only planetesimals scattered to interior of the innermost planet’s orbit obtain perihelion temperatures large
enough for ablation to take place.

Fig. 9. Semimajor axis and surface temperature evolution for the 1500 planetesimals in the nominal HL Tau simulation, produced in a similar
manner as in Fig. 2 (same data as in Fig. 8). Planetesimals formed at the gap edge of the innermost planet is shown in the upper panel. For the
middle and outermost planet, these are shown in the middle and bottom panels, respectively. Since the planetary masses are set to equal the pebble
isolation mass, and the pebble isolation mass increases with semimajor axis, the planetesimals formed at the gap edge of the outermost planet
experience stronger scatterings and diffuse faster than those formed at the innermost planet’s gap edge.

these planetesimals are eventually ejected beyond the simulation
domain. The planetesimals that form at the gap edge of the inner-
most planet instead suffer weaker kicks and tend to remain in the
inner disk region.

The timescale for planetesimal-planetesimal collisions is cal-
culated in the same way as for the Solar System simulations and
we use the results from Paper I to infer the total mass of plan-
etesimals formed at each gap edge. In simulation #4 of Paper I,
after 1 Myr, 281 M⊕ of planetesimals have formed. We make the
assumption that the amount of planetesimals forming at each gap
edge is the same and based on the results of Paper I, this is a
reasonable approximation. This yields a collision timescale of
∼104 yr in the beginning of the simulation, which then increases

roughly linearly with time as the planetesimals spread out across
the disk (see Fig. 10). Since the collision timescale remains
an order of magnitude larger than the actual simulated time
throughout the simulation, for HL Tau we also conclude that
planetesimal-planetesimal collisions are not a major source of
dust production

The amount of mass that has been ablated as a function of
semimajor axis and time for the nominal model is presented in
Fig. 11. From the left plot, we learn that all mass loss occurs inte-
rior of the innermost planet, with a peak at ∼7 au. In total, 11% of
the initial planetesimal mass has been ablated after 1 Myr. This is
a much smaller number than what we found in the Solar System
simulations and the main reason for this is that the planetesimals
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Fig. 10. Time evolution of the timescale for planetesimal–planetesimal
collisions for the nominal HL Tau simulation. The collision timescale
was calculated using Eq. (20) and using an initial planetesimal mass
of 281 M⊕, following the results from simulation #4 of Paper I. The
dotted line marks where the collision timescale equals the time of the
simulation. Even though the collision timescale for one planetesimal
can be as low as 104 yr, it is still roughly an order of magnitude larger
than the actual simulated time, meaning that planetesimal-planetesimal
collisions can be safely ignored in our simulations as a source of dust
production.

form further out in the disk. In order for a planetesimal forming
at 90 au to experience efficient ablation, it needs to be scattered
inwards by approximately 80 au. Since the planetesimals need to
travel a further distance before mass loss can begin to occur, the
initial mass loss rate is much lower than in the Solar System sim-
ulations, where planetesimals already start to ablate efficiently
after a few thousand years. This can also be seen in the top panel
of Fig. 12, where the mass loss evolution for all planetesimals in
the ten nominal simulations has been plotted. After 10 kyr, the
planetesimal with the smallest semimajor axis has still only lost
about 30% of its mass.

5.2. Parameter study and mass loss profiles

In this parameter study, we chose to vary the composition of
the planetesimals, the α value, and the initial mass accretion
rate Ṁ0. Changing these disk parameters does not result in a
significant change to the collision timescale compared to the
nominal simulation. As previously explained, lowering α results
in an increased surface density, while lowering Ṁ0 results in a
decreased surface density. This change in the surface density also
affects the positions of the icelines. Lowering Ṁ0 by a factor of
10 (simulation #11) does not result in any change of the planetesi-
mal compositions compared to the nominal simulation; however,
when α is lowered by a factor of 10, then the planetesimals form-
ing at the gap edge of the outermost planet end up interior of the
CO iceline. This gives us an opportunity to study CO ablation
since the planetesimals will consist of both H2O, CO2, and CO
ice.

In order to see the effect of CO ablation, we performed one
simulation that includes it (simulation #8) and one simulation
without (simulation #9). We note, however, that the only plan-
etesimals which will experience CO ablation in simulation #8
are those that form at the outermost planetary gap edge. Further-
more, we perform one simulation where we only consider the
ablation of water ice (simulation #10). The results from these
simulations are presented in Fig. 11 and 12.

When only the ablation of water ice is considered, all mass
loss occurs interior to the innermost planet. The total amount of
mass that has been ablated after 1 Myr is only about 5%. When
CO2 ablation is added, this value increases to 25%, and there

is significant mass loss also in the region around the gap edge
of the innermost planet. Compared to the nominal simulation,
the initial mass loss rate is much higher, which is because of
the larger surface density of the disk. Finally, when CO ablation
is added, the total amount of ablated mass increases by another
few percent. Another key observation is that at this point, a small
amount of mass loss is occurring as far out in the disk as 100 au.
This is clearly visible in Fig. 12, where planetesimals forming at
the outermost planetary gap edge are losing mass at a slow rate
all over the disk.

The effect of decreasing Ṁ0 is very much the same as in the
Solar System simulations: the mass loss rate is lower and the
mass loss occurs closer to the central star. In such a disk, less
than 5% of the planetesimal mass is lost due to ablation. In sum-
mary, planetesimals forming at the edges of planetary gaps in the
HL Tau system are not as affected by ablation as those forming
at the gap edges of Jupiter and Saturn. This is expected since the
planets in the HL Tau system are located much further away from
the central star. Nevertheless, if the surface density of the disk is
large, the amount of mass loss can still be significant. Most of
this mass is released closer to the star than the innermost planet,
but some small amounts are also released around the gap edge
of the innermost planet. If the surface density of the disk is high
enough for CO to be in solid phase where some planetesimals
form, these planetesimals can ablate at a slow rate far out in the
disk.

6. Pebble flux due to ablation

The ablated material consist of a mixture of silicate grains, car-
bon grains, and vaporized ices. For simplicity, we assume that
all of this material lands on the midplane, which is not a bad
approximation given that ablation should be most efficient in the
dense midplane of the disk. Depending on where in the disk abla-
tion occurs, the vaporized ices will either re-condense to form
solid ice, or remain in the gas phase. For example, if the ablation
occurs in between the H2O and CO2 iceline, then the vaporized
H2O ice will re-condense to form solid ice, but CO2 and CO
will remain in the gas phase. We assume that re-condensation
happens instantaneously. We further assume that all solid mate-
rial (silicate grains, carbon grains, and re-condensed ices) grow
to ∼mm-sized pebbles with Stokes number 10−3 directly after
the ablation occurs. From Paper I, we find that μm-sized grains
grow to mm-sizes within ∼10 kyr in the inner region of the
disk, so given the timescales under consideration, it is a valid
approximation.

The solid material from ablation gives rise to a flux of
pebbles, which can be calculated given the initial planetesimal
formation rate at the gap edges, the rate at which these plan-
etesimals are ablating (right panel of Fig. 6 and 11), and the
distribution of the ablated material (left panel of Fig. 6 and 11).
We assume that all planetesimals ablate at the same rate and that
their ablated material has the same distribution, which gives the
correct behavior for the population as a whole. The planetesi-
mal formation rate is taken directly from Paper I in the case of
HL Tau and calculated using some assumptions in the case of
the Solar System (description in Sect. 6.1). This information is
combined to give the total mass ablation rate (gas + solids) in
each semimajor axis bin and at each timestep of the simulation
Ṁabl(r, t). We then remove the mass fraction from ices that do
not re-condense (using abundances from Öberg et al. (2011) and
assuming a chemical composition of Mg2SiO4 for the silicate
grains, and C for the carbon grains), thus, we are left with only
the solid (pebble) component.
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Fig. 11. Left plot: distribution of ablated mass across the disk after 1 Myr for all HL Tau simulations. The values on the y-axis represent the amount
of mass that has been ablated in a 0.25 au semimajor axis bin. The dotted lines mark the semimajor axes of the two innermost planets. In the
nominal simulation, all mass loss occurs just interior of the innermost planet. When the surface density is increased (#8), there is also some mass
loss occurring further out in the disk. Right plot: total amount of mass that has been ablated as a function of time, for the same data as in the left
plot. The colored lines show the average over the 10 simulations and the colored region shows the one standard deviation away from this value.
The dotted black lines show the best fit to the curve f (x), and the parameters to the fits can be found in Table 3. Comparison of simulation #8–#10
shows that most mass loss occurs due to the presence of CO2.

Table 3. Parameters to the fitted curve f (x)= a× xb + c, shown in the
right panel of Fig. 11.

Run a b c

#7 Nominal 10.1 0.2282 −6.14
#8 α ↓ 193.1 0.0272 −176.70
#9 α ↓ (–CO) −223.0 −0.0194 238.00
#10 α ↓ (–CO, –CO2) 2.89 0.2859 −1.21
#11 Ṁ0 ↓ 0.4 0.8262 −0.25

The flux of pebbles in an annulus of with Δr is:

F(r, t)=
Ṁabl(r, t)
2πrΔr

, (23)

where F is in units of kg s−1 m−2. The total mass flux Ftot(r, t) as
a function of semimajor axis and time is then obtained by numer-
ically integrating 2πrF(r, t) from some rin to some rout. Here, we
make another assumption that the planetary gaps act as hard bar-
riers, which completely block the flow of pebbles past the gaps.
In other words: when calculating the total mass flux interior of
the innermost planet, we take the integral from the inner disk
edge to the semimajor axis of the innermost planet; when cal-
culating the total mass flux in a region between two planets, we
take the integral from the inner planet to the outer planet; and
when calculating the mass flux exterior to the outermost planet,
we take the integral from the outermost planet to the edge of
our ablation array (20 au for SS, 100 au for HL Tau). Finally, we
calculate the corresponding pebble-to-gas surface density ratio
using Eqs. (8)–(13) from Johansen et al. (2019).

6.1. Solar System

In order to calculate how much mass is ablated in the Solar
System simulations, we first need an estimate for the initial plan-
etesimal formation rate at Jupiter’s and Saturn’s gap edges. For

Jupiter, we simply assume that all the pebbles initially located
between the semimajor axis of Jupiter and Saturn are turned into
planetesimals at Jupiter’s gap edge (this is the same assumption
we used for the collision timescale). Using the parameters of the
nominal model and a dust-to-gas ratio of 1%, this gives a result
of 16 M⊕. We calculate that it takes 55 kyr for all these pebbles
to reach Jupiter’s gap edge, using equations for the pebble drift
timescale from Johansen et al. (2019). Assuming a constant drift
velocity for all pebbles, this yields an initial planetesimal forma-
tion rate of 3× 10−4 M⊕ yr−1 at Jupiter’s gap edge. This is the rate
during the first 55 kyr of the simulation, after which it is zero. In
order to keep things simple, we assume the exact same formation
rate at Saturn’s gap edge.

As a first approximation, we neglect any later generations of
planetesimals forming at the gap edges from the ablated mate-
rial. The resulting pebble flux and pebble-to-gas surface density
ratio for the nominal model is presented in Fig. 13 as dotted
lines. The highest pebble flux is obtained at 50 kyr, after which
it decreases with time. The drop in pebble flux at the H2O ice-
line is clearly visible. The CO2 iceline is located in the gap just
interior of Jupiter and, therefore, there is no corresponding drop
in the pebble flux.

Since we assumed a hard pebble barrier at the planetary gaps,
all pebbles flowing into the gap edge will become trapped. If we
use the same assumption as for the initial planetesimal forma-
tion rate, all these pebbles will collapse into newer generations
of planetesimals. We follow the ablation of these planetesi-
mals and even later generations, assuming the same ablation
rate and distribution of ablated material as for the initial pop-
ulation. This results in an increased pebble flux and surface
density ratio as compared to our first approximation (see solid
lines in Fig. 13). In total, about ∼15 M⊕ of pebbles are deliv-
ered to 1 au over the course of the simulation. Inside of the water
ice line, this amount drops to ∼12 M⊕. The presented fluxes are
obtained in a young and massive disk, and would not be present
in older or low-density disks, thus the formation of transition
disks, which are generally old, would not be prevented in such
a way.
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Fig. 12. Mass loss versus semimajor axis evolution for all HL Tau simulations. The red dots are for planetesimals forming at the gap edge of the
innermost planet; the blue dots are for planetesimals forming at the gap edge of the middle planet; and the yellow dots are for planetesimals forming
at the gap edge of the outermost planet. Ablation is most efficient for planetesimals forming at the gap edge of the innermost planet. Ablation of
CO (#8) causes planetesimals to lose mass far out in the disk. The massive planets deliver strong kicks to the planetesimals, which causes many of
them to leave the simulation domain.
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Fig. 13. Material ablated from the planetesimal surfaces re-condense
and grows to mm-sized pebbles in the disk’s midplane. Top: Mass flux
of pebbles as a function of time and semimajor axis for the nominal
Solar System simulation. The solid lines take into account the formation
and ablation of newer generations of planetesimals forming at the gap
edges from this flux of pebbles, while the dotted lines do not. Bottom:
Corresponding pebble-to-gas surface density ratios.

6.2. HL Tau

In simulation #4 of Paper I (which has the same parameters as in
the nominal simulation) we have 281 M⊕ of planetesimals form-
ing at the gap edges within 1 Myr. By using the planetesimal
formation rate from this simulation and combining it with the
ablation rate and distribution of ablated mass from this paper,
we obtain the amount of mass which is ablated in each semima-
jor axis bin and at each timestep. The resulting pebble flux and
pebble-to-gas surface density ratio is shown in Fig. 14. Since the
amount of ablated material being deposited beyond the inner-
most planet is very small, we do not consider the formation of
newer generation of planetesimals.

Due to the relatively low ablation rate in the nominal simula-
tion (only 11% of the initial planetesimal mass is ablated during
1 Myr), the pebble-to-gas surface density ratio only reaches
about 0.1%. The maximum pebble flux is about half that of the
Solar System, 40 M⊕Myr−1 and the total integrated mass flow-
ing past 1 au is 25 M⊕. In the Solar System simulations, most
ablation occurs within the first 50 kyr, after which the ablation
rate drops quickly. In the HL Tau simulations, ablation happens
on a longer timescale, and the rate does not drop as quickly after
the peak at 200 kyr. Because of this, the flux of pebbles remains
high for a much longer time; however, we emphasize that these
results are for a non-evolving disk and in an evolving disk, the
pebble flux would decrease with time along with the gas surface
density.

Fig. 14. Flux of pebbles (top panel) and pebble-to-gas surface den-
sity ratio (bottom panel) as a function of semimajor axis and time for
the nominal HL Tau simulation (similar to Fig. 13). Since the large
majority of mass ablation occurs interior of the innermost planet, we
do not consider the formation of newer generations of planetesimals at
the planetary gap edges.

6.3. Asteroid dichotomy

In this work, we use a simple model of the Solar System with
only two planets, Jupiter and Saturn, where neither planet nor
disk properties evolve with time. Due to these simplifications,
comparisons to Solar System data and observations remain con-
ceptual. We nevertheless comment on how pebble drift due to
ablation could fit into our understanding of the accretion history
of the inner Solar System, specifically the isotopic dichotomy
among the parent bodies of iron meteorites (irons) and chondritic
meteorites (chondrites).

Meteorites collected on Earth can be broadly classified as
either carbonaceous (CC) or noncarbonaceous (NC) based on
their distinct isotope compositions (Warren 2011; Kruijer et al.
2017). This isotopic dichotomy, which could reflect either an
infall of material with two compositions (Jacquet et al. 2019) or a
temperature-dependent destruction of presolar grains (Trinquier
et al. 2009; Schiller et al. 2018) hints towards the formation of
meteorite parent bodies from two distinct and spatially separated
reservoirs (Kruijer et al. 2017). Since NC chondrites come from
dry bodies, whereas CC chondrites show hydration features, it
is generally envisioned that the NC population represents inner
Solar System bodies while members of the CC group would have
formed further out.

Iron meteorites are fragments of cores from melted and
differentiated planetesimals that accreted within 1 Myr after
the formation of calcium–aluminum-rich inclusions (CAIs;
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Kruijer et al. 2017). Chondrites are fragments of non-molten and
non-differentiated planetesimals that accreted around 2–4 Myr
after CAI formation (Kita & Ushikubo 2012). The parent bodies
of NC and CC irons accreted ∼0.4 Myr and ∼0.9 Myr after CAI
formation, respectively. Since the two populations have distinct
compositions, they must have remained separated even after their
formation. Similarly, the NC and CC reservoirs must have been
separated at the time of formation of the NC chondrite parent
bodies and CC chondrite parent bodies at ∼2 Myr and 3–4 Myr
after CAIs, respectively. In the context of pebbles drift, such con-
straints imply that pebbles bearing a CC isotopic signature either
never entered the inner Solar System region where the parent
bodies of NC irons and chondrites formed or, if they had, they
were not efficiently accreted by the NC population of objects.
Below, we discuss these issues in the context of our results.

The formation of Jupiter is likely to have begun early and
resulted in gap-opening in less than 1 Myr (Kruijer et al. 2017).
At this point, planetesimals should have started to form at its
gap edge. As shown in our simulations, a large fraction of these
planetesimals would be scattered into the inner Solar System.
While the disk is young and massive, a large fraction of these
planetesimals become ablated, resulting in a flux of pebbles with
(possibly) CC composition both interior and exterior of Jupiter’s
gap. Given the expected decrease in disk density with time, this
process should have stopped being relevant at the time of forma-
tion of the NC chondrite parent bodies at ∼2 Myr after CAIs.
However, since the NC iron parent bodies formed as early as
∼0.4 Myr after CAIs, they should have been in place at the time
Jupiter reached the pebble isolation mass and started to scat-
ter planetesimals inside of its orbit. Thus, there must have been
something preventing the NC iron parent bodies from accreting
the pebbles produced by the early ablation of planetesimals orig-
inating from beyond Jupiter’s orbit. This process was likely the
early formation of planetary embryos interior of Jupiter’s orbit,
which caused the inclinations and eccentricities of the planetesi-
mals to be excited, thereby, disconnecting them from the pebbles
drifting through the midplane (Schiller et al. 2018). As long as
the planetesimals remain excited, they would be unable to effi-
ciently accrete pebbles (e.g., Levison et al. 2015; Liu et al. 2019;
Johansen et al. 2015) and should thus have preserved their birth
compositions. In general, the described pebble flux was present
at a time in the Solar System so early that there is likely no record
of it.

7. Planet–planetesimal collisions

In the Solar System simulations, about 1–2% of all planetesimals
suffer a collision with a planet. The majority of these collisions
are between Jupiter and planetesimals formed at Jupiter’s gap
edge. Only about 20% of the collisions are between a planet and a
planetesimal not formed at that planet’s gap edge. Following the
assumption made in Sect. 6.1, and assuming that the collisions
occur before any mass loss has taken place, the total planetes-
imal mass colliding with Jupiter is about half an Earth mass.
Depending on how high up in the atmosphere this material is
deposited, this could be relevant for the composition of Jupiter’s
atmosphere (e.g., Shibata & Ikoma 2019).

Collisions between planets and planetesimals occur much
more frequently in the HL Tau system, where about 15–20% of
all planetesimals suffer such a collision. Due to the larger sep-
aration between the planetary orbits, nearly all collisions take
place between a planet and a planetesimal formed at that planet’s
gap edge. If a large fraction of the colliding planetesimal mass is

accreted high up in the planet’s atmospheres, this would certainly
be relevant for the atmosphere’s compositions.

The collision algorithm employed in this work is rather
simple and by making it more advanced, the frequency of colli-
sions could certainly be altered. We use a direct collision search
whereby the radius of the planet is determined by assuming a
constant density, however, in reality, planets that are accreting
gas have an inflated envelope with a significantly larger radius.
Thus, the capture radius used in this paper is significantly smaller
than it would be in real life, resulting in a smaller number of
collisions. The initial formation location of the planetesimals rel-
ative to the planet (discussed in Appendix E) could also have
an effect on the collision frequency. Another process which has
been ignored in this paper but would likely lead to more colli-
sions is planetary migration (Pirani et al. 2019; Carter & Stewart
2020).

8. Conclusions and future studies

In this work, we study the evolution of planetesimals formed at
planetary gap edges. To this end, we performed a suite of N-
body simulations and considered two planetary systems: (1) the
Solar System with Jupiter and Saturn and (2) a system inspired
by HL Tau with three planets. We then followed the evolution of
planetesimals initiated at the gap edges, where the planetesimals
are further subjected to gas drag and mass loss via ablation. We
assumed that the mass which is ablated from the planetesimals
will re-condense to form pebbles in the disk midplane and we
calculated the corresponding pebble flux. We reached the fol-
lowing conclusions regarding the main questions posed in the
introduction section:
1. With regard to the extent to which gravitational interac-

tions with the forming planets redistribute the planetesimals
formed at their gap edge, we find that the close proximity
to the gap-opening planets results in large orbital excita-
tions, causing the planetesimals to leave their birth location
soon after formation. Within ten orbital periods, the semi-
major axes of the planetesimals have diffused over several
au and after a few hundred orbital periods, the planetesi-
mals are spread out across the entire disk. If the gap-opening
planets are massive, as in the HL Tau system, ∼40% of
the planetesimals become ejected from the system within
a million years. These planetesimals could potentially be
circularized by galactic tides and end up in the Oort cloud
(Brasser & Morbidelli 2013). The ejection efficiency gener-
ally increases with time as the disk density decreases and the
planetary masses increases. If the planetary gaps were to be
much wider than assumed in this paper, resulting in forma-
tion locations that are further from the planets, the scattering
phase would be slower and delayed.

2. Regarding the possibility that frictional heating of plan-
etesimals on eccentric orbits may drive the production of
a significant amount of dust through surface ablation, we
find that planetesimals on eccentric orbits within ∼10 au
experience efficient ablation and because of this there are
no planetesimals entering the innermost disk region. In the
nominal Solar System simulation with Ṁ0 = 10−7 M� yr−1,
α= 10−2 and Jupiter and Saturn at 30% of their current
masses, 70% of the initial planetesimal mass has been
ablated after 500 kyr. Planetesimals formed at Jupiter’s gap
edge lose about two times more mass than planetesimals
formed at Saturn’s gap edge. The ablation rate is signifi-
cantly lower in the HL Tau system due to the larger planetary
orbits, and only 11% of the initial planetesimal mass has
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been ablated after 1 Myr for the same disk parameters. Plan-
etesimals that contain CO2 ice ablate much more efficiently
than planetesimals that contain only H2O ice, and planetes-
imals that additionally contain CO ice lose a small amount
of mass in the furthest regions of the disk. Given the high
dependency on the disk density, ablation is only expected to
be important in relatively young and massive disks.

3. Furthermore, we consider how common the occurrence is
of collisions between pairs of planetesimals and between
planetesimals and planets. We estimated the timescale for
planetesimal–planetesimal collisions in our simulations and
we found that it is at least an order of magnitude longer than
the actual simulated time. In other words, each planetesi-
mal suffers a low risk of colliding with another planetesimal.
About 1–2% of all planetesimals in the Solar System simu-
lations will collide with either Jupiter or Saturn, while for
the HL Tau system, this value is about ten times higher.
Depending on where the material from these planetesimals
is deposited in the atmosphere, this could have an impact on
the atmospheric compositions.

The material that is ablated from the planetesimal surfaces con-
sists of a mixture of silicate grains, carbon grains, and vaporized
ices. A large fraction of these vaporized ices re-condense to form
solid ice. The solid material quickly grows to millimeter-sized
pebbles in the disk midplane, drift towards the star, and gives
rise to a flux of pebbles. In the Solar System, there is a flux of
pebbles produced by planetesimal ablation both within and out-
side of Jupiter’s orbit. Beyond Jupiter, this pebble flux could give
rise to newer generations of planetesimals. The total integrated
mass that reaches 1 au is ∼15 M⊕ in the nominal Solar System
simulation and ∼25 M⊕ in the nominal HL Tau simulation. The
pebble flux is expected to drop with time as the density in the
disk decreases and ablation becomes less important.

In this work (as well as in our previous paper Eriksson et al.
2020), we focus on studying the formation and fate of plan-
etesimals formed at stationary planetary gap edges; however,
the reality is that planets migrate. For the formation of plan-
etesimals, this is expected to lead to planetesimals forming in
a larger region of the disk (Shibaike & Alibert 2020). The size
of this region depends on how far the planet migrates between
the onset of planetesimal formation and the halt of migration
when the gap becomes very deep. If planetesimals are form-
ing while the migration timescale is smaller than or comparable
to the dynamical timescale, it could result in larger excitations
of the planetesimal orbits and more planetesimal–planetesimal
collisions (Carter & Stewart 2020). The effects of planetary
migration will be investigated in a follow-up study.
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Appendix A: No ablation simulation

Fig. A.1. Comparison of nominal Solar System simulations without surface ablation (top panels), and with surface ablation (bottom panels). The
temperature range in the plots is set to 0–300 K to allow for easy comparison; the hottest planetesimals in the top panels have surface temperatures
of 443 K, 362 K, and 281 K, respectively, from left to right. The high temperatures obtained in the non-ablation simulations are due to the lack
of cooling due to the release of latent heat of vaporization. The population of planetesimals with low eccentricities and short periods in the non-
ablation simulations have been circularized by gas drag, these populations do not exist in the ablation simulations since they are removed by ablation
before they become circularized.

In Fig. A.1, we show a comparison of simulations with and with-
out surface ablation. When surface ablation is neglected, there
is no cooling due to latent heat of vaporization (last term in
Eq. (18)). In regions where surface ablation would still have been
inefficient, that is, in regions where the surface temperatures are
low, this cooling term is very small and thus there is no sig-
nificant difference between the surface temperatures in the two
simulations. This is the case for planetesimals located in Sat-
urn’s scattered disk and beyond. For planetesimals located in
Jupiter’s scattered disk and closer to the star, the surfaces can
reach several hundred degrees higher temperatures than they do
in simulations including ablation. If an ablating planetesimal in
this region were to suddenly stop ablating for some reason, its
surface temperature would rapidly increase.

In runs without ablation, the effect of eccentricity damp-
ing by gas drag in the innermost disk becomes visible. Over
time, the eccentricities of planetesimals close to the star begin
to decrease and after 500 kyr, a population of planetesimals
with small and close-to circular orbits emerges. This population
does not appear in the ablation simulations since planetesimals
become completely ablated before they are circularized.

The disk parameters of the nominal simulation correspond
to a young and relatively massive disk. The surface density
of disks decreases with time, meaning that both ablation and
circularization by gas drag will become less efficient. The dif-
ference between the two simulations will thus be less prominent
in older disks and, just like ablation, it will occur closer to the
star. This means that as the disk evolves with time and ablation
becomes inefficient, planetesimals should eventually survive in

the asteroid belt region. Finally, we would like to highlight that
ablation is a process which occurs in the presence of a major gas
component and it could not occur for planetesimals with similar
surface temperatures in a system without gas (e.g., comets).

Appendix B: Comments on crust formation

In this work, we assume that solid grains embedded in the ice
are released along with the vaporized ices. In a scenario where
the outflow of vapor is too small to carry along the solid grains,
we might instead expect that a dry dust mantle would build up.
Once this mantle has become thick, it would severely limit fur-
ther mass loss. Here, we present a few arguments for why this
should not be the case for the efficiently ablating planetesimals
in our simulations.

In Appendix A, we show that if an efficiently ablating plan-
etesimal suddenly stops ablating, then the lack of cooling due
to latent heat of vaporization causes the surface temperatures to
increase by up to several hundred degrees. In other words, if a
dust mantle starts to build up and begins to limit the amount of
mass loss via ablation, the surface temperature quickly increases.
A similar effect has been studied in the case of comets, although
the heating source is different (Orosei et al. 1995; Coradini et al.
1997; Prialnik 1997). The main differences are that: (1) planetes-
imals can reach much higher surface temperatures than comets if
the gas densities are high, which goes against the sustainability
of a dust mantle; and (2) the strong headwind around the plan-
etesimals should blow of the dust that is lifted up (whereas dust
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Fig. B.1. Initial vertical velocity for mm-sized pebbles in the outflowing CO2 gas caused by surface ablation. The calculation is done for planetesi-
mals around perihelion in the nominal Solar System simulation. Pebbles are released along with the gas in the case of high eccentric planetesimals
interior of Jupiter’s orbit. Lighter gas molecules, smaller pebble sizes, and increased surface temperatures due to a lack of cooling from release of
latent heat of vaporization would result in more pebbles being released in this plot.

Fig. B.2. Comparison between the saturated vapor pressure and the
gravitational pressure at 0.1 m and 1 m below the surface of a 100 km-
sized planetesimal at different temperatures and for different molecules.
The temperature down to 1 m below the surface is assumed to be the
same as on the surface. The temperature needs to be about twice as
high when considering H2O molecules than when considering CO2

molecules in order for the vapor pressure to win over the gravitational
pressure.

can fall back onto comets). The formation of dust mantles in the
case of planetesimals is thus more difficult than in the case of
comets, and even for comets it is not a process which always
occurs (Prialnik 1997).

The process described above relies on the presence of a sig-
nificant gas component, which is the case for planetesimals on
short orbits in young disks. Further away from the star, where
the gas density is lower and ablation less efficient, this process is
much less dramatic and a dust mantle might be allowed to form;
however, since planetesimals in this region do not ablate very
efficiently to begin with, the effect should not modify our results
significantly. The production of a dust mantle will also get eas-
ier with time, as the gas density decreases and ablation becomes
less and less efficient.

In order to further validate our method we have performed
a calculation to check whether the escaping gas from planetesi-
mals is strong enough to carry mm-sized pebbles along with it.
This is assumed to be the case when the drag force exerted on
a pebble by the outflowing gas is stronger than the gravitational

pull of the planetesimal (we ignore the centrifugal correction on
the gravity of the planetesimal). Because of the strong headwind
in the disk, any pebble that is lifted up from the surface will be
immediately carried away by the headwind. As previously men-
tioned, this is in contrast with the activity of airless bodies such
as comets for which dust grains should fall back if their velocity
is smaller than the escape velocity of the body.

The initial vertical velocity of a pebble at the surface is
calculated as:

v0 = vth − GMplts
R2

pl

. (B.1)

Here, vth is the outflow speed of the gas molecules and we
perform the calculation for CO2 molecules. The density of the
outflowing gas is calculated as:

ρ=
ṁabl

Aplvth
, (B.2)

where Apl is the surface area of the planetesimal. The relative
velocity between the pebble and the gas, which is required to
calculate the stopping time, is then simply

vrel = v0 − vth = GMplts
R2

pl

. (B.3)

Since ts depends also on vrel this equation has to be solved using
a bisection method.

The results from this calculation is presented in Fig. B.1
for planetesimals close to perihelion in the nominal Solar Sys-
tem simulation. In this plot, a pebble is being ejected from the
planetesimal when its initial vertical velocity is larger than 0.
The results show that pebbles are lifted up by the escaping gas
in the case of the most efficiently ablating planetesimals. As
explained earlier, ablating planetesimals that start to build up a
dust mantle would obtain significantly increased surface temper-
atures. The corresponding initial vertical velocity of pebbles on
those planetesimals would then increase, leading to many more
pebbles released than what is suggested by the plot. The above
calculation is performed for CO2 molecules. Using H2O or CO
molecules instead results in higher pebble velocities, provided
the ablation rate is the same. The pebble size also affects the cal-
culation, with larger pebbles being more difficult to achieve lift
off the surface (e.g., Orosei et al. 1995).
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Finally, we ask whether a potential crust would have sur-
vived the pressure from the vapor sublimated underneath its
surface. To answer this, we performed a simple calculation where
we compare the saturated vapor pressure with the gravitational
pressure at 0.1 m and 1 m below the surface of a 100 km-sized
planetesimal, assuming constant density, hydrostatic equilibrium
and that the temperature down to 1 m below the surface is the
same as on the surface. The result of this calculation is presented
in Fig. B.2. When considering CO2 vapor, a temperature of about
120–130 K is required to blow off the crust, for H2O a tempera-
ture of 220–240 K is required. Comparison with the top panel of
Fig. A.1 shows that these temperatures are obtained for planetes-
imals sitting inside and interior of Jupiter’s scattered disk in the
case of CO2 vapor, and for highly eccentric planetesimals inte-
rior of Jupiter’s orbit in the case of H2O vapor. Any crust that
forms in these regions of the disk is thus likely to be blown off.
If a crust were to form further out in the disk on the other hand,
it would likely remain and limit any further ablation from the
planetesimal surface. However, we note that the formed crust is
likely to be porous with a density smaller than what is assumed
for this calculation, so the temperatures required to blow off the
crust would be lower than what is suggested in Fig. B.2.

Appendix C: Saturated vapor pressure

Fig. C.1. Saturated vapor pressure as a function of planetesimal surface
temperature for H2O, CO2 and CO ice. The dotted lines mark our floor
values, which are used for numerical reasons.

Figure C.1 shows the saturated vapor pressure as a function of the
planetesimal surface temperature. The saturated vapor pressure
is calculated using polynomial expressions from Fray & Schmitt
(2009). These expressions are valid in the following temperature
range: 0–273.16 K, 40–216.58 K, and 14–68.1 K for H2O, CO2,
and CO ice, respectively. Looking at Fig. C.1, there is a smooth
extrapolation to temperatures above the stated temperature range
for all ices. This is not the case below the temperature range.
For CO2 and CO ice the polynomial turns upwards at low tem-
peratures; therefore, we introduce floor-values at 40 K and 14 K,
respectively. For H2O the polynomial heads to minus infinity as
the temperature decreases; therefore, we introduce a floor-value
at 60 K to prevent numerical issues. Additional tests show that
lowering this floor-value does not affect the results. Since there
are no issues at the upper temperature range, we do not introduce
any similar constraints there.

Appendix D: Mass ablation rate

Fig. D.1. Mass ablation rate as a function of semimajor axis for H2O,
CO2, and CO ice. The planetesimal surface temperature is set to equal
integer multiples of the disk temperature. The mass of one planetesimal
is marked as a purple line on the plot; above this line, a planetesimal
becomes completely ablated within one year.

Figure D.1 shows the mass ablation rate as a function of the
semimajor axis for H2O, CO2, and CO ice (calculated using
Eq. (17)). The ablation of H2O ice is only efficient in the very
innermost part of the disk and does not generate very high abla-
tion rates. The ablation rates for CO ice are on the contrary high
enough to completely sublimate a planetesimal on a ∼10 au cir-
cular orbit within a year. Planetesimals formed beyond the CO
iceline should thus lose mass much further out in the disk than
planetesimals formed interior of the CO iceline. The ablation
rates for CO2 ice lie in between the ablation rates for H2O and
CO ice.

Appendix E: Varying the gap width and the
planetesimal formation location

The planetesimals in our simulations are initiated between 1–2
Hill radii away from the planets, which is roughly the region in
which planetesimals form in Paper I. The formation location in
Paper I is strongly affected by (1) the width and depth of the
planetary gap; and (2) our assumption that the planetesimals
form at the location where the SI is triggered. Regarding (1):
There are numerous gap prescriptions in the literature and they
often disagree on the resultant gap shape. Wider gaps result in
planetesimal formation further from the planet and deeper gaps
result in planetesimals forming in a narrower region. Further-
more, 1D simulations generally produce deeper and narrower
gaps than their 2D or 3D analogs. Regarding (2), Carrera et al.
(2021) performed 3D simulations of the streaming instability in
the presence of a pressure bump and found that the planetesimals
form inward of the pressure bump that initiated their growth, so
not at the exact location where the SI is triggered. Taken together,
this means that we do not know exactly where the planetesimals
form relative to the planet location. The formation location might
be both closer or further away from the planet than it is in our
simulations.

In order to study how different formation locations affect our
results, we performed three nominal Solar System simulations
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Fig. E.1. Eccentricity, semimajor axis, and surface temperature evolution for three nominal Solar System simulations with 500 planetesimals per
simulation and varying planetesimal formation locations. In the top panel, the planetesimals are initiated between 1 and 3 Hill radii away from the
planets, in the middle panel between 3 and 5 Hill radii, and in the bottom panel between 5 and 7 Hill radii. The solid black lines mark the perihelia
of the planets. Eccentricity excitation occurs much earlier and at a much faster speed for planetesimals initiated close to the planets. When the
planetesimals are initiated between 5 and 7 Hill radii away from the planets, a population of planetesimals still remain around their birth location
at the end of the simulation.

Fig. E.2. Distribution of ablated mass as a function of semimajor axis (left) and time (right) for the same three simulations as in Fig. E.1. Left:
Distribution of ablated mass across the disk after 1 Myr. The values on the y-axis represent the amount of mass that has been ablated in a 0.2 au
semimajor axis bin. The dotted lines mark the semimajor axes of the planets. The distribution of ablated mass is very similar in all three simulations,
with the majority of mass being lost either just within or just outside of Jupiter’s orbit. Right: Total amount of mass that has been ablated as a
function of time for the same data as in the left plot. The colored lines show the average over the five simulations and the colored region shows the
one standard deviation away from this value. The ablation rate decreases as the planetesimal formation location with regard to the planet increases;
however, the ablation continues for a longer period of time.
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where we placed the planetesimals at either 1–3, 3–5, or 5–7 Hill
radii away from the planets and extended the simulation time to
1 Myr. The gas surface density profile was kept unchanged. The
results of these simulations are presented in Figs. E.1 and E.2.
Generally, the excitation of the orbital eccentricities is slower
when the planetesimals are formed further away from the plan-
ets. Because of this, some planetesimals are still located close
to their birth locations at the end of the simulation. The slower
orbital excitation also results in lower ablation rates, especially
in the beginning of the simulation; however, the ablation contin-
ues for a much longer period of time. This would result in the
flux of pebbles through the midplane being lower, but persisting
for a longer time. The presented results indicate that ablation is
important also for planetesimals forming further away from the
planets, but it happens on a longer timescale.

In the above simulations, we only varied the formation loca-
tion of the planetesimals, not the shape of the planetary gas-gap.
Narrower gaps will result in mass loss closer to the planet loca-
tion, and shallower gaps will result in that more mass is lost
around the planet location. We confirmed this by performing a
simulation with half the gap-width and a much shallower gap.
We found that the total amount of mass loss did not change, only
the distribution of the ablated material around the location of the
planets did, in fact, change.

Appendix F: Dynamical evolution of six
planetesimals

Figure F.1 shows the dynamical evolution for the same 6 plan-
etesimals as in Fig. 3. The “red” planetesimal forms at the gap
edge of Jupiter, and is a member of Jupiter’s scattered disk until
it obtains a strong kick and becomes a member of Saturn’s scat-
tered disk, where it remains until the end of the simulation. The
“yellow” planetesimal is a member of Jupiter’s scattered disk for
a few thousand years, until a kick by Jupiter places it on an orbit
interior of the scattered disk, where it quickly becomes ablated.
The “green” planetesimal is a member of Jupiter’s scattered disk
during most of its lifetime until it is kicked towards the sun and
becomes ablated.

The “light-blue” planetesimal forms at the gap edge of Sat-
urn, and sits on an orbit just within Saturn’s scattered disk for
about 150 kyr, when it is then scattered towards Jupiter’s scat-
tered disk and obtains a large eccentricity, which increases with
time until the planetesimal leaves the simulation domain. The
“dark-blue” planetesimal is a member of Saturn’s scattered disk
for 50 kyr, until a strong encounter with Saturn places it on an
orbit interior of Jupiter, where it becomes circularized. The “pur-
ple” planetesimal is a member of Saturn’s scattered disk for most
of its lifetime, except during a brief period where it has an orbit
that is slightly outside the scattered disk.

Fig. F.1. Semimajor axis and eccentricity evolution for the same data as in Fig. 3, with the same color-coding. Planetesimals formed at Jupiter’s
gap edge are plotted in the top panels, and planetesimals formed at Saturn’s gap edge are plotted in the bottom panels. Left: evolution of the
planetesimals semimajor axis (thick colored lines), perihelion, and aphelion (thin colored lines). The semimajor axes, perihelia and aphelia of
Jupiter and Saturn (thick and thin black lines) are included as well. Right: eccentricity and semimajor axis tracks, with dots to mark 100 kyr of
evolution. The black lines mark the perihelia of Jupiter and Saturn.
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ABSTRACT

Observations and models of giant planets indicate that such objects are enriched in heavy elements compared to solar abundances. The
prevailing view is that giant planets accreted multiple Earth masses of heavy elements after the end of core formation. Such late solid
enrichment is commonly explained by the accretion of planetesimals. Planetesimals are expected to form at the edges of planetary
gaps, and here we address the question of whether these planetesimals can be accreted in large enough amounts to explain the inferred
high heavy element contents of giant planets. We performed a series of N-body simulations of the dynamics of planetesimals and
planets during the planetary growth phase, taking gas drag into account as well as the enhanced collision cross section caused by the
extended envelopes. We considered the growth of Jupiter and Saturn via gas accretion after reaching the pebble isolation mass and we
included their migration in an evolving disk. We find that the accretion efficiency of planetesimals formed at planetary gap edges is
very low: less than 10% of the formed planetesimals are accreted even in the most favorable cases, which in our model corresponds
to a few Earth masses. When planetesimals are assumed to form beyond the feeding zone of the planets, extending to a few Hill radii
from a planet, accretion becomes negligible. Furthermore, we find that the accretion efficiency increases when the planetary migration
distance is increased and that the efficiency does not increase when the planetesimal radii are decreased. Based on these results, we
conclude that it is difficult to explain the large heavy element content of giant planets with planetesimal accretion during the gas
accretion phase. Alternative processes most likely are required, such as accretion of vapor deposited by drifting pebbles.

Key words. Planets and satellites: formation — Protoplanetary discs — Planet-disc interactions

1. Introduction

Matching interior structure models of Jupiter and Saturn to their
measured gravity fields requires that the planets have a mini-
mum heavy-element content of ∼20 M⊕, with upper bounds that
are much higher and depend heavily on what model assump-
tions are used (e.g., Helled & Guillot 2013; Wahl et al. 2017;
Helled 2018). Similarly, results from structure models of transit-
ing planets show that extrasolar giants typically are enhanced in
heavy elements, with estimated heavy element masses ranging
from ∼10 − 100 M⊕ (Guillot et al. 2006; Miller & Fortney 2011;
Thorngren et al. 2016). Such large masses suggest that there are
significant amounts of heavy elements in the H/He envelopes, in-
dicating that giant planets typically have enriched atmospheres.
Provided that envelope enrichment does not occur via erosion
of the initial core alone (Stevenson 1982), this implies that mul-
tiple Earth masses of heavy elements must have been accreted
after the end of core formation.

Late heavy-element enrichment is often explained by the ac-
cretion of planetesimals (e.g., Alibert et al. 2018). In order to
match the estimated heavy-element contents of giant planets, a
massive wide-stretched disk of planetesimals typically has to be
assumed for studies of this process (e.g., Venturini & Helled
2020; Shibata et al. 2020). However, simulations of planetesi-
mal formation via the streaming instability (SI), which is one
of the favored mechanisms for forming planetesimals (Nesvorný

et al. 2019), suggests that planetesimals form in regions with lo-
cally enhanced solid-to-gas ratios (Youdin & Goodman 2005;
Johansen et al. 2009; Lyra et al. 2009; Bai & Stone 2010; Car-
rera et al. 2015; Yang et al. 2017). One such naturally occurring
region is in the pressure bump generated at the edges of plane-
tary gaps, where inward drifting pebbles are trapped (Stammler
et al. 2019; Eriksson et al. 2020; Carrera et al. 2021).

In Eriksson et al. (2021), we studied the dynamical evolu-
tion of planetesimals formed at planetary gap edges, keeping
the planet masses and locations fixed. We found that planetes-
imals are strongly scattered and that they leave their birthplace
shortly after formation. In this study, we determine the amount of
planetesimals that eventually collide with a planet, considering
both planet migration and growth, and we investigate whether
the delivered mass is high enough to explain the large heavy el-
ement masses in giant planets. We therefore performed a suite
of N-body simulations, including the effect of gas drag on the
planetesimals and the enhanced collision cross section caused by
the extended planetary envelope. We focus on the formation of
the Solar System’s two gas-giant planets, Jupiter and Saturn, as
both are massive enough to open up deep gaps in the disk, and
thus they likely had planetesimals forming at their gap edges.
We consider two different formation pathways for the planets,
where one leads to a large-scale planetary migration, while the
second one leads to a migration over a few au only. We contin-
uously formed planetesimals at the gap edges from the moment
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gas accretion initiated, that is to say when the pebble isolation
mass was reached (Miso, Lambrechts et al. 2014; Bitsch et al.
2018), until the time of disk dissipation. By further varying the
planetesimal size and the formation location of the planetesimals
relative to the planet, we explored the sensitivity of the accretion
efficiency to these parameters.

In Sect. 2, we present our models for disk evolution and
planet formation, as well as the setup of our simulations. We
present the results of our simulations in Sect. 3, where we show
that the accretion efficiency of planetesimals formed at planetary
gap edges is low, leading to the accretion of only a few Earth
masses of planetesimals in the most favorable cases. In Sect. 4
we compare our results to the estimated heavy-element content
of giant planets, and we reach the conclusion that alternative pro-
cesses most likely are required in order to explain the high heavy
element masses inferred from observations. The key findings of
the paper are summarized in Sect. 5. Further information about
our model and some additional figures can be found in Appendix
A-C.

2. Model

In this section we describe the ingredients and parameters of our
simulations. We start by introducing our model for the struc-
ture and evolution of the protoplanetary disk. Planetesimals that
move through the disk experience a drag force, which we ac-
count for following the method outlined in Eriksson et al. (2021).
Our model for planetary evolution contains planet migration, gas
accretion, and gap opening. Collisions between planets and plan-
etesimals are detected using a direct search method, which re-
quires the capture radius of the planet being known. We used the
approximation from Valletta & Helled (2021) for planets that
have attained a gaseous envelope (planets with masses above
the pebble isolation mass), and assumed that the capture radius
is equal to the core radius for lower planetary masses. Finally
we describe the numerical setup and initialization of our N-body
simulations.

2.1. Disk model

The evolution of the unperturbed surface density Σunp was mod-
eled using a standard alpha-disk model, which is dependent on
the disk accretion rate Ṁg and the scaling radius rout (Lynden-
Bell & Pringle 1974). The kinematic viscosity was approximated
as

ν = αΩH2, (1)

where α is the viscosity parameter,Ω is the Keplerian angular ve-
locity, and H is the scale height of the gaseous disk (Shakura &
Sunyaev 1973). We considered the scale height to be H = cs/Ω,
where cs is the sound speed. The disk’s midplane temperature
was approximated using a fixed power-law structure for a pas-
sively irradiated disk (Chiang & Goldreich 1997). The disk ac-
cretion rate is given by the standard viscous accretion rate minus
the rate at which gas was removed by photoevaporation Ṁpe,
which we considered to be a constant in time (see Appendix A
for details on our disk model).

Massive planets perturb their birth disks by pushing material
away from the vicinity of their orbits, leading to gap opening.
We used a simple approach with Gaussian gap profiles to model
these gaps. The height of the Gaussian was determined by the
depth of the gap (see Section 2.4), and the width was considered
to be one gas scale height at the planet location. Finally, in order

to obtain the gas density at some height, z, over the midplane, we
assumed vertical hydrostatic equilibrium for the gas in the disk.

2.2. Migration

For the migration of planets we followed Kanagawa et al. (2018),
who found that embedded planets experience a torque which is
equal to the classical type-I torque multiplied by the relative gap
height, resulting in the following migration rate:

ṙ = ṙI ×
Σgap

Σunp

(2)

(see Eq. 3-4 in Johansen et al. (2019) for the classical type-I
migration rate). This results in little or no migration before the
planet reaches a few Earth masses, fast migration during the last
stages of pebble accretion and the first stages of gas accretion,
and slow migration during runaway gas accretion when the gap
has become deep. For the implementation of migration into the
N-body code we followed Cresswell & Nelson (2008), who pro-
vide the timescales for radial migration as well as the associated
eccentricity and inclination damping. The corresponding accel-
erations were then directly applied to the planets at fixed time
intervals.

2.3. Gas accretion

Protoplanets can accrete gaseous envelopes already during the
early phases of core formation. During this stage the heating
of the envelope from the flux of pebbles prevents it from con-
tracting onto the planet. At a later stage, when the protoplanet
reaches the pebble isolation mass and the flux of pebbles stops,
the envelope contracts. This is the first stage of significant gas ac-
cretion; however, even before this stage, some small amounts of
highly polluted gas can become bound to the protoplanet inside
its Hill sphere (Bitsch et al. 2015). We followed the assumption
of Bitsch et al. (2015) that 10% of the material accreted by the
planet prior to the pebble isolation mass is in gas, so that the final
mass of the core is 0.9 × Miso. We note that this is a simplifica-
tion, and in reality the gas fraction is expected to increase as the
core grows more massive (Valletta & Helled 2020).

The gas accretion rate of a protoplanet during the contrac-
tion phase (also known as the attached phase) is highly uncertain
and there are several prescriptions to describe this stage, many
of which are vastly different. In this work we use the following
two different prescriptions: scheme 1 results in a short contrac-
tion phase, while scheme 2 leads to a relatively long contraction
timescale. In scheme 1 we followed the gas accretion model out-
lined in Johansen et al. (2019) (Eq. 38-40). The envelope’s con-
traction occurs on the Kelvin-Helmholtz timescale, which de-
pends on the planetary mass Mp and the envelope’s opacity κ
(Ikoma et al. 2000). For large planetary masses, this accretion
rate becomes higher than what the disk can supply. At this point
the planet enters the runaway gas accretion phase (also known
as the detached phase), and the growth becomes limited by the
rate at which gas can enter the Hill sphere (Tanigawa & Tanaka
2016). As an additional constraint, the planet cannot accrete at a
rate which is higher than the global disk accretion rate Ṁg. Fur-
thermore, Lubow & D’Angelo (2006) found that even high mass
planets cannot block all gas from passing the gaps, and that the
protoplanets do not accrete at a rate higher than 75-90% of the
disk’s accretion rate. Therefore, we limited the maximum gas ac-
cretion rate to 80% of the disk’s accretion rate. The gas accretion
rate onto the planet in scheme 1 was then considered to be the
minimum of the three aforementioned rates.
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In scheme 2 we roughly followed the gas accretion model
which was used in Bitsch et al. (2015). During the contraction
phase, which is defined as Menv < Mcore here, the envelope con-
tracts on a long timescale while accreting some gas. The accre-
tion rate during this phase depends on the envelope opacity, the
core density ρcore, the mass of the core and envelope, and the disk
temperature (see Eq. 17 in Bitsch et al. (2015), originally derived
in Piso & Youdin (2014)). Runaway gas accretion initiates when
Menv > Mcore, and for this phase we used the gas accretion rate
from Tanigawa & Tanaka (2016), which is the same as in scheme
1. Furthermore, we also limited gas accretion to 80% of the disk
accretion rate throughout the entire process. The dependence of
all of the aforementioned gas accretion rates on the planetary
mass is plotted in Fig. B.1.

2.4. Gap depth

For the relative depth of the planetary gaps, we followed Jo-
hansen et al. (2019), who show that the gap depth scales with
the pebble isolation mass as follows:

Σgap

Σunp

=
1

1 +
( Mp

2.3Miso

)2 . (3)

We used the fit from Bitsch et al. (2018) to calculate the pebble
isolation mass, which depends on the turbulent viscosity αt and
the unperturbed radial pressure gradient of the disk ∂ ln P/∂ ln r.
We used an unperturbed surface density gradient of −15/14,
which results in a radial pressure gradient of −2.7857.

2.5. Numerical setup and initialization

Table 1 lists the parameter values used in our simulations.
The simulations were performed with the N-body code RE-
BOUND and executed using the hybrid symplectic integrator
MERCURIUS (Rein & Liu 2012; Rein et al. 2019). The WH-
FAST time step was set to be one twentieth of Jupiter’s cur-
rent dynamical timescale, and we only performed disk evolution,
migration, and gas accretion on this time step. The planets and
the central star were added as active particles, and the planetesi-
mals were added as test particles. We used a central star of solar
mass and solar luminosity. Collisions were detected using a di-
rect search algorithm and resulted in perfect merging. Particles
that left the simulation domain, which is centered on the sun and
stretches 100 au in the x and y direction and 20 au in the z direc-
tion, were recorded and removed from the simulation.

The protoplanetary disk was modeled using a linear grid with
1000 grid cells, stretching from 0.1 to 100 au. We used standard
values of 75 au for the scaling radius and 10−2 for the viscosity
parameter. The initial disk accretion rate was set to 10−7 M� yr−1,
and we chose the photoevaporation rate such that the disk ob-
tained a lifetime of 3 Myr. We continued the orbital integration
for an additional 7 Myr after disk dispersal.

We modeled Jupiter’s formation starting at the pebble iso-
lation mass, and for Saturn we also included a prescription for
the growth of the core. The reason is that in our model, Jupiter
reaches the pebble isolation mass and begins to form planetesi-
mals at the gap edge earlier than Saturn, and while we assume
that there is no planetesimal formation at Saturn’s gap edge dur-
ing core formation, the formation of its core could still dynami-
cally effect the planetesimals formed at Jupiter’s gap edge. The
initial semimajor axis and formation time of the planets are de-
termined in Section 3.1. The initial orbital eccentricity and in-

Table 1. Parameters used throughout the simulations. The parameters
which were varied are marked with an asterisk (∗).

Parameter Value
Planet

e0 10−3 initial eccentricity
i0 10−3 initial inclination
ρcore 5.5 × 103 kg m−3 density of core

κ 5 × 10−2 m2 kg−1 opacity of envelope
Planetesimal

Npl 104 number of planetesimals
Rpl 105, 104, 300 m radius∗
ρpl 103 kg m−3 density
apl 2 − 3, 4 − 5 RH initial location rel planet∗
epl,0 ∼ 5 × 10−3 initial eccentricity
ipl,0 ∼ 5 × 10−3 initial inclination

Disk
rout 75 au scaling radius
Ṁg(t = 0) 10−7 M� yr−1 initial disk accretion rate
Ṁphoto 5.9 × 10−9 M� yr−1 rate of photo evaporation
tevap 3 Myr disk lifetime
α 10−2 viscosity parameter
αt 10−4 turbulent parameter
ε 1% solid-to-gas ratio

Grid
Ngrid 1000 number of gridcells
r1 0.1 au innermost grid point
r1000 100 au outermost grid point

Simulation
dt 0.6 yr WHFAST time step
tmax 10 Myr simulation time

clination were set to 10−3, and we used a constant opacity of
5 × 10−2 m2 kg−1 for the gaseous envelope.

Each simulation contained a total of 10,000 planetesimals,
which were injected at the gap edges ten at a time from the be-
ginning of the simulation until disk dissipation. Given the for-
mation times provided in Table 2, this means that we injected
ten planetesimals into the simulation roughly every 1,000 year.
The planetesimal radii were varied in between the simulations
and set to either 300 m, 10 km, or 100 km (Bottke et al. 2005;
Morbidelli et al. 2009; Johansen et al. 2015). The exact forma-
tion location of planetesimals at gap edges is unknown (Carrera
et al. 2021). Here we tried two different formation locations: in
the first setup, we initiated the planetesimals uniformly between
2 and 3 Hill radii from the planets (thus interior of the single

planet feeding zone at 2
√

3 RH); and in the second setup, we
did so between 4 and 5 Hill radii from the planets (thus exterior
of the feeding zone). The feeding zone is defined as the region
where the Jacobi energy of the planetesimals is positive (Shi-
raishi & Ida 2008). Finally, in order to provide better statistics,
we performed three simulations per parameter set.

3. Result

3.1. Planet growth tracks

Given our models for migration and gas accretion (introduced in
Section 2.2 and 2.3), we searched for growth tracks that resulted
in Jupiter and Saturn having their current mass and semimajor
axis at the time of disk dissipation. The resulting time and semi-
major axis at which the planets began to migrate and accrete gas,
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Fig. 1. Planetary growth tracks and evolution of the capture radii. Left: Planet mass versus semimajor axis evolution for Jupiter (J) and Saturn (S)
in gas accretion scheme 1 and 2. Large dots indicate a time of 2 and 3 Myr, and small dots are separated by 0.2 Myr. We started the simulation
at the time when Jupiter reached the pebble isolation mass (tiso), and further included the growth and migration of Saturn’s core. In scheme 1 the
contraction of the envelope occurs on a short timescale, resulting in fast gap opening and little migration. In scheme 2 this phase is significantly
longer, and thus the planets migrate a further distance before coming to a halt due to gap opening. Right: Capture radius versus time for the growth
tracks presented in the left panel, calculated using a planetesimal radius of 100 km. The approximation for the capture radius has three regimes:
before gas accretion is initiated, the capture radius is equal to the core radius; during the first phase of gas accretion, the envelope is enhanced,
resulting in a large capture radius; and after the onset of runaway gas accretion, the capture radius decreases by roughly two orders of magnitude,
and it takes on a value of about 1.5 times the current Jupiter radius.

Table 2. Parameters for the planet growth tracks. We note that tiso and
aiso are the time and semimajor axis at which the planet reaches the
pebble isolation mass Miso. Furthermore, acore is the semimajor axis at
which Saturn’s core has to be initiated in order for it to reach aiso at time
tiso.

Run tiso aiso Miso acore

J1 2.04 Myr 7.61 au 13.50 M⊕
S1 2.55 10.94 18.42 12.38 au
J2 1.79 13.41 21.93
S2 2.30 13.52 22.09 16.17

as well as the corresponding pebble isolation mass, can be found
in Table 2. According to these results, Saturn reaches the pebble
isolation mass much later than Jupiter. We began our simulations
at the time when Jupiter reached the pebble isolation mass, and
although we assumed that planetesimals do not form at Saturn’s
gap edge during core formation, the formation of Saturn’s core
could still dynamically affect the planetesimals that formed at
Jupiter’s gap edge. Therefore we also included the growth and
migration of Saturn’s core in our simulations.

Rather than calculating the actual pebble accretion rate at
each iteration, we used a simple approach for Saturn’s core
growth. We initiated the core at 0.1 M⊕ at the beginning of the
simulation, and grew it up to Miso following a reasonable growth
rate, which we chose to be Mcore ∝ t2. This growth rate is slightly
shallower than the growth rate suggested by pebble accretion
(Mcore ∝ t3 in the 3D regime, see e.g., Morbidelli et al. 2015);
however, the effect on the simulation’s outcome should be neg-
ligible (as is shown in Section 3, accretion onto Jupiter happens
before the planetesimals have any chance to dynamically interact
with Saturn’s core). We note that during this phase, 10% of the
accretion is assumed to be in the form of gas, so that the actual
core mass is 90% of the above mass (see Section 2.3). Finally
we also considered the migration of the core, which was per-

formed using our normal migration prescription. The semimajor
axis where the core needs to be initiated in order for Saturn to
reach the pebble isolation mass at the right location is listed in
the last column of Table 2.

The resulting growth tracks are presented in the left panel of
Fig. 1, where 1 and 2 denote gas accretion scheme 1 and gas ac-
cretion scheme 2, respectively. In scheme 1 the envelope’s con-
traction occurs on a relatively short timescale, leading to quick
gap opening and little migration. In scheme 2 the contraction
phase is significantly longer, and as a result the planet migrates
much farther before runaway gas accretion is initiated. Gravi-
tational perturbations from Jupiter cause some variations in the
growth track of Saturn’s core, but these are too small to have
any impact on the simulation’s outcome. The corresponding time
evolution of the capture radius for these growth tracks is pre-
sented in the right panel of Fig. 1. The capture radius during gas
accretion was calculated using the approximation from Valletta
& Helled (2021), which has two regimes depending on whether
the planet is in the attached phase (Menv < Mcore) or the detached
phase (Menv > Mcore). For the detached phase, we used the fit
obtained at 107 yr. During the attached phase the envelope is en-
hanced, resulting in a large capture radius. This phase ends once
runaway gas accretion initiates, and the capture radius decreases
to about 1.5 times the current Jupiter radius.

3.2. Dynamical evolution of planetesimals

Planetesimals were continuously injected into the simulation un-
til the time of disk dissipation, following the procedure outlined
in Section 2.5. We make two important assumptions regarding
planetesimal formation: (1) there is no planetesimal formation at
the gap edges before the pebble isolation mass has been reached;
and (2) all pebbles that reach the gap edges are trapped and
immediately converted into planetesimals. Taken together, this
means that when Saturn reaches the pebble isolation mass, the
drift of pebbles toward Jupiter is terminated. The time it takes
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Fig. 2. Eccentricity and semimajor axis evolution for the planetesimals in some selected simulations. Each simulation has a total of 10,000
planetesimals being injected continuously until the time of disk dissipation. The black dots indicate the current mass and location of Jupiter and
Saturn. The black lines are lines of equal Tisserand parameter going through the planet location (solid line) and the planet location offset by 5 Hill
radii (dashed line). Planetesimals initiated inside the feeding zone of the planet (labeled 2 − 3 RH) suffer from stronger and faster scattering than
those initiated outside the feeding zone (labeled 4 − 5 RH). Decreasing the planetesimal size leads to more gas drag and lower eccentricities, and it
results in a population of circularized planetesimals interior of Jupiter.

for the remaining pebbles to reach Jupiter’s gap edge after this is
relatively short, only 103 − 104 yr, and therefore we assume that
planetesimals cease to form at Jupiter’s gap edge when Saturn
reaches the pebble isolation mass. Fig. 2 shows the time evolu-
tion of the eccentricities and semimajor axes of the planetesimal
orbits, and how they vary with the following: 1) the initial forma-
tion location relative to the planet; 2) the planetesimal size; and
3) the different gas accretion schemes. Lines of equal Tisserand
parameter for coplanar orbits are included in the figure and can
be used to understand the planet scattering.

The effect of varying the initial formation location of the
planetesimals is shown in row 1 and 3 of Fig. 2. Initiating the
planetesimals inside the feeding zone of the planet results in
faster and stronger scattering compared to the case when they
are initiated outside of the feeding zone. The number of plan-
etesimals scattered into the inner Solar System is also signifi-
cantly higher in the former case (see also Fig. C.2). The amount
of planetesimals which are scattered beyond the simulation do-
main does, however, not vary with the formation location, which
can be seen in Fig. 3. Regardless of the formation location, most
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Fig. 3. Histogram showing the total planetesimal mass that has either been accreted onto the planets, that remains in the system at the end of the
simulation, or that has been scattered beyond the simulation domain for all simulations in gas accretion scheme 1 (left) and gas accretion scheme
2 (right). Small planetesimals experience more efficient gas drag than large planetesimals, and they are retained in the system at a higher rate.

planetesimals that remain in the system past disk dispersal are
located in a disk beyond Saturn.

In row 2 and 4 of Fig. 2, we show how the dynamical evolu-
tion changes when we decreased the planetesimal size. Smaller
planetesimals are more affected by gas drag than larger planetes-
imals, and therefore their eccentricities are more damped. Inte-
rior of Jupiter the gas density is high enough to circularize small
planetesimals, resulting in a stable population of planetesimals
that remain until the end of the simulation. This population has
low eccentricities in the case of 300 m-sized planetesimals; it has
eccentricities up to around 0.4 in the case of 10 km-sized plan-
etesimals; and it does not exist at all in the case of 100 km-sized
planetesimals. Furthermore, there is a small population of plan-
etesimals located around the outer 3:2 resonance with Jupiter,
which appears early on and remains until 10 Myr. As expected,
the number of planetesimals that are left in the system at the end
of the simulation increases with decreasing planetesimal size,
which is because of the stronger gas drag (see Fig. 3).

Finally, the effect of changing the gas accretion scheme can
be seen by comparing the two upper rows with the two lower
rows in Fig. 2. Since the planets migrate larger distances in
scheme 2, planetesimals form in a wider region of the disk. A
significant amount of the planetesimals formed at Saturn’s gap
edge become detached from the scattering region due to planet
migration (recognized by being located beyond and below the
equal Tisserand parameter lines), resulting in a broader planetes-
imal disk in scheme 2. Toward the end of the simulation, there
are more planetesimals remaining in the system with gas accre-
tion scheme 2 (see Fig. 3).

3.3. Planetesimal accretion

In order to calculate the mass represented by each super-particle,
we assumed that the pebbles follow the viscous evolution of the
disk (Johansen et al. 2019), and that all pebbles which reach the
gap edge are converted into planetesimals. The planetesimal for-
mation rate is then simply 1% of the disk accretion rate (photo-
evaporation is not considered in this calculation as it only af-
fects the gas component of the disk), and the total planetesimal
mass that forms in the simulation was calculated by integrating
0.01×Ṁg from tiso,jup to tevap. With these assumptions, we formed

23.8 M⊕ of planetesimals in scheme 1 and 32.3 M⊕ in scheme 2.
The total planetesimal mass that formed at each individual gap
edge is 14.1 M⊕ for Jupiter in scheme 1, 9.7 M⊕ for Saturn in
scheme 1, 16.2 M⊕ for Jupiter in scheme 2, and 16.1 M⊕ for Sat-
urn in scheme 2. Since the disk accretion rate decreases with
time, the super-particles that formed in the beginning of the sim-
ulation are much more massive than those that formed toward
the end. Given the assumed solid-to-gas ratio, disk model, and
formation time of Jupiter, the above masses represent an upper
limit on the formed planetesimal mass.

In Fig. 3 we show, for each simulation, how much of the total
planetesimal mass that has either been accreted onto the planets,
remains in the system, or has been scattered beyond the simu-
lation domain at the end of the simulation. Fig. 4 shows how
much of the planetesimal mass has been accreted onto Jupiter
and Saturn, along with the corresponding accretion efficiency.
The first thing to be noticed is that the maximum accretion ef-
ficiency in any simulation and for any planet is < 10%, and the
highest amount of solid material accreted onto Jupiter and Saturn
is 3.2 M⊕ and 2.3 M⊕, respectively. This shows that planetesimal
accretion during the gas accretion phase of giant planet forma-
tion is a very inefficient process.

A comparison of the simulation results shows that initializing
the planetesimals inside the feeding zone of the planet results in
a lot more collisions than placing them outside of the feeding
zone. This is partly because a fraction of the planetesimals that
formed within the feeding zone were captured immediately after
formation due to the enhanced envelope (see Fig. 1 and C.3).
The planetesimals that formed beyond the feeding zone are too
far away from the planet to be affected by the enhanced envelope,
and they only suffer from strongly unfocused collisions later on
during the evolution.

As mentioned above, decreasing the planetesimal size results
in more gas drag. Furthermore, it also results in an increased cap-
ture radius of the planets during the enhanced envelope phase
(Valletta & Helled 2021), as smaller planetesimals can be cap-
tured further up in the atmosphere. The combined effect on the
accretion efficiency of planetesimals, however, turns out to be
small. In the case of Jupiter, we found that 300 m-sized planetes-
imals are accreted at a 30% lower rate than 10 and 100 km-sized
planetesimals when formed inside the feeding zone. This is be-
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Fig. 4. Total accreted planetesimal mass onto Jupiter and Saturn, and the corresponding accretion efficiency for all simulations in gas accretion
scheme 1 (left) and gas accretion scheme 2 (right). The accretion efficiency is much higher for planetesimals that formed inside the feeding zone,
and it does not change significantly with planetesimal size. The maximum accretion efficiency obtained for any planet is < 10%, which corresponds
to a mass of ∼3 M⊕.

cause if the planetesimals are not accreted immediately, they are
scattered and eccentricity damping through gas drag quickly puts
them out of the feeding zone, resulting in fewer planetesimals
crossing Jupiter’s orbit. In the case of Saturn, we found no dif-
ference between using small and large planetesimals. Some au-
thors have suggested that using small planetesimals might solve
the problem of the low planetesimal accretion efficiency (e.g.,
Alibert et al. 2018), but our results show that this is not the case
for planetesimal accretion during the gas accretion phase.

When comparing the accretion efficiencies in scheme 1 and
2, we found that it is generally higher in scheme 2. This is be-
cause the enhanced envelope phase lasts longer in scheme 2, al-
lowing for more planetesimals to be captured just after formation
(see Fig. 1). Finally, in most of our simulations, Jupiter accreted
a higher planetesimal mass than Saturn. In Fig. C.1 we show how
the cumulative accreted planetesimal mass evolves with time.

4. Discussion

4.1. The fate of removed planetesimals

When a planetesimal is scattered beyond the simulation domain,
it is removed from the simulation. In order to get an idea of how
the planetesimal would have evolved given a larger simulation
domain, we studied how the planetesimal orbits looked just be-
fore they were removed. The perihelion and aphelion for 1000
planetesimal orbits at the last time step before removal is showed
in Fig. 5. Since most planetesimals have aphelion around 50 au
and perihelion located ∼1 au exterior of the planets, this indicates
that they still belong to the planetary scattered disks at the time of
removal. In other words, they do not suffer from strong planetary
encounters and should not have been ejected from the system. It
is therefore likely that these planetesimals would have also re-
mained in or around the scattered disk at 10 Myr had the simu-
lation domain been larger. If this is the case, then the amount of
planetesimal mass deposited in the region exterior of Saturn is at
least 10 − 20 M⊕.

4.2. Implications for Solar System formation

The estimated total heavy element mass in Jupiter and Saturn is
� 20 M⊕, with upper bounds that are much higher (e.g., Helled
& Guillot 2013; Wahl et al. 2017; Helled 2018). When initi-
ating the planetesimals inside the feeding zone of the planets,
we reached a total heavy element mass of 14.8 and 25.1 M⊕ for

Fig. 5. Plot showing the perihelion and aphelion of 1000 planetesimal
orbits at the last time step before they were scattered beyond the sim-
ulation domain and thus removed from the simulation, for one of the
simulations in gas accretion scheme 1. The time evolution of the planet
semimajor axes is included on the plot. The majority of the scattered
planetesimals have an aphelion of ∼50 au and a perihelion located ∼1 au
exterior of the planets, suggesting that they are not strongly scattered
but rather are part of a scattered disk where eccentricities and aphelia
increase gently with time.

Jupiter in scheme 1 and 2, respectively. The same numbers for
Saturn were 19.0 and 24.4 M⊕; however, we note that most of the
solid mass comes from pebble accretion (the contribution from
planetesimal accretion to these numbers was very small, maxi-
mally 12%). Considering scheme 2, we nearly reached the lower
end of the predicted heavy element mass; however, we note that
this is under the assumption that all planetesimals formed within
the feeding zone of the planet, and that the entire pebble flux
was converted into planetesimals. When the planetesimals were
initiated beyond the feeding zone of the planets, the amount of
planetesimal accretion became negligible and the total heavy el-
ement mass was almost identical to the pebble isolation mass.

Based on the above discussion, it is difficult to explain the
large heavy-element contents of Jupiter and Saturn with plan-
etesimal accretion during the gas accretion phase. In the follow-
ing we discuss potential ways to increase the accreted planetesi-
mal mass compared to our model.
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– If the protoplanetary disk mass was increased, more solids
would be available, assuming the same solid-to-gas ratio.
However, migration and gas accretion are accelerated in mas-
sive disks, meaning that the planets need to form later during
disk evolution. As a consequence, planetesimal formation at
the gap edges initiates later, and the total mass of planetes-
imals formed at gap edges would not necessarily be larger
than in the case with a lower disk mass.

– Increasing the solid-to-gas ratio above the standard 1%
would result in a more available planetesimal mass. How-
ever, in our models, we end up with more than 10 M⊕ of
planetesimals in a disk beyond Saturn (see Sect. 4.1). When
the smallest planetesimal sizes were considered, we also in-
jected 3 − 9 M⊕ of planetesimals into the inner Solar System
(see Fig. C.2, we note that this is not the case for 100 km-
sized planetesimals). If the formed planetesimal mass is in-
creased by a factor of 10, for example, this means that we
would en up with several hundred M⊕ of planetesimals be-
yond Saturn, which might not be consistent with constraints
on the masses of the Solar System’s scattered disk and the
Oort cloud (Brasser 2008). We nevertheless caution that in-
ferring the original planetesimal mass from the current Oort
cloud population is challenging and requires a number of as-
sumptions to be made about the size distribution of the small
comets that enter the inner Solar System (see Brasser 2008
for a discussion).

– Planetesimals formed at planetary gap edges represent a later
generation of planetesimals, which did not contribute to the
formation of the giant planet cores. Some of the planetesi-
mals which must have formed earlier during disk evolution,
as well as planetesimals forming at other locations in the
disk, could also exist in the system. Our results show that
planetesimal accretion is very inefficient when the planetes-
imals form beyond the feeding zone of the planet; however,
in Shibata et al. (2020), Shibata et al. (2021), and Shibata &
Helled (2022), they show that accretion can be significant if
the planets are migrating far and shepherding the planetes-
imals in front of them. Taking into account the formation
of planetesimals via other mechanisms interior of the plan-
ets might thus result in more accretion, although additional
effects such as ablation need to be considered when icy plan-
etesimals enter the inner Solar System (Eriksson et al. 2021).

– The accretion of solids onto the planetary envelope could
have an effect on the timescale for gas accretion, which
would result in the planetary growth tracks changing com-
pared to our model. If the rate of solid accretion during the
attached phase is high, then runaway gas accretion can be
delayed, resulting in a longer enhanced envelope phase and
more planetesimal accretion (Alibert et al. 2018; Valletta &
Helled 2020). The dependence of gas accretion on enrich-
ment is discussed in Sect. 4.5.2.

– If the planetary cores formed much earlier than in our model,
regardless of whether this occurred via pebble accretion or
via some other scenario (e.g., Kobayashi & Tanaka 2021),
more solids would remain in the disk and thus the total mass
of planetesimals forming at the gap edges would be larger.
Our models for gas accretion and migration do not manage
to produce Jupiter and Saturn in this scenario, as the planets
would become far too massive. The accreted planetesimal
mass would likely increase if the cores formed earlier.

4.3. Implications for exoplanets

The estimated heavy element mass for hot Jupiters ranges from
∼10 − 100 M⊕, with many planets containing more than 50 M⊕
(Guillot et al. 2006; Miller & Fortney 2011; Thorngren et al.
2016). Although our work focuses on the formation of the cold
Solar System giants, it is clear from our results that such large
heavy element masses are difficult to explain by the accretion of
planetesimals. Despite the fact that all planetesimals were ini-
tiated inside the feeding zone of the planet, and that we used
a 100% pebble-to-planetesimal conversion efficiency at the gap
edges, the maximum accretion efficiency obtained in our simu-
lations was < 10%. In order to accrete ∼50 M⊕ of planetesimals,
there would thus need to be more than 500 M⊕ of planetesimals
forming at the gap edges.

Based on the discussion in Sect. 4.2, the most promising way
of increasing the planetesimal accretion efficiency is to have a
prolonged attached phase. One way to achieve this is if the bom-
bardment of planetesimals onto the planetary envelope is high
enough to delay runaway gas accretion itself (Alibert et al. 2018;
Venturini & Helled 2020). Having a longer attached phase also
implies a longer migration distance, such that the planet would
start accreting gas further out in the disk. This is in line with the
results by Shibata et al. (2020), who found that a Jupiter mass
planet can accrete enough planetesimals to explain the observed
metallicities, provided that the planet starts migrating at a few
tens of au in a massive planetesimal disk (∼100 M⊕). Efficient
planetesimal accretion might thus not be impossible, but it re-
quires extreme conditions. In other cases, alternative processes
are required to explain the high metal content of extrasolar gi-
ants (see Section 4.4).

4.4. Alternative models for envelope enrichment

There are multiple alternative processes that can lead to enve-
lope enrichment, such as accretion of enriched gas, erosion of
the initial core, or giant impacts. The accretion of enriched gas
is a natural outcome of planet formation models, where drifting
pebbles sublimate at snow lines and subsequently enrich the gas
that is closer to the star (Booth et al. 2017; Schneider & Bitsch
2021a,b). Giant planets forming within the snow lines accrete
this metal-rich gas and automatically obtain enriched envelopes.
In Schneider & Bitsch (2021a,b), they show that this process can
result in heavy element contents that match the ones predicted
by Thorngren et al. (2016) for hot Jupiter systems, provided that
the solid-to-gas ratio in the disk is ∼2%.

Erosion of the initially compact core and subsequent mixing
of the heavy elements within the envelope would also result in an
enhanced envelope metallicity (e.g., Madhusudhan et al. 2017).
However, the efficiency of this mechanism is uncertain (Guillot
et al. 2004) and it depends both on material properties and the
mixing efficiency within the envelope (Wilson & Militzer 2012;
Soubiran & Militzer 2016). Furthermore, in order to match the
estimated heavy element content of exogiants, the initial core
mass would have to be very large. On the positive side, if feasi-
ble, the resulting interior profile of the planet could be one with
an extended diluted core, which is typically favored by internal
structure models (e.g., Wahl et al. 2017).

Finally, studies by Li et al. (2010) and Liu et al. (2019) show
that energetic head-on collisions between proto-Jupiter and large
planetary embryos (several M⊕) could result in shattering and
erosion of Jupiter’s core. The subsequent mixing of heavy el-
ements into the proto-envelope lead to an enhanced envelope
metallicity, and this could produce a diluted core profile. How-
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ever, the question remains whether the frequency of giant im-
pacts is high enough.

4.5. Shortcomings of the model

4.5.1. The effect of gas accretion on disk evolution

In our model for gas accretion, we did not consider the effect
of gas accretion on disk evolution, other than the opening of a
gap. This is a common simplification in planet formation stud-
ies; however, in reality the gas which is accreted onto the planet
should be removed from the disk accretion rate onto the star.
Consequently, if the disk contains multiple planets that are ac-
creting gas simultaneously, then the amount of gas which is
available to the inner planet depends on how much gas has been
accreted by the outer one. In our model, gas accretion onto
Jupiter and Saturn are treated independently, which could in
practice result in the sum of the gas accretion rates onto both
planets being larger than the disk accretion rate.

Taking the above effects into consideration would result in
less gas drag on the planetesimals that are scattered interior of
the planetary orbits. This could, for example, effect the popula-
tion of circularized planetesimals interior of Jupiter that can be
seen in panel 2 and 4 of Fig. 2. In the case of Jupiter’s formation,
when Saturn reaches runaway gas accretion, the mass available
for Jupiter to accrete would decrease compared to the current
model. Therefore, Jupiter would have to reach the pebble isola-
tion mass earlier during disk evolution. This would not result in
a prolonged enhanced envelope phase (gas accretion is indepen-
dent of the disk mass during the attached phase); however, given
that the pebble flux is larger early on during disk evolution, the
accreted planetesimal mass would likely increase a bit.

4.5.2. The dependence of gas accretion on enrichment

The accretion of solids onto the planetary envelope affects the
efficiency of gas accretion in mainly two ways: (1) the enve-
lope obtains thermal support from the dissipation of kinetic en-
ergy from infalling solids, which counteracts the gravity of the
core and thus slows down envelope contraction (Alibert et al.
2018); and (2) the enriched envelope obtains a higher molec-
ular weight, which has been shown to result in faster gas ac-
cretion and shorter formation timescales (e.g., Stevenson 1982;
Venturini et al. 2016; Valletta & Helled 2020). If the first effect
dominates, the onset of runaway gas accretion is delayed, result-
ing in a longer migration distance as well as a longer enhanced
envelope phase. This would likely lead to a higher accretion ef-
ficiency of planetesimals. In Alibert et al. (2018), they find that
a constant accretion rate of at least 10−6 M� yr−1 is required in
order to stall runaway gas accretion for 2 Myr. In principle, the
solutions we find with a high planetesimal accretion rate could
delay runaway gas accretion and be more consistent with these
results.

If the second effect dominates, gas accretion occurs on a
shorter timescale, meaning that the planets in our model would
need to reach the pebble isolation mass later during disk evolu-
tion. This would likely result in a smaller accreted planetesimal
mass. The question of how gas accretion is affected by solid en-
richment is an important problem, which should be solved in
a more self-consistent manner, with detailed calculations and a
proper handling of thermal dynamics

5. Conclusion

In this work, we study collisions between gap-opening planets
and planetesimals forming at their gap edges, with the aim to
determine whether the delivered mass is high enough to explain
the large heavy element contents of giant planets. To this end, we
used a suite of N-body simulations. We considered the formation
of Jupiter and Saturn, taking into account the enhanced collision
cross section caused by their extended envelopes. Two formation
pathways were examined, where one leads to large-scale planet
migration, and the other to migration over a few au only. We
further varied the formation location of the planetesimals relative
to the planets, and the planetesimal sizes. We find that:

– The close proximity to the gap-opening planets causes the
planetesimals to leave their birth location soon after forma-
tion. Most planetesimals that do not experience ejection or
accretion eventually become members of Saturn’s scattered
disk. In the case of small planetesimal radii, there is also
a population of circularized planetesimals in the innermost
disk region.

– Planetesimal accretion during the gas accretion phase of gi-
ant planet formation is a very inefficient process. The max-
imum obtained accretion efficiency onto Jupiter or Saturn
is less than 10%, corresponding to a mass of ∼3 M⊕ and
∼2 M⊕, respectively. Since these numbers were obtained as-
suming that all planetesimals form within the feeding zone
of the planets, and that all pebbles reaching the gap-edges
are turned into planetesimals, they represent an upper limit
on the accreted planetesimal mass.

– When planetesimal formation occurs beyond the feeding
zone of the planets, accretion becomes negligible. This is a
good indication that planetesimal accretion during the gas-
accretion phase is inefficient also if the planetesimals form
via other processes and in other regions of the disk.

– Decreasing the planetesimal radii does not lead to more ef-
ficient accretion. In the literature it is often mentioned that
having smaller planetesimals leads to more accretion (e.g.,
Alibert et al. 2018), but our results demonstrate that this is
not the case for planetesimal accretion during the gas accre-
tion stage.

– The accretion efficiency is higher when we considered the
formation pathway with a long migration distance. This is
in line with the results by Shibata et al. (2020), who found
that efficient accretion can occur if a massive planet starts
migrating at a few tens of au in a massive planetesimal disk
(∼100 M⊕).

Based on our results, we conclude that it is difficult to explain
the large heavy element contents of giant planets with planetes-
imal accretion during the gas accretion phase, provided they do
not migrate very far in a very massive planetesimal disk (Shibata
et al. 2020). Hence, alternative processes of envelope enrichment
are most likely required in order to explain the high heavy ele-
ment content inferred for Jupiter and Saturn, as well as that of
transiting planets. The accretion of vapor deposited by drifting
pebbles is one such promising mechanism (Schneider & Bitsch
2021a,b).
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Appendix A: Details of the disk model

We used the analytic solution for the surface density evolution of
an unperturbed thin accretion disk from Lynden-Bell & Pringle
(1974):

Σunp(t) =
Ṁg(t)

3πνout(r/rout)γ
exp

[
− (r/rout)

(2−γ)

Tout

]
, (A.1)

where

Tout =
t
ts
+ 1, (A.2)

and

ts =
1

3(2 − γ)2

r2
out

νout

. (A.3)

In the equations above, Ṁg(t) is the disk accretion rate at time t,
r is the semimajor axis, rout is the scaling radius, νout ≡ ν(rout)
where ν is the kinematic viscosity, and γ is the radial gradient of
ν. The evolution of the disk accretion rate is given by

Ṁg(t) = Ṁg(t = 0)

[
t
ts
+ 1

]−( 5
2
−γ)/(2−γ)

− Ṁpe, (A.4)

where Ṁpe is the rate at which material is removed by photoe-
vaporation, which we consider to be constant in time.

The sound speed in the disk was calculated as

cs =

(
kBT
μmH

)1/2
, (A.5)

where kB is the Bolzmann constant, T is the temperature, μ is
the mean molecular weight, and mH is the mass of the hydrogen
atom. We used a value of 2.34 for the mean molecular weight
(Hayashi 1981). The midplane temperature of the disk was ap-
proximated using a fixed power-law structure:

T = 150 K × (r/au)−3/7 (A.6)

(Chiang & Goldreich 1997).
We used Gaussian gap profiles to model the planetary gaps,

where the Gaussian is described by the equation

G(r) =

(
1 − Σgap

Σunp

)
exp

[
− (r − a)2

2H2
a

]
, (A.7)

where a is the semimajor axis of the planetary orbit and Ha is the
corresponding gas scale height. The perturbed surface density
profile could then be obtained by using the following expression:

Σ =
Σunp

1 +G1 +G2 + ...
, (A.8)

where each planet contributes their own Gaussian. Finally, the
gas density at some height, z, away from the midplane was ob-
tained by using the equation

ρ(z) =
Σ√
2πH

exp

[ −z2

2H2

]
, (A.9)

where we assumed vertical hydrostatic equilibrium for the gas in
the disk.

Fig. B.1. Gas accretion rate as a function of planetary mass for a planet
located at 10 au in a 2 Myr old protoplanetary disk. The labels Sc1 and
Sc2 indicate in which gas accretion scheme the current model is being
used.

Appendix B: Gas accretion rate

In Fig. B.1 we have plotted the dependence on planetary mass
for all the different gas accretion rates which were used in our
models. The rates were calculated using a semimajor axis of
10 au and a disk time of 2 Myr. In scheme 1 the gas accretion
rate during envelop contraction increases with increasing plan-
etary mass, and runaway gas accretion initiates when this rate
becomes higher than what the disk can supply. In scheme 2 the
gas accretion rate during envelop contraction instead decreases
with increasing planetary mass, and runaway gas accretion initi-
ates when the core mass equals the envelope mass. At the chosen
time and semimajor axis, gas accretion is limited by disk accre-
tion for most of the runaway phase.

Appendix C: Additional plots

In Fig. C.1 we show the amount of planetesimal mass that has
been accreted onto Jupiter and Saturn as a function of time for all
simulations, along with the corresponding accretion efficiency.
This is the same data that are presented in Fig. 4. The "knee"
on the accretion curves for planetesimals that formed within the
feeding zone coincides with the location where Menv = Mcore,
which is when runaway gas accretion initiates and the approxi-
mation for the capture radius becomes significantly smaller (see
right panel of Fig. 1 for a plot of the capture radius versus time).
Up until this point, a fraction of the planetesimals were captured
immediately after formation due to the enhanced envelope. This
trend is not seen in the accretion curves for planetesimals that
formed beyond the feeding zone, since they were initiated too
far away from the planet to be affected by the enhanced enve-
lope.

In Fig. C.2 the total planetesimal mass residing in the inner
Solar System is shown as a function of time (we consider a plan-
etesimal to be in the inner Solar System if its aphelion is less than
4 au). In the case of 100 km-sized planetesimals, the amount of
mass injection into the inner Solar System is negligible. Consid-
ering 10 km-sized planetesimals, we injected between 0.3−2 M⊕
of the planetesimals into the inner Solar System, which also re-
mains after the dispersal of the gas disk. When using planetes-
imals of 300 m in size, we scattered and subsequently trapped
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Fig. C.1. Cumulative accreted planetesimal mass as a function of time for all simulations in scheme 1 (left) and in scheme 2 (right). The corre-
sponding accretion efficiency was calculated by dividing with the total planetesimal mass that formed in the system at the time of disk dissipation.
Each scatter point in the plot is one collision event; however, since we performed three simulations per parameter set and show the combined
results, the number of collisions in one simulation should be three times smaller than in this plot. The maximum obtained accretion efficiency
onto any planet in scheme 1 is 5%, which corresponds to ∼1 M⊕. The accretion efficiency is much higher for planetesimals that formed inside the
feeding zone, and it does not change significantly with planetesimal size. The maximum accretion efficiency obtained for any planet in scheme 2
is 10%, which corresponds to a mass of ∼3 M⊕.

Fig. C.2. Total planetesimal mass residing in the inner Solar System (planetesimals with aphelion less than 4 au) plotted as a function of time for all
simulations in scheme 1 (left) and in scheme 2 (right). The chance of making it into the inner Solar System increases with decreasing planetesimal
size and decreasing formation distance relative to the planet.

3− 9 M⊕ of the planetesimals in the inner Solar System. We find
that planetesimals forming inside the feeding zone of the planet
have a higher chance of making it into the inner Solar System,
which is because of the more efficient planetary scattering. If
the amount of planetesimal formation at the gap edges were to
drastically increase, the amount of mass entering the inner Solar
System would do so as well.

In Fig. C.3 the median time before collision is presented as a
function of the initial separation relative to the planet. Planetesi-
mals that are initiated between 2−2.4 RH typically collide within
20 orbital periods. This suggests that a significant fraction of the
accretion efficiency comes from immediate accretion (a lifetime
of ten orbital periods corresponds to roughly two to three close
encounters). We do not know whether or not it is realistic for
planetesimals to form in regions with immediate accretion, and
to our knowledge this has not been studied.
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Fig. C.3. Median time before collision versus the initial separation for
all simulations with planetesimals initiated inside the feeding zone of
the planets. The time is given in units of the orbital period of the plan-
ets at the time the planetesimals were formed. Planetesimals initiated
between 2 − 2.4 RH typically collide within 20 orbital periods.
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