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a  b  s  t  r  a  c  t

This  contribution  presents  a novel  model-based  methodology  for open-loop  optimal  control  of  batch  high-
pressure  liquid  chromatographic  (HPLC)  separation  processes.  The  framework  allows  for simultaneous
optimization  of target  component  recovery  yield  and production  rate  with  respect  to  a  parameterization
of  the input  elution  trajectory  and  fractionating  interval  endpoints.  The  proposed  methodology  implies
formulating  and  solving  a large-scale  dynamic  optimization  problem  (DOP)  constrained  by partial  differ-
ential  equations  (PDEs)  governing  the  multi-component  system  dynamics.  It is  based  on a simultaneous
method  where  both  the  control  and  state  variables  are fully  discretized  in  the  temporal  domain,  using
direct  local  collocation  on  finite  elements,  and the  state  variables  are  discretized  in  the spatial  domain,
using  an  adaptive  finite  volume  weighted  essentially  non-oscillatory  (WENO)  scheme.  The  direct  tran-
scription  of the  DOP  described  by  Modelica,  and  its extension  Optimica,  code  into  a sparse  nonlinear
programming  problem  (NLP)  is  thoroughly  presented.  The  NLP  was  subsequently  solved  using  CasADi’s
(Computer  algebra  system  with  Automatic  Differentiation)  interface  to the  primal-dual  interior  point
method  IPOPT.  The  advantages  of the  open-loop  optimal  control  strategy  are  highlighted  through  the
solution  of  a challenging  ternary  complex  mixture  separation  problem  of human  insulin  analogs,  with the
intermediately  eluting  component  as  the target,  for a  hydrophobic  interaction  chromatography  system.
Moreover,  the high  intercorrelation  between  the  shape  of  the  optimal  elution  trajectories  and  the  fraction-
ation interval  endpoints  is  thoroughly  investigated.  It  is  also  demonstrated  that  the  direct  transcription

methodology  enabled  accurate  and  efficient  computation  of  optimal  cyclic-steady-state  solutions,  which
govern  that  state  and  control  variables  conform  to periodicity  constraints  imposed  on  column  re-
generation  and  re-equilibration.  By  these  means,  the generic  methods  and  tools  developed  here  are
applicable  to continuous  chromatographic  separation  technologies,  including  the  continuous  simulated
moving  bed  (SMB)  and  the  multicolumn  counter-current  solvent  gradient  purification  (MCSGP)  process.

© 2016  Elsevier  Ltd. All  rights  reserved.
. Introduction

Optimal isolation of a high-purity target component from
 multi-component mixture is of significant importance in the
harmaceutical and biochemical industries [1]. In the clinical or
ommercial-scale manufacturing of human therapeutic proteins,
igh-pressure liquid chromatography (HPLC) is an essential process
peration to achieve the high purity requirements for biophar-

aceutical drugs [2,3]. Especially, in the production processes

rom inclusion bodies, impurities closely related to the product,
oth in terms of size and charge, are created as byproducts of

∗ Corresponding author.
E-mail addresses: anders.holmqvist@chemeng.lth.se (A. Holmqvist),

redrik.magnusson@control.lth.se (F. Magnusson).

ttp://dx.doi.org/10.1016/j.jprocont.2016.08.002
959-1524/© 2016 Elsevier Ltd. All rights reserved.
the refold process. The removal of such product related impuri-
ties are usually challenging even for high resolution (analytical)
chromatography separation with high performance resins and opti-
mized elution mode [4]. Additionally, performing this type of
separation in preparative chromatography for commercial produc-
tion adds increased complexity. To improve the economic viability,
the process operation is pushed to the highest possible column
loading that still achieves separation [5]. The associated elution
profiles of an overloaded preparative chromatographic operation
have an enhanced tendency to overlap, caused by nonlinear dis-
placement or tag-along phenomena [6], and the determination of
two essential fractionation interval endpoints with reproducible

selectivity is critical [7]. In this context, the main objective of
this study is to develop a novel model-based methodology for
open-loop optimal control of batch HPLC separation processes.
The generic optimal control strategy allows for optimization of

dx.doi.org/10.1016/j.jprocont.2016.08.002
http://www.sciencedirect.com/science/journal/09591524
http://www.elsevier.com/locate/jprocont
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rocess productivity and selectivity with respect to optimal solvent
omposition trajectories and fractionation interval endpoints while
ulfilling the constraint imposed on purity of the target component
ractionation.

.1. Solvent composition trajectory elution strategies

Solvent composition trajectory elution is widely applied in both
nalytical and preparative chromatography, and refers to a con-
inuous change in the mobile phase during separation [8]. By this

eans, improved resolution of highly complex sample mixtures
an be obtained in a much shorter time than could be expected
n isocratic elution conditions. Additionally, peak widths and over-
oaded band profiles are thinner, allowing better resolution and
ample purification [9]. The modulation of the solvent strength dur-
ng trajectory elution operation can be divided into three generic
lution modes. Most frequently the solvent strength at the column
nlet is altered proportional to time [10,11]. Alternatively, various
ypes of step trajectories [12] or more sophisticated concave or con-
ex trajectories [13] are applied. In any case, column regeneration
nd re-equilibration, which can be further divided into the state of
epeatable [14] and full equilibration [15], is mandatory prior to the
ubsequent injection [16,17].

Most studies on trajectory operation are devoted to quantify and
ptimize linear trajectories with respect to various performance
ndices that facilitate quantitative evaluation of the quality and the
ost of separation (e.g. production rates, recovery yields and target
omponent purity), see, for example, [18,19] and the references
ited therein. Moreover, the results obtained in [20,21] emphasize
hat concave/convex trajectory elution possesses the potential to
utperform conventional isocratic operation and linear trajectories
n preparative chromatography.

.2. PDE-constrained dynamic optimization

In this study, the realistic multi-component system dynamics
equired for analysis were generated by numerical solution of the
eaction–dispersive model [22]. This model is governed by a set of
ass-balance partial differential equations (PDEs), with a modi-

ed Langmuir isotherm and experimentally validated kinetics. The
roposed model-based methodology for robust optimal control

mplies formulating and solving a large-scale dynamic optimiza-
ion problem (DOP) constrained by PDEs [23,24]. Optimal design,
ptimal control, and parameter estimation of systems governed
y PDE give rise to a class of problems known as PDE-constrained
ptimization [25]. The size and complexity of the discretized PDEs
ften pose significant challenges for contemporary optimization
ethods. There exists two generic direct methods to transcribe the

nfinite DOP into a finite dimensional nonlinear program (NLP);
equential and simultaneous [26,27]. Optimization studies of batch
PLC separations carried out in the literature have exclusively
een using sequential methods, where the system dynamics con-
traint is handled by embedded numerical integrators, and where
he PDEs are approximated using the method-of-lines [28,29] and
alerkin finite element or finite volume methods. Both gradient-
ased NLP solvers (e.g. sequential quadratic programming and

nterior-point methods) [30–32] and those based on derivative-free
euristic approaches (e.g. genetic algorithm and simulated anneal-

ng) [33,34] have been used successfully.

.3. Dynamic optimization problem transcription using direct
ollocation
This contribution describes the realization of a novel open-loop
ptimal control framework for batch chromatographic separation
rocesses. It is based on a developed simultaneous method where
Process Control 46 (2016) 55–74

both the control and state variables are fully discretized in the
temporal domain using direct local collocation on finite elements
[26]. In order to reduce the size of the resulting NLP, the PDE sys-
tem was approximated using an adaptive, high-order finite volume
weighted essentially non-oscillatory (WENO) scheme [35–37]. The
WENO scheme is especially suitable for approximating the PDE  sys-
tem considered here, containing both strong discontinuities and
complex smooth solution features. The NLP is subsequently solved
using the primal-dual interior point method IPOPT [38] and algo-
rithmic differentiation (AD) techniques [39].

Jacobians are required by gradient-based NLP algorithms and
simulation. Access to accurate Jacobians often improves the per-
formance and robustness of algorithms, and in addition, efficient
implementation of Jacobian computations can reduce the over-all
execution time. In the context of HPLC system modeling, Püttmann
et al. [40] compared the accuracy of Jacobians, with respect to an
intrinsic model parameter, computed using first-order finite dif-
ferences (FD) and AD. It was shown in that study the AD approach
outperformed the FD approach in terms of both accuracy and over-
all execution time when computing forward sensitivities of the
differential algebraic equation (DAE) system, i.e. the linearization
of the original system with respect to an intrinsic model parame-
ter. The AD approach in [40] is extended in this study to include
computations of Hessians required by the NLP solver.

Simultaneous methods based on direct collocation have been
applied for computing cyclic-steady-state (CSS) operation of the
continuous simulated moving bed (SMB) process [32,41–45]. How-
ever, within the scope of batch chromatographic separation
processes, the full discretization approach has previously only
been used in parameter estimation studies [46]. There is one main
reason for considering a simultaneous method in this applica-
tion. The periodicity criteria arising from cyclic batch operation
are straightforward to incorporate in the DOP formulation using
a simultaneous method. Alternatively, the CSS solution may  also
be computed using a sequential method, where the DAE sys-
tem is integrated repeatedly until the discrepancies of the state
variables (spatial column profiles) at initial and final time ful-
fill a specified tolerance. However, it was shown in [32] that the
simultaneous method was superior to the sequential method for
solving optimization problems of SMB  processes. This conclusion
was attributed to the fact that the number of sensitivity equations
is large due to the large number of state variables, making the
computational effort of integration expensive.

For the purpose of this study, discretizing the entire temporal
domain of a complete cyclic operation not only provides the ability
to optimize the eluent trajectory but also enables the control over
the subsequent regeneration and re-equilibration modes. This is
important since a major disadvantage of trajectory elution in terms
of production rate results from the need to adequately regenerate
and re-equilibrate the column to ensure CSS repeatability in reten-
tion time [16]. Hence, minimizing the time for regeneration and
re-equilibration in trajectory elution is critical in order to reduce the
overall cycle time and, thereby, to enhance the overall production
rate [20].

1.4. Aim and scope

The main contribution of this paper is the open-loop optimal
strategy and the tools and methods developed for solving the
large-scale DOP of batch chromatographic separation processes
with respect to a zero-order hold control and fractionation inter-
val endpoints. The parameterized control trajectory enables the

introduction of an arbitrary number of degrees of freedom in the
DOP. This paper thereby demonstrates the applicability and gain in
extending the concepts beyond the conventional elution trajecto-
ries previously outlined in Section 1.1. In this regard, the advantages
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f this optimal control framework are highlighted through the solu-
ion of a challenging ternary mixture separation problem, with
uman insulin analogs (insulin aspart, desB30 insulin and insulin
ethyl ester) and the intermediately eluting component as the tar-

et, for a hydrophobic interaction chromatography (HIC) [47,48]
ystem. In order to assess the performance of the general elution
rajectories, these were benchmarked with conventional linear tra-
ectories. The study presented here had three main objectives:

(i) To develop a novel open-loop optimal control strategy for com-
puting general elution trajectories in order to resolve complex
sample mixtures and enhance recovery yield and production
rate of batch HPLC separation systems.

(ii) To formulate a DOP, in which the parameterized elution trajec-
tory and target component fractionation interval endpoints are
simultaneously optimized, and the periodicity criteria arising
from cyclic batch operation is fulfilled.

iii) To develop numerically efficient tools and methods for tran-
scribing the PDE-constrained DOP into an NLP by combining
high-order spatial discretization schemes with direct local col-
location in time, and to demonstrate a solution strategy with
a state-of-the-art NLP solver and algorithmic differentiation.

.5. Outline of the paper

The remainder of this paper is structured as follows: Section 2
resents the HPLC separation system. Section 3 outlines the HPLC
eparation process model and the fundamentals of the spatial
iscretization scheme. Section 4 describes the open-loop optimal
ontrol strategy and formulates the specifications of the DOP. Sec-
ion 5 outlines the transcription of the DOP into an NLP using direct
ocal collocation, while Section 6 describes the modeling and opti-

ization environment. Section 7 presents the primary results, and
ection 8 contains concluding remarks and perspectives for future
esearch.

. Process description

The HPLC separation system operated in batch mode is charac-
erized by subsequent pulse injections of the sample mixture and
elies on pumps to pass a pressurized liquid solvent containing the
ample mixture through a column packed with a solid adsorbent
aterial [49]. A simplified P&ID of the standard HPLC system under

onsideration is illustrated in Fig. 1. By design, modern HPLC sys-
ems enable implementing accurate elution trajectories, u, using
everal consecutive linear segments with different slopes or a larger
umber of steps with adjusted step sizes and heights [20]. Hence,
y controlling the volume fraction of buffers with different solvent
trengths (buffer A to E) the mobile phase modifier concentration,
mix,S, is obtained in the mixing unit. The feed, with concentration
load,˛ and  ̨ ∈ {A, B, C}, is injected as a rectangular pulse with dura-
ion �tload via a multiport valve. The mobile phase subsequently
asses the connecting pipes and a flow distributor before entering
he separation column with the system volumetric flow rate Q̇ . The
luting concentration trajectory is analyzed with a UV detector at
he outlet of the column [50], and a fractionating valve is controlled
ased on the data acquired by the detector to separate the mixture

nto its components [31]. A detailed description of the HPLC system
an be found in [22].

.1. Inputs and outputs
In this study, open-loop optimal control of a commercial
PLC system (see Fig. 1) is considered. The open-loop trajecto-

ies of the manipulated variables are calculated by offline dynamic
Process Control 46 (2016) 55–74 57

optimization and the control concept for the HPLC system may  be
divided into two  main blocks.

(i) The HIC column is packed with methacrylate-based resin with
phenyl ligands and elution is performed with trajectory of
potassium chloride (S = KCl) parametrized with piecewise con-
stant controls. It is noteworthy that the manipulated variable,
u, has a corresponding actuator system, i.e. the control signal
is in fact a set-point to the actuator system which includes a
low-level controller ensuring good set-point tracking. The set-
point, u, is a piecewise constant signal updated with frequency
ϕ, giving a total of Nu = ϕ · (tf − t0) degrees of freedom for the
elution trajectory, where t0 and tf are the beginning and end
of the temporal domain. The limits for the low-level control
signals is approximated by absolute and rate limits on u. It is
however notable that the control of the elution trajectory, u,
denotes the reference mobile phase modifier concentration in
the remainder of this paper.

(ii) The control of the fractionating valve switching times, i.e. the
temporal horizon [�0, �0 + ��], govern the amount of the col-
lected target component. Hence, the maximum recovery yield,
while still fulfilling the constraint imposed on purity of the tar-
get component fraction, is to a high extent determined by the
manipulating variables of the fractionating interval. A review of
strategies for controlling the fractionating interval endpoints
and their compatibility with large-scale optimization is thor-
oughly outlined in [7].

Chromatographic separations cannot easily be controlled by con-
ventional control strategies due to their complex dynamics with
long time delays, spatially distributed properties, and switchings
[31]. This contribution describes, therefore, the realization of a
novel open-loop optimal control framework for batch chromato-
graphic processes. The optimal trajectories can conceivably be used
as feed-forward and set-point terms in a local feedback control
system or combined with nonlinear model predictive control and
online state estimation based on dynamic optimization in the form
of moving horizon estimation [51] to cope with deviations due to
model uncertainty and disturbances.

3. Mathematical modeling

The mathematical modeling of single chromatographic columns
operated in batch elution mode has been extensively described
in the literature by several authors (see e.g. [6,22,52,53]). From
a mathematical point of view, chromatographic processes may
be distinguished on the basis of the adsorption isotherm degree
of nonlinearity. Specifically, the computational complexity for
solving models with linear isotherms, governed by systems of
decoupled differential equations, is considerably lower than those
with coupled nonlinear adsorption dependency, such as compet-
itive Langmuir and Bi-Langmuir isotherms [31]. Moreover, the
physiochemical phenomena at different length scales splits the
model problem neatly into: (i) the macroscopic scale mobile phase
dynamics governing the concentration trajectories in the flow
direction, (ii) the microscopic scale interparticle pore diffusion
towards the liquid–solid interface, and (iii) the atomic scale sta-
tionary phase dynamics governing the adsorption equilibrium at
the liquid–solid interface. The coupling between the spatial scales is
bidirectional and several standard models are available for describ-
ing mass transport phenomena and multi-component competitive

adsorption at the different scales, see e.g. [6] for a thorough review
and classification of different modeling approaches.

The most difficult part in the mathematical modeling formu-
lation of chromatographic separations is the determination of
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ig. 1. Simplified P&ID of the HPLC system. Elementary system component descrip
olumn, (4) UV detector, and (5) fractionating valve.

he model parameters [54]. In this study, the set of parameters
ssociated with the adsorption’s dependency on mobile phase con-
entrations and the properties of the solvent and the stationary
hase was calibrated to lab-scale experimental data by means
f the inverse method [53,55–57]. A detailed description of the
xperimental design and the materials used is outlined in [58],
nd the least-square estimates of the adsorption isotherm kinetics
long with the HPLC system component specifications are listed in
ables 1 and 2, respectively.

.1. Mobile phase mass transport model
Under the assumptions of infinitely fast diffusion into
he particles and rate-limiting adsorption kinetics, the trans-
ort of components through the column is described by the

able 1
ominal HPLC system component design parameters and HIC column specifics.
he adsorption capacity and the self-association parameters listed are equal for all
nsulin variants  ̨ ∈ {A, B, C}.

Parameter Description Value Unit

Q̇ Volumetric flow rate 6.0 · 10−5 m3 s−1

�tload Sample load duration 1.0 · 10−2 s
Vmix Buffer mixing unit volume 2.0 · 10−7 m3

Lc Column length 1.0 · 10−1 m
Dc Column diameter 1.0 · 10−2 m

Dp Particle diameter 3.5 · 10−5 m
εc Interstitial porosity of the

column
3.26 · 10−1 –

εp Apparent particle porosity 7.54 · 10−1 –

εt Total porosity of the column εc + (1 − εc)εp –
Dapp

a Apparent dispersion
coefficient

(vintDp)Pe−1 m2 s−1

vint Interstitial velocity 4Q̇ (D2
c �εt )

−1
m s−1

kkin Kinetic rate constant 3.0 · 10−1 s−1

Keq Self-association equilibrium
constant

7.56 (mol m−3)
−1

� Stoichiometric constant 4.82 · 101 –
qmax Adsorption capacity 1.75 · 101 mol  m−3

a Pe is assumed to be constant and equal to 0.50, i.e. molecular diffusion is
eglected [59].
(1) buffer mixing unit, (2) high-pressure switching valve unit, (3) HPLC separation

reaction–dispersive model [6,60]. Thus, the governing equations of
the mobile phase defined in the spatial, z ∈ [z0, zf], and temporal,
t ∈ [t0, tf], domains are:

∂c˛

∂t
+ (1 − εc)

εt

∂q˛

∂t
= − ∂

∂z

(
c˛vint − Dapp

∂c˛

∂z

)
, (1)

where c˛ and q˛ are the mobile and stationary phase concentration
of component  ̨ ∈ {A, B, C, S}, vint denotes the interstitial velocity of
the fluid, Dapp the apparent dispersion coefficient, and εc and εt the
column and apparent total void fractions. Moreover, the apparent
dispersion coefficient is derived from flow-rate-dependent correla-
tion and the particle Peclet number, Pe, for column dispersion [59].
Eq. (1) is complemented with Danckwerts boundary conditions,
which are written:

c˛(t, z0)vint − Dapp
∂c˛

∂z
(t, z0)

=
{

cload,˛vint	(t, t0, �tload) if  ̨ ∈ {A, B, C},
cmix,Svint if  ̨ = S,

(2)

∂c˛

∂z
(t, zf ) = 0. (3)

Eq. (2) states that the total mass flux of each component  ̨ ∈ {A, B, C}
at the column inlet, z = z0, is governed by the injected feed concen-

tration, cload,˛, and the rectangular function, 	(t, t0, �tload) ∈ {0,
1}, in the temporal horizon [t0, �tload]. Hence, the loaded sample
amount of component ˛, from temporal integration of the right
hand side in Eq. (2), is ıload,˛ = Acvintcload,˛�tload. Moreover, the

Table 2
Kinetic parameters of the Langmuir self-association adsorption model Eq. (5). The
feed composition, cload,˛ , is given in fractional weights for each insulin component
and  the total feed concentration is 2.0 × 101 (mol m−3).

Component  ̨ H0,˛ (−−) 
˛ (m3 mol−1) cload,˛ (wt %)

Insulin aspart A 1.14 2.30 × 10−3 14.9
desB30 insulin B 1.51 2.39 × 10−3 59.1
Insulin methyl ester C 1.78 2.63 × 10−3 26.0
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otal mass flux of the modifier,  ̨ = S, is governed by the dynamics
f the mixing unit (see Fig. 1):

mix
dcmix,S

dt
=
(

u(t) − cmix,S

)
, (4)

here cmix,S is the concentration at the column inlet and �mix =
mixQ̇−1 the residence time. Hence, the homogenization of the
lution trajectory, u, is governed by the response of a first-order
ystem. Finally, a homogeneous Neumann boundary condition in
q. (3) is prescribed at the outlet, z = zf.

.2. Stationary phase adsorption model

A recent study [58] showed that the insulin variants (listed in
able 2) displayed a strong tendency toward self-association on
IC adsorbents. Hence, the self-association isotherm [61,62] was
sed describe the hydrophobic interaction and the dynamics of the
tationary phase concentration in Eq. (1). This isotherm is based on
he Langmuir adsorption equation [63], the amount of component

 ∈ {A, B, C} that is adsorbed, q˛, is a function of its concentration
n the mobile phase, the modifier concentration, and the number of
tationary phase adsorption sites available. As in the steric mass-
ction model, adsorption of a protein to the surface is balanced by
isplacement of counter ions [64,65], but proteins can also adsorb
y self-association to other proteins of the same species already
dsorbed on the surface. Hence, the isotherm is written in kinetic
orm as:

∂q˛

∂t
=  kkin

(
H0,˛e
˛cS c˛ [1  +  2Keqe
˛cS c˛]

[
1  −

∑
ˇ  ∈  {A,B,C}

qˇ

qmax

]�

−  q˛

)
, (5)

here kkin is the kinetic rate constant, H0,˛ the Henry’s constant, 
˛

he solvophobicity parameter, � the binding charge ratio between
he component and the eluting modifier, qmax the maximum
oncentration of adsorbed components, and Keq the equilibrium
onstant for self-association.

.3. Spatial discretization

The equations of the spatially distributed HPLC column model
hat describe the mobile and stationary phase state dynamics (see
ections 3.1 and 3.2), constitute a system of non-linear PDEs. In
his study, the PDE system was approximated using the method-of-
ines [28,29] and high-order finite volume WENO scheme [35–37].
he main advantage of this scheme is its capability to achieve
igh-order accuracy in smooth regions while maintaining stable,
onoscillatory, and sharp discontinuity transitions. In contrast to
ther high-order spatial discretization schemes that make use of
ux limiters [66], such as the MUSCL scheme [67] and the TVD
cheme [68], the WENO scheme does not require tuning of param-
ters and more importantly the discretization scheme is twice
ontinuously differentiable; a necessity when employing Newton-
ased methods for solving NLPs. Although a high-order WENO
cheme may  use several times more CPU time than the aforemen-
ioned schemes, which are usually second-order accurate in the
mooth part of the solution [69], it is still computationally advan-
ageous for the purpose of this study where the DOP is transcribed
nto an NLP using direct collocation in time (see Section 5.2). Hence,
ess finite volume elements are required to spatially resolve com-
licated smooth structures with small numerical dissipation, and
hereby significantly reducing the size of the resulting NLP.
.3.1. WENO interpolation and reconstruction
The essential idea of WENO schemes is an adaptive and non-

inear interpolation and reconstruction procedure that is used to
utomatically choose the locally smoothest stencil and thereby
Process Control 46 (2016) 55–74 59

avoids crossing discontinuities in the interpolation procedure as
much as possible. The spatial horizon is divided into an uniform
mesh zi = i�z  with i ∈ [1..nv] elements. Let zi+ 1

2
= 1

2 (zi + zi+1) the

half points. For conventional finite volume schemes the numerical
solutions are cell averages of the function x(z):

x̄i := 1
�z

∫ z
i+ 1

2

z
i− 1

2

x(z)dz, (6)

over the intervals Ii = (zi− 1
2

, zi+ 1
2

). Starting from the location of

Ii and the order of accuracy k, a stencil based on (2k  − 1) points
yields that there are k candidate sub-stencils given by Si :={

zi−r , . . .,  zi−r+k−1

}
with r = [0. . k − 1]. Given the k candidate sub-

stencils, the following Lagrange interpolation polynomial on each
sub-stencil can be defined [70]:

x(r)
L (z) =

k−1∑
j=0

x̄i−r+j�rj(z), (7)

where �rj(z) denotes the coefficients dependent upon the location
of z, and are given by:

�rj(z) =
k−1∏

l = 0

l /= j

z − zi−r+l

zi−r+j − zi−r+l
. (8)

The (2k  − 1) point WENO interpolation polynomial of order (2k  − 1)
accuracy can then be formulated as a convex combination of the
Lagrange interpolation polynomials from each sub-stencil:

xW (z) =
k−1∑
r=0

ωr(z)x(r)
L (z), (9)

where ωr(z) ≥ 0 are the nonlinear weights depending on both the
location z and the values of x̄ being interpolated and satisfies∑k−1

r=0 ωr(z) = 1. The nonlinear weights are defined in [35] as:

ωr(z) = r(z)

(
k−1∑
s=0

s(z)

)−1

, (10)

r(z) = 
r(
� + ˇr(z)

)2
, (11)

where � is a small positive number used to avoid the denominator
becoming zero, and where the linear weights 
 r satisfy

∑k−1
r=0 
r =

1. It is noteworthy that the choice of the unnormalized nonlinear
weight r defined in Eq. (11) is inversely proportional to the square
of the smoothness indicator ˇr(z). Hence, r is smaller if ˇr(z) is
larger, i.e. if the function x(z) in the sub-stencil Si is less smooth
[36]. The smoothness indicator is chosen as in [35]:

ˇr(z) =
k−1∑
l=1

�z2l−1

∫ z+

z−

(
dl

dzl
x(r)

L (z)

)2

dz, (12)

where the limits of the integration are chosen based upon the loca-
tion of z in relation to the interpolation points zj with j = [i − (k − 1).
. i + (k − 1)]. The scaling factor �z2l−1 is to make sure that the final
explicit formulas for the smoothness indicators is independent of
the mesh size, �z.

To reconstruct the first-order spatial derivatives, dxW(z)/dz,

(evaluated to form the diffusion term in Eq. (1)), a central stencil is
used and the approximation is expressed as a linear combination
of the point values in that stencil [71]. Contrarily, the interpolation
in Eq. (9) was solely based upon nonlinear weights. However, the
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iffusion term in Eq. (1) is dissipative in nature, and for this rea-
on it was proven reasonable in [72] to use linear weights rather
han WENO weights in Eq. (9). Finally, the explicit formulas of the
agrange interpolation polynomials in Eq. (7), smoothness indi-
ators and linear weights can be readily found in [36] for k ∈ [1,
].

. Open-loop optimal control strategy

The cyclic operation of HPLC separation processes in batch
lution mode imposes adequate retention time repeatability by
onditioning the column to the initial modifier concentration prior
o the subsequent injection [16,17]. This implies computing limit
ycle dynamic solutions that conform to the CSS periodicity crite-
ia over the processing cycle. In the scope of chromatographic
eparations, CSS predictions have previously only been applied
o continuous SMB  [73] and multicolumn counter-current solvent
radient purification (MCSGP) [74,75] processes. Therefore, the
pen-loop optimal control strategy developed in this study for
imultaneous optimization of elution trajectories and target com-
onent fractionating interval endpoints uses a direct method for
he computation of a CSS solution of the reaction–dispersive model
utlined in Section 3. Hence, the inclusion of CSS periodicity con-
traints in the DOP ensures that the elution trajectory is bound
o converge to the optimal CSS, and equally important, enables
ontrol over the column regeneration and re-equilibration modes.
onsequently, the comprehensive DOP formulation enables mini-
ization of those time periods, while fulfilling the CSS periodicity

riteria and the constraint imposed on purity of the target compo-
ent fractionation, and thereby reduces the overall cycle time and
ltimately enhances the cyclic productivity.

It is however noteworthy that in order for the comprehensive
SS description to be experimentally feasible, a representation of
he most retained component in the loaded sample mixture is
equired. This is vital for prohibiting stationary phase accumula-
ion of otherwise irreversibly adsorbing components (impurities),
ausing a gradual decrease in column adsorption capacity, and for
btaining long-term cycle-to-cycle retention time reproducibility.
he advantages and applicability of this open-loop optimal control
ramework is therefore highlighted through the solution to two
ifferent control strategies:

(i) Optimal control strategy I is exclusively concerned with the
batch elution operation mode and the periodicity constraints
are relaxed.

ii) Optimal control strategy II is concerned with the comprehen-
sive CSS operation mode and the temporal horizon includes the
column regeneration and re-equilibration modes.

ence, optimal control strategy I that considerably reduces the DOP
omplexity is preferable when the complete sample mixture com-
osition is unknown. This strategy is therefore extensively applied

n open-loop optimal control studies on non-isocratic batch elution
hromatography, see, for example, [21,19] and the references cited
herein.

.1. Cyclic-steady-state criteria formulation
The computation of CSS solutions over the temporal horizon
 ∈ [t0, tf] requires that Eqs. (1)–(5) are augmented with additional
mportant criteria governing that the state at the initial time is
Process Control 46 (2016) 55–74

retained at the end of the cycle. Accordingly, the CSS criteria can
be expressed by the periodicity constraints:

0 =
∫ tf

t0

vintAcc˛(t, zf )dt − ıload,˛, (13a)

0 = cS(t0, z) − cS(tf , z), ∀z ∈ [z0, zf ], (13b)

0 = cmix,S(t0) − cmix,S(tf ), (13c)

0 = u(t0) − u(tf ), (13d)

and initial conditions satisfying:

0 = cS(t0, z) − u(t0), ∀z ∈ [z0, zf ], (13e)

0 = cmix,S(t0) − u(t0). (13f)

Specifically, Eq. (13a) states the flux of the most retained compo-
nent  ̨ at the column outlet, z = zf, needs to be equal to its total
loaded sample amount, ıload,˛, at final time. This criterion, thereby,
ensures that all components are completely eluted at the end of
time horizon. The equality constraints (13b)–(13d) govern that the
modifier concentration, cS, at every column position z ∈ [z0, zf] as
well as the concentration in the mixing unit, cmix,S, are consistent
at the initial and terminal times. Moreover, Eqs. (13e) and (13f)
are supplementary initial conditions, enforcing the initial modi-
fier concentration at t0. Eqs. (13a)–(13d) are introduced in the DOP
whereas Eqs. (13e) and (13f) are introduced as initial values in the
governing mobile phase transport equations. Although the period-
icity constraints only consider the dynamics of the mobile phase,
it is noteworthy that the state of the stationary phase is inherently
comprehended in this formalism.

4.2. Optimal control problem specifications

The design and the operation of chromatographic separations
require the choice and the adaptation of a large number of
parameters which affect the separation in a highly nonlinear and
interacting fashion [76]. The focus of HPLC process optimization
is to determine those operating conditions which maximize vari-
ous performance indices, which facilitate quantitative evaluation
of the quality and the cost of separation [19], while satisfying the
target component purity requirement and the additional process
constraints. Likewise, there are several competing objectives which
require a trade-off to ensure satisfactory design (see e.g. [6] for a
thorough review).

Generally, the elution trajectories at the column outlet, c˛(t, zf)
and  ̨ ∈ {A, B, C}, form the basis for evaluating the objective func-
tions that strongly depend on the amount of target component
captured, which in turn is critically influenced by the fractionation
interval [7]. In this study, the competing objective functions of yield,
Y˛, and productivity, P˛, with the intermediately eluting compo-
nent  ̨ = B as target was  considered. Hence, the objective functions
of component  ̨ collected in the fractionation horizon [�0, �0 + ��]
are defined as:

ıload,˛
dY˛

dt
= c˛(t, zf )vintAc	(t, �0, ��), (14)

P˛(t) = 1
Vctf

ıload,˛Y˛(t), (15)

where 	(t, �0, ��) ∈ [0, 1] is smooth rectangular function in the
fractionation horizon. It is noteworthy that P˛, which is defined
as the amount of target component collected per cycle time and
scaled to the size of the column, is intrinsically governed by Y˛.

Consequently, the feasible CSS solution to the DOP, subject to the
periodicity constraints defined in Eq. (13), over a fixed temporal
horizon [t0, tf] represents the solution to a bi-objective optimization
problem. In the context of periodic PDE constrained multi-objective
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ptimal control problems, there are several deterministic strate-
ies available which provide fast and efficient generation of the
areto optimal solution set, see e.g. [77] for interactive methods and
78] for recent scalarization approaches and the references therein.
owever, for the purpose of this study a weighted sum scalar-

zation method was used to combine the objectives in Eqs. (14)
nd (15) into a single performance index with a weight ω ∈ [0, 1].
his allowed the use of deterministic NLP routines and ensured an
ccurate and efficient Pareto set generation. Moreover, apart from
aximizing the bi-objective weighted sum, a quadratic cost on the

ifferences of the piecewise constant control flows, �u, was added
n order to influence the smoothness of u. Hence, the resulting cost

as defined as:

(ωP˛(tf ) + (1 − ω)Y˛(tf )) + R

Nu−1∑
j=1

�u2
j . (16)

q. (16) has a typical optimal control Mayer term together with
 quadratic penalty on the differences of the piecewise constant
ontrols discretized with Nu segments in the temporal domain [t0,
f] and R is a weight. The cost function is optimized while fulfill-
ng the requirement imposed on purity of the target component
ractionation:

˛(t) = ıload,˛Y˛(t)

⎛
⎝ ∑

 ̌ ∈ {A,B,C}
ıload,ˇYˇ(t)

⎞
⎠

−1

, (17)

here the numerator of the right hand side represents the captured
mount of the target component in [�0, �0 + ��] and the denomina-
or represents the total amount captured. Hence, the requirement
mposed on purity is incorporated in the DOP as a terminal inequal-
ty constraint, X˛,L − X˛(tf) ≤ 0, on the algebraic variable X˛ with an
ssigned lower purity requirement X˛,L.

.3. Optimal control problem formulation

Given the optimization specifications in Eq. (14)–(17), the
ptimal control problem, with differential-algebraic constraints
79,26], over the temporal domain [t0, tf] may  now be formulated
s:

in. − (ωPB(tf ) + (1 − ω)YB(tf )) + R

Nu−1∑
j=1

�u2
j , (18a)

w.r.t. x : [t0, tf ] → R
nx , y : [t0, tf ] → R

ny ,
p ∈ R

np , um ∈ R,

.t. F(t, ẋ(t), x(t), y(t), u(t), p) = 0, x(t0) = x0, (18b)

ge(x(t0), x(tf ), u1, uNu ) = 0, (18c)

XB,L − XB(tf ) ≤ 0, pL ≤ p ≤ pL, (18d)

uL ≤ um ≤ uU, |�un| ≤ �uU,

∀m ∈ [1..Nu], ∀n ∈ [1..Nu − 1],  ∀t ∈ [t0, tf ],
(18e)

here u(t) is the discrete setpoint um at time t and �un : = un+1 − un.
n addition to the discrete controls um and the free manipulated
arameters p = (�0, ��), the optimization variables include the state
ariables x(t) = (c˛(t, zj), cS(t, zj), cmix,S(t), q˛(t, zj), Y˛(t)) for  ̨ ∈ {A,
, C} as well as the algebraic variables y(t) = (XB(t), PB(t)). F denotes
he implicit DAE system resulting from the spatially discretized PDE

ystem with the WENO scheme on a uniform mesh (see Section 3.3).
oreover, ge denotes the point equality constraints and assembles

he CSS periodicity constraints defined in Eq. (13) and absolute and
ate limitations of the control are enforced in Eq. (18e).
Process Control 46 (2016) 55–74 61

It is noteworthy that the modifier elution trajectory, u, and the
fractionation interval manipulated variables are simultaneously
optimized in the optimal control problem (18) subject to the DAE
system dynamics and the purity inequality constraint. Contrarily,
the fractionation interval manipulated variables are usually treated
independently of DAE system dynamics in the published literature.
As described in [5,7], a decomposition strategy is adopted to trans-
form the DOP into two levels and solved using a sequential method,
where the dynamic system constraint is handled by numerical
integrators. Thus, given the dynamic system response, the frac-
tionating interval endpoints decision is performed in a lower-level
optimization problem embedded within an upper-level NLP target-
ing various process objectives with respect to the process operating
and design variables. By these means, the target component purity
inequality constraint and the fractionating interval optimization
variables are eliminated form the upper-level NLP and consider-
ably reduces its complexity. However, it is not expedient to consider
the aforementioned decomposition strategy for the purpose of this
study, where the shape of the optimal elution trajectories are highly
intercorrelated with the fractionation interval endpoints.

4.3.1. Bilevel optimal control problem decomposition
The optimization variables of the optimal control problem (18)

reflect the set of manipulating variables needed to be online con-
trolled during operation. In this context, this study focuses on the
accurate computation of general elution trajectories and fraction-
ation interval endpoints of an intermediately eluting component
from a multi-component mixture. Hence, the comprehensive
optimal control problem with respect to all process operating
parameters is beyond the scope of this study. However, the optimal
open-loop controlled trajectories are to a high degree governed by
the additional process operation parameters (see Fig. 1 and Table 1),
which in turn are governed by the competing objective functions in
Eqs. (14) and (15). It is nonetheless straightforward to extend the
optimal control problem with additional time-invariant manipu-
lating variables, including Q̇ and cload,˛ for  ̨ ∈ {A, B, C}. Contrarily,
incorporating time-related optimization variables, including tf and
�tload, significantly increases the computational complexity. This
results from the simultaneous solution strategy in which the opti-
mal  control problem is transcribed into an NLP using direct local
collocation. Specifically, introducing tf as a free optimization vari-
able yields the formulation of a minimal time control problem. The
resulting formulation may  not be computationally tractable due
to the large-scale and nonlinear DAE-constrained dynamics. For
these reasons, the comprehensive optimal control problem is cast
in the framework of bilevel optimal control where the upper level
concerns optimization of Eq. (16) with respect to the set of time-
related manipulating variables, q, and the optimal control problem
(18) augmented with the DAE system dynamics is considered in the
lower level:

min. −  (ωPB(tf )  + (1  −  ω)YB(tf ))  +  R

Nu−1∑
j=1

�u2
j , (19a)

w.r.t. q ∈  R
nq ,

s.t. qL ≤  q  ≤ qU ,
(19b)

(x,  u,  p) =  argmin. −  (ωPB(tf )  +  (1  −  ω)YB(tf )) +  R

Nu−1∑
i=j

�u2
j ,  (19c)

w.r.t. x :  [t0, tf ] →  R
nx , y : [t0,  tf ]  →  R

ny ,
np
p  ∈  R ,  um ∈  R,

s.t.  F(t, ẋ(t), x(t),  y(t),  u(t),  p,  q)  =  0, x(t0) =  x0, (19d)

ge(x(t0), x(tf ),  u1, uNu ) =  0, (19e)
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XB,L −  XB(tf )  ≤  0,  pL ≤ p  ≤  pL,  (19f)

uL ≤  um ≤ uU ,  |�un|  ≤  �uU ,

∀m  ∈  [1..Nu], ∀n  ∈  [1..Nu −  1],  ∀t ∈  [t0,  tf ].
(19g)

y these means, the optimal control problem (18) is solved in the
ower-level (19c)–(19g)) for a fixed temporal horizon [t0, tf] which
onsiderably reduces the NLP complexity and facilitates scaling of
he NLP variables.

. Numerical solution of dynamic optimization problem

The optimal control problem Eq. (18) falls within the class of
ynamic optimization problems of the general form:

in.

∫ tf

t0

L(t, z(t), u(t), p) dt + �(z(tf ), p) +
Nu−1∑
j=1

(�un)T R(�un), (20a)

w.r.t. x : [t0, tf ] → R
nx , y : [t0, tf ] → R

ny ,
p ∈ R

np , um ∈ R
nu ,

.t. F(t, z(t), u(t), p) = 0, x(t0) = x0, (20b)

zL ≤ z(t) ≤ zU , pL ≤ p ≤ pU , (20c)

uL ≤ um ≤ uU , �uL ≤ �un ≤ �uU , (20d)

ge(x(t0), x(tf ), u1, uNu , p) = 0,  g i(x(t0), x(tf ), u1, uNu , p) ≤ 0,

∀t ∈ [t0, tf ], ∀m ∈ [1..Nu], ∀n ∈ [1..Nu − 1]
(20e)

here x is the differential variable, y is the algebraic variable, u is
he control variable, p is the free time-invariant parameters, and

 := (ẋ, x, y) is the composition of the internal system variables.
he objective Eq. (20a) is a typical optimal control Bolza functional
ogether with a quadratic penalty on �un, where R ∈ R

nu×nu acts
s a weight and is typically diagonal. The optimization variables are
he free operating parameters – the discrete control signal u and
ree time-invariant parameters p – and the trajectories x and y. The
rajectories are determined by the free operating parameters via
he implicit DAE system in Eq. (20b). Assuming that the DAE system
s of index one, which holds for Eq. (18b), consistent initial condi-
ions are obtained by specifying the initial value of the differential
ariable. Consequently, x corresponds to the state of the system,
nd will henceforth be referred to as such. Time-invariant bounds
n variables are introduced in Eq. (20c). Bounds on um and �un are
ntroduced in Eq. (20d). Finally, terminal and initial constraints on
quality and inequality form are introduced in Eq. (20e).

The remainder of this section outlines common numerical meth-
ds for solving Eq. (20) and thoroughly presents the method that
as employed to solve Eq. (18), which is based on direct local col-

ocation.

.1. Numerical methods for dynamic optimization

There are many approaches to solving dynamic optimization
roblems in the form of Eq. (20), which stem from the theory of
ptimal control. The most widely used techniques today are based
n first-order necessary conditions for local optimality, of which a
urvey is available in e.g. [80]. The first dichotomy of these meth-

ds is that of indirect and direct methods. Indirect methods start
y establishing the optimality conditions, and then discretize the
roblem to find a numerical solution. These methods are often dif-
cult to employ due to needing good initial guesses of costates and
lso manual identification of the switching structure of inequalities.
irect methods instead first discretize the dynamics, thus reducing

he dynamic optimization problem to an NLP of the general form:
Process Control 46 (2016) 55–74

min. f (x),

w.r.t. x ∈ R
nx ,

(21a)

s.t. xL ≤ x ≤ xU, (21b)

g(x) = 0, (21c)

h(x) ≤ 0. (21d)

The optimality conditions are then given by the
Karush–Kuhn–Tucker (KKT) conditions.

The second dichotomy is that of sequential and simultaneous
discretization techniques. The three most common techniques for
direct methods are single shooting, multiple shooting, and colloca-
tion [26,27]. Direct single shooting is a purely sequential method
which parametrizes the control, using e.g. polynomials or piecewise
constant functions, and then uses the control parameters as opti-
mization variables. The system dynamics constraint corresponding
to Eq. (20b) is handled by embedded numerical integrators, which
also provide sensitivities that are used to iteratively update the con-
trol parameters. The numerical robustness of single shooting can be
improved by dividing the time horizon into subintervals, and then
essentially employing single shooting within each such interval,
which leads to the method of multiple shooting.

Finally there are simultaneous methods. These methods encode
the discretized equations and variables as NLP constraints and
variables. Consequently, they do not rely on embedded numeri-
cal integrators. In this paper we  focus on collocation methods. See
[27] for details on other simultaneous methods.

5.2. Direct local collocation

In this study, direct local collocation [26,81] was employed
to solve Eq. (18). The fundamental idea of the method is to dis-
cretize the differential equations using finite differences, thus
transforming, or transcribing, the infinite-dimensional dynamic
optimization problem into a finite-dimensional NLP. The discre-
tization scheme is based on collocation methods, which are special
cases of implicit Runge–Kutta methods and are also commonly
used for numerical solution of DAE and stiff ordinary differential
equation (ODE) systems [82].

5.2.1. Collocation polynomials
The optimization time horizon is divided into ne elements. Let hi

denote the length of element i. The time is normalized in element
i according to:

t̃i(�) := ti−1 + hi · (tf − t0) · �, � ∈ [0,  1],  ∀i ∈ [1..ne], (22)

where � is the normalized time, t̃i(�) is the corresponding unnor-
malized time, and ti is the mesh point (right boundary) of element i.
This normalization enables a treatment of the below interpolation
conditions that is homogeneous across elements. Within element i
the time-continuous variable z is approximated using a polynomial
in the local time � denoted by:

zi = (ẋi, xi, yi) : [0,  1] → R
nz ,

which is called the collocation polynomial for that element, where
nz : =2nx + ny. The collocation polynomials are formed by choosing
nc collocation points, which are chosen to be the same for all ele-
ments. In this study, Lagrange interpolation polynomials are used
to represent the collocation polynomials, which in turn make us of
the collocation points as interpolation points. Hence, let �k ∈ [0, 1]
denote collocation point k ∈ [1. . nc], and let zi,k = (ẋi,k, xi,k, yi,k) ∈

R

nz denote the value of zi(�k).
Optimal control problems usually involve finding an optimal

time-continuous control signal, in which case the control signal is
also approximated using collocation polynomials. However, since
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 time-discrete control signal u is considered in this study, there
s no need to further parametrize it, since it already resides in the
nite-dimensional space R

Nu · nu . To simplify the treatment of u in
he discretization procedure in this study, the element distribution
s chosen so that every point in time where the control changes
alue – that is, every multiple of the control frequency ϕ – coin-
ides with a mesh point. This allows the control signal um to be
epresented by a single variable that corresponds to the constant
alue of

(t), ∀t ∈ [t0 + (m − 1)ϕ, t0 + mϕ].

Since the states need to be continuous on [t0, tf], an additional
nterpolation point is introduced at the start of each element for
he corresponding collocation polynomials, denoted by �0 : =0. The
ollocation polynomials within element i are thus given by:

i(�) =
nc∑

k=0

xi,k · �̃k(�), yi(�) =
nc∑

k=1

yi,k · �k(�), ∀i ∈ [1..ne], (23)

here �̃k and �k are Lagrange basis polynomials, respectively with
nd without the additional interpolation point �0. The collocation
olynomials are thus parametrized by the values zi,k = zi(�k). In
rder to obtain the collocation polynomial for the state derivative

˙ in element i, the collocation polynomial xi is differentiated with
espect to time. Finally, there are different schemes for choosing
he collocation points �k, with different numerical properties, in
articular regarding stability and order of convergence. The most
ommon ones are called Gauss, Radau and Lobatto collocation [82].
he direct method in this study makes use of Radau collocation,
hich always places a collocation point at the end of each element,

nd the rest are chosen in a manner that minimizes the quadrature
rror.

.2.2. Transcription of the dynamic optimization problem
In this section the dynamic optimization problem Eq. (20) is

ranscribed into an NLP, using the collocation polynomials con-
tructed above. The optimization domain of functions on [t0, tf],
hich is infinite-dimensional, is thus reduced to a domain of finite
imension by approximating the trajectory z by a piecewise poly-
omial function. As decision variables in the NLP we  choose the
ystem variable values in all the collocation points, zi,k, the discrete
ontrol signal, um, the state at the start of each element, xi,0, and
he free parameters p. The transcription of Eq. (20) then results in
he NLP:

in.

ne∑
i=1

hi

nc∑
k=1

ωkL
(

ti,k, zi,k, u�(i), p
)

+ �(zne,nc , p) +

Nu−1∑
j=1

(�uj)
T R(�uj) (24a)

w.r.t. zi,k ∈ R
nz , xi,0 ∈ R

nx , um ∈ R
nu , p ∈ R

np ,

s.t. F(ti,k, zi,k, u�(i), p) = 0, x1,0 = x0,
(24b)

zL ≤ zi,k ≤ zU , pL ≤ p ≤ pU , (24c)

uL ≤ um ≤ uU , �uL ≤ �un ≤ �uU , (24d)

ge(x1,0, xne,nc , u1, uNu , p) = 0, g i(x(t0), x(tf ), u1, uNu , p) ≤ 0, (24e)

ẋi,k = 1
h

nc∑
xi,l

d�̃l

d�
(�k), (24f)
i
l=0

xj−1,nc
= xj,0, ∀j ∈ [2..ne],

∀i ∈ [1..ne], ∀k ∈ [1..nc], ∀m ∈ [1..Nu], ∀n ∈ [1..Nu − 1].
(24g)
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The transcription of the Lagrange term in the objective utilizes
Gauss–Radau quadrature within each element to approximate the
integral by a sum:∫ tf

t0

L(t, z(t), u(t), p) dt

=
ne∑

i=1

∫ ti

ti−1

L(t, z(t), u�(i), p) dt

≈
ne∑

i=1

hi

nc∑
k=1

ωkL
(

ti,k, z(ti,k), u�(i), p
)

→=
ne∑

i=1

hi

nc∑
k=1

ωkL
(

ti,k, zi,k, u�(i), p
)

,

where �(i) is the index m corresponding to the control value um for
element i, ti,k := t̃i(�k) denotes the unnormalized collocation point
k in element i, ωk is the quadrature weight, and a→=b denotes that b,
which belongs to Eq. (24), is the corresponding transcription of a,
which belongs to Eq. (20). The two  remaining terms in the objective
are straightforward to transcribe. The objective Eq. (20a) is thus
transcribed into Eq. (24a).

The essence of direct collocation is in the transcription of the
system dynamics constraint Eq. (20b). Instead of enforcing the DAE
system for all times t ∈ [t0, tf], it is only enforced at the collocation
points. Thus

F(t, z(t), u(t), p) = 0, ∀t ∈ [t0, tf ]
→= F(ti,k, zi,k, u�(i), p) = 0, ∀i ∈ [1..ne], k ∈ [1..nc].

The initial condition is straightforward to transcribe. Eq. (20b) is
thus transcribed into Eq. (24b). In the same approximative man-
ner that we only enforced the DAE system at the collocation
points, the inequality constraints Eqs. (20c), (20d) are transcribed
by only enforcing them at the collocation points. Since we have
a collocation point at tf, the terminal constraints Eq. (20e) are
straightforward to transcribe using the corresponding NLP vari-
ables. The constraints Eqs. (20c)–(20e) are thus transcribed into Eqs.
(24c)–(24e). Note that despite the appearance of the constraint on
�un in Eq. (24d), it is an inequality constraint of the form Eq. (21d)
rather than Eq. (21b).

Finally, Eqs. (24f) and (24g) are added to preserve the inherent
coupling of x and ẋ and get a continuous trajectory for the state x.
The transcription of Eq. (20) into Eq. (24) is thus complete. By solv-
ing the NLP Eq. (24), an approximate local optimum to the dynamic
optimization problem Eq. (20) may  be obtained. Eq. (24) is typically
a large but sparse problem, so exploiting sparsity is critical.

6. Modeling and optimization environment

This section outlines the various languages and tools used
to generate the simulation and optimization results. The pro-
cess model and optimization formulation are implemented using
the modeling languages Modelica and its optimization extension
Optimica [83]. JModelica.org [84] is used to perform the needed
simulations and optimizations.

6.1. CasADi

CasADi [85] (Computer algebra system with Automatic
Differentaion) is an open-source, low-level symbolic tool for effi-

ciently computing derivatives using algorithmic differentiation
(AD) and is tailored for dynamic optimization. CasADi plays a cen-
tral role in the dynamic optimization framework of JModelica.org
[86]. Once a symbolic representation of Eq. (24) has been created
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Fig. 2. The JModelica.org toolchain. For simulation purposes, C code is generated
based on the Modelica code based on the FMI standard. The user interacts with C code
via  the Python-based interface PyFMI, which connects the model with numerical
integrators from the SUNDIALS suite. For optimization purposes, the Modelica and
O
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ptimica code is transferred to CasADi Interface, which serves as an interface to
Modelica.org’s collocation-based algorithm. The collocation algorithm transcribes
he  optimization problem into an NLP, which then is solved by IPOPT.
sing CasADi constructs, the needed derivatives are efficiently and
onveniently obtained and sparsity patterns are preserved.

CasADi utilizes two different graph representations for sym-
olic expressions. The first is a scalar representation, called SX,

ig. 3. Pareto optimal state and control trajectories, where c˛(t, zf) and ∀  ̨ ∈ {A, B, C} is no
arkers indicate the solution at the Radau collocation points and solid and dashed lines 

nterval endpoints, [�0, �0 + ��], and that of the initial load and wash.
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where all atomic operations are scalar-valued, as is typical for AD
tools. The second is a sparse matrix representation, MX, where
all atomic operations instead are multiple-input, multiple-output
matrix-valued. The MX representation is more general and allows
for efficient, especially in terms of memory, representation of high-
level operations, such as matrix multiplication and function calls.
On the other hand, the SX representation offers faster computa-
tions by reducing overhead and performing additional symbolical
simplifications.

6.2. JModelica.org

JModelica.org [84] is an open-source platform for simulation-
and optimization-based analysis of large-scale physical models
described by Modelica. The main component of JModelica.org is its
Modelica and Optimica compiler, which is implemented in Java.
Besides performing the usual compiler operations, such as type
analysis, it also performs symbolic transformations of the Modelica

model, such as index reduction [87] for high-index DAE systems,
causalization [88], and analytic solution of trivial equations. The
compiler then generates code for two  separate toolchains: one for
simulation and one for optimization, as illustrated in Fig. 2. The

rmalized with 2.0 × 10−3 (mol m−3), for XB,L = 0.99, R = 5.0 × 10−2 and ω ∈ {0.0, 1.0}.
the corresponding simulated response. The shaded areas indicate the fractionation
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ser interacts with all the different JModelica.org modules using
he scripting language Python.

For simulation purposes, the compiler generates C code accord-
ng to the Functional Mock-Up Interface (FMI) standard [89],
ssentially transforming the DAE system into a system of ODEs. The
enerated C code is then imported into PyFMI,1 which connects it
ith various numerical integrators via Assimulo [90], in particular

he SUNDIALS suite [91].
For optimization purposes, the compiler instead communicates

ith JModelica.org’s CasADi Interface [92]. CasADi Interface serves
s an interface between Modelica and Optimica code and numerical
ptimization algorithms, by providing a symbolic representation of

 dynamic optimization problem, based on CasADi’s MX graphs,
hich then can be used to compute the derivatives needed to
umerically solve the optimization problem. This representation is
hen used by JModelica.org’s collocation-based algorithm to tran-
cribe the dynamic optimization problem into Eq. (24), which is
mplemented in Python using CasADi’s Python front-end. The col-
ocation algorithm is described in Section 5.2.

The MX  representation of the dynamic optimization problem
n CasADi Interface is not suitable for Eq. (18), where an SX repre-
entation is more suitable due to the scalar nature of the equations.
hus, the MX representation is converted into an SX representation
n the fly, which then is used to create an MX representation of Eq.
24), by exploiting the repetitive structure of the NLP in each collo-
ation point using function calls. This approach of mixing MX  and
X graphs has been crucial in this study due to the model size, by
roviding a suitable trade-off between memory consumption and
xecution speed. After the construction of the NLP is completed, it
s solved using CasADi’s interface to IPOPT [38], with derivative and
parsity information provided by CasADi. IPOPT is an open-source
rimal-dual interior point method for numerical solution of sparse
LPs of the form Eq. (21). In this paper, we use the sparse linear

olver MA57 from HSL [93] to solve the linearized KKT system in
ach iteration of IPOPT.

. Results and discussion

As outlined in Section 4, two inherently different optimal con-
rol strategies are considered and the discrepancy lies in whether
q. (18) is augmented with the CSS periodicity constraints (13) or
ot. Moreover, in order to assess the performance of the general
lution trajectories governed by the optimal control strategy I, these
ere benchmarked with that of the conventional linear trajectories

overned by:

lin(t) = ulin,0 +
[
ulin,f − ulin,0

]( t − tlin,0

tf − tlin,0

)
, (25)

here tlin,0 = t0 + �tload + �twash defines the onset of the elution
ode, �twash is the wash horizon and (ulin,0, ulin,f ) ∈ R

2 are the
ime-invariant optimization parameters. For the benchmark inves-
igation, an analogous optimal control problem was considered
here the quadratic penalty on �u  in Eq. (18a) was removed and

ounds on the aforementioned parameters was introduced.
The remainder of this section is divided into three subsections,
here the NLP transcription specifics are outlined in Section 7.1 and
he open-loop solutions governed by the optimal control strategy I
nd II are presented in Sections 7.2 and 7.3, respectively.

1 https://pypi.python.org/pypi/PyFMI.
Fig. 4. Pareto optimal fronts generated with the zero-order hold elution trajectory,
u,  and the conventional linear trajectory, ulin, for XB,L = 0.99 and ω ∈ [0.0, 1.0].

7.1. NLP transcription specifics and initialization

In this study, the first- and second-order spatial derivative of
the concentrations in the convection–diffusion equation (1), which
governs the dynamics of the mobile phase, have been approximated
using a WENO scheme of fifth order with nv = 25 finite volume
elements. The number of finite volume elements is a compromise
between accuracy and computational complexity, and is experi-
mentally verified to give adequate representation of the dispersion.
Unless otherwise stated, the temporal horizon was  discretized with
ne = 2 ×102 finite elements with two  Radau collocations points in
each element and a zero-order hold control discretization with
Nu = 50 pieces was adopted. Accordingly, the resulting NLP (24)
has approximately 2 × 105 variables and was solved on an Ubuntu
12.04 computer with an Intel® CoreTM i7-2600 Quad Processor
@3.40 GHz. Revision [6718] of JModelica.org was used together
with version 3.11.8 of IPOPT with the linear solver MA57. The NLP
constrained by the DAE system dynamics was  solved to a tolerance
of 1 × 10−13 and a total CPU time of approximately 0.75 h.

The collocation method used corresponds to a fixed-step-size
Radau solver. To verify the temporal discretization, the optimal
input and parameters are used to simulate the system using
CVode from the SUNDIALS suite [91], which is a variable-step-
size, backward-differentiation formula solver with error control.
Moreover, the performance of numerical optimizers, when solving
large-scale nonconvex optimization problems, relies on accurate
initial guesses of the solution to the problem as well as the problem
being reasonably well scaled numerically. This scaling is performed
based on the generated initial guess, which in turn was  obtained
from simulation under isocratic conditions. Variable scaling has
been done using the time-variant linear scaling method described
in [86], where a scaling factor is computed for every system vari-
able at every collocation point. Equation scaling has been done

using the default procedure in IPOPT. Finally, given the simulated
DAE response, scaling and initial guess for the fractionation interval
manipulated variables were obtained from optimizing the recovery
yield (14), subject to the purity inequality constraint (17), using a

https://pypi.python.org/pypi/PyFMI
https://pypi.python.org/pypi/PyFMI
https://pypi.python.org/pypi/PyFMI
https://pypi.python.org/pypi/PyFMI
https://pypi.python.org/pypi/PyFMI
https://pypi.python.org/pypi/PyFMI
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equential quadratic programming algorithm. Hence, this strategy
s analogous to that developed in [5,7].

.2. Open-loop optimal control strategy I – batch elution
peration mode

In order to assess the performance of the general elution trajec-
ories, these were benchmarked with that of the conventional linear
rajectories (parameterized by Eq. (25)) by means of solving the
i-level optimal control problem (19) with q = �tload as optimiza-
ion variable in the upper level (19a) and 19b)). The lower-level
ptimal control problem (19c)–(19g)) excluding the CSS periodic-
ty constraints (13) is computed over a fixed temporal horizon of
t̄ ∈ [0.0, 20.0]. Here t̄ = t(Q̇ V−1

c ) is the normalized time in col-
mn  volumes (CV). The specifications in the optimization problem
re XB,L = 9.9 × 10−1, �uU = 2.5 × 10−1, um ∈ [5.0 × 10−2, 2.0] and
f ∈ [2.0, 5.0] × 101. The resulting optimal state and control trajec-
ories for ω ∈ {0.0, 1.0} are depicted in Fig. 3. The optimization and
erification simulation results, where markers indicate the solution

t the Radau collocation points and solid and dashed lines the cor-
esponding simulated response, are practically identical. The initial
ontrol, u1, is constrained to be constant over the load and the sub-
equent wash horizon [t0, t0 + �tload + �twash] where �twash = 1.0

ig. 5. Optimal CSS elution trajectories, where c˛(t, zf) and ∀  ̨ ∈ {A, B, C} is normalized
arkers indicate the solution at the Radau collocation points and solid and dashed lines 

nterval endpoints, [�0, �0 + ��], and those of the initial load and wash and the terminal r
Process Control 46 (2016) 55–74

(CV), it is however considered as a manipulated variable. Although
not considered in the open-loop optimal control problem, the con-
trol signal is prescribed a constant value of 5.0 × 10−1 (g mol−1)
during 5.0 CV regeneration in order to elute the most retained
component.

The optimal state and control trajectories illustrated in Fig. 3
show a clear distinction in the system response generated with
u and ulin, respectively. As expected from the generic HIC elu-
tion mode, ulin and hence the optimal modifier concentration is
strictly decreasing in [tlin,0, tf] in order to increase hydrophobicity,
see Fig. 3b and d. Governed by the individual component adsorp-
tion affinities, components  ̨ ∈ {A, B, C} are gradually separated
as they traverse the column. Contrarily, the modifier concentra-
tion is freely controlled with the general elution trajectories, u,
shown in Fig. 3a and c. It is evident that the additional degrees
of freedom introduced significantly promotes the recovery yield,
YB(tf), of the intermediately eluting component B. Moreover, the
solvent strength is gradually increasing until the lower optimal
fractionation time, �0, is reached. At the onset of the fractionation

interval, the slope of the elution trajectory changes sign, and the
decreasing solvent strength causes the target component to desorb
and ultimately to elute. Finally, the slope of the control trajectory
changes sign again within the fractionation interval in order to

 with 1.75 × 10−3 (mol m−3), for XB,L ∈ {0.90, 0.95, 0.975, 0.99} and R = 5.0 × 10−2.
the corresponding simulated response. The shaded areas indicate the fractionation
e-equilibration.
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ig. 6. Phase plane portraits illustrating the state trajectories c˛(t, zf) and ∀  ̨ ∈ {A, 

ndicate the solution at the Radau collocation points and solid and dashed lines the

revent the most retained component to desorb. It is notewor-
hy that the upper fractionation interval endpoint coincide with
he final time. Consequently, when considering the open-loop opti-
al control strategy I, the optimization variable ��  can safely be

mitted in the lower-level DOP (19c)–(19g) and can be replaced by
tf − �0).

The optimal open-loop controlled trajectories depicted in Fig. 3
or ω ∈ {0.0, 1.0} comprise the solutions of the single objective opti-

al  control problems for each criterion in Eq. (16). The associated
i-objective Pareto optimal fronts are shown in Fig. 4. It is evi-
ent that the general elution trajectories, u, outperform the linear
rajectories, ulin, in terms of both objectives. Especially, for ω = 1.0
he maximum productivity obtained with u is approximately 37%
igher than that for ulin. It is also noteworthy that the maxi-
um  productivity obtained with u is associated with a significantly

igher recovery yield. This is explained by the improved resolution
apability of the zero-order hold control, i.e. the ability to remove
mpurity (component A and C) trajectories spanning inside the frac-
ionation interval and causing degraded target component purity as
 result. Consequently, this allows for the fractionation interval to
pan over a wider temporal horizon which significantly enhances
he captured amount of the target component. The insights gained
rom analyzing Fig. 4 clearly motivate the scope of this study, and
s a function of the modifier concentration cS(t, zf) at z = zf and ∀t ∈ [t0, tf]. Markers
sponding simulated response.

the tools and methods developed here for solving the optimal con-
trol problem (18).

The dependency of PB(tf) and YB(tf) on the optimization variable
�tload shows that YB(tf) is strictly decreasing as �tload → �tload,U
whereas PB(tf) exhibits a concave behavior. This was to be expected
since maximizing YB(tf) (which is time-invariant) implies inject-
ing a minimal column load, and hence, �tload is constrained by
its lower boundary, and the gain in YB(tf) for u is therefore only
moderate (cf. Fig. 3c and d). An analogous behavior was recently
observed in [94]. In that study, the final time, tf, was  incorporated
in the bi-level optimal control problem formulation. As expected
from introducing additional degrees of freedom, both the recov-
ery yield and the production rate were enhanced, however more
importantly, the general elution trajectories still outperformed the
linear trajectories in terms of both objectives.

7.3. Open-loop optimal control strategy II – cyclic-steady-state
operation mode
So far, we  have shown the optimal open-loop controlled elution
trajectories for the control strategy excluding the CSS periodicity
constraints (13). This section is therefore devoted to demon-
strate optimal control of the comprehensive cyclic-steady-state
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ormalism. As outlined in Section 4.1, computation of CSS solutions
ver the temporal horizon t ∈ [t0, tf] requires that the open-loop
ptimal control problem (18) is augmented with the periodicity
riteria governing that the state at the initial time is retained at
he end of the cycle. The optimal state and control trajectories for

 = 0.0 and XB,L ∈ {0.90, 0.95, 0.975, 0.99} that conform to the peri-
dicity constraints over a fixed temporal horizon of ∀t̄ ∈ [0.0, 25.0]
re displayed in Fig. 5. Here, the initial control, u1, is constrained
o be constant over the load and the subsequent wash horizon
t0, t0 + �tload + �twash], however freely controlled. Moreover, the
ontrol in the final re-equilibration horizon [tf − �teq, tf], where
teq = 2.0 (CV), is prescribed the constant value of u1 through the

eriodicity criterion defined in Eq. (13d).
The optimal open-loop controlled trajectories depicted in Fig. 5

hows that the solvent strength is gradually increasing until the
ower optimal fractionation time, �0, is reached. Subsequently, the
lope of the control trajectory changes sign within the fraction-
tion interval in order to prevent the most retained component to
esorb. At the upper fractionation interval endpoint, the control
rajectory drastically drops in order to completely elute compo-
ent C, and to fulfill Eq. (13a), before returning to the initial control

evel. For these reasons, the upper endpoint of the fractionation
nterval, (�0 + ��), does not coincide with the that of the temporal
orizon, as was the case for the optimal control trajectories shown

n Fig. 3. It is also evident from Fig. 5 that there is a high intercor-
elation between the shape of the zero-order hold control and the
ractionation interval endpoints. Hence, the optimal fractionation
nterval endpoints coincide with the location of the zero tempo-
al derivative of the eluent concentration at the outlet, i.e. ∂cS(t,
f)/∂t : =0. This phenomenon is expected since the local eluent con-
entration at the outlet, cS(t, zf), rather than the optimal control
rescribed at the inlet, ultimately governs prospects for fraction-
tion. Moreover, by comparing the elution profiles depicted in Fig. 5
or different lower purity requirements XB,L ∈ {0.90, 0.95, 0.975,
.99} it is evident that the fractionation interval spans over a more
arrow temporal horizon for more stringent purity requirements
ith degraded recovery yield as a result. Additionally, the onset of

he fractionation interval is slightly shifted towards higher elution
olumes as XB,L → 1.0. Consequently, the most retained component
as to be eluted during a shorter time period, and hence, the dif-

erence of the piecewise constant controls, �un, are significantly
arger in the temporal horizon for t > �0 + ��.

Fig. 6 presents an alternative view of the state variable CSS
ynamics where c˛(t, zf) and for  ̨ ∈ {A, B, C} are depicted as a func-
ion of the modifier concentration cS(t, zf). The cyclic-steady-state
olutions can be easily identified in the phase plane portraits, and
t is evident that the projected state trajectories depicted in Fig. 5
re closed curves. This implies that all states conform to the CSS
eriodicity constraints over the temporal horizon [t0, tf]. By these
eans, the optimal control strategy II imposes adequate retention

ime repeatability by conditioning the column to the initial mod-
fier concentration and by enforcing complete elution of the most
etained component prior to the subsequent injection.

As was observed from analyzing Fig. 5, a clear performance
ecrease in terms of recovery yield was obtained when enforcing
ore stringent purity constraints. In order to assess the impact

f XB,L on the Pareto optimal solutions that conform to the CSS
eriodicity constraints, the bi-level optimal control problem (19),

ntroducing tf ∈ [1.0, 5.0] × 101 as optimization variable in the
pper level (19a–19b)), was repeatedly solved for XB,L ∈ {0.95,
.975, 0.99}. The resulting Pareto optimal fronts for ω ∈ [0.0, 1.0]
re depicted in Fig. 7 for comparison purposes. It is evident that

oth YB(tf) and PB(tf) strictly decrease for all ω ∈ [0.0, 1.0] in
rder to fulfill a more stringent constraint placed on the target
omponent purity. Moreover, the discrepancy between the Pareto
ptimal fronts increases as ω → 1.0. The associated Pareto optimal
Fig. 7. Pareto optimal fronts generated with the zero-order hold elution trajectory,
that conform to the CSS periodicity constraints, for XB,L ∈ {0.95, 0.975, 0.99} and
ω  ∈ [0.0, 1.0].

control and state trajectories are depicted in Fig. 8 for ω ∈ {0.0,
1.0} and XB,L ∈ {0.95, 0.975}.  The value of the optimization vari-
able tf decreases as ω → 1.0, which originates from the inverse
dependence of PB(tf) on tf in Eq. (15). Consequently, there is a clear
distinction between the associated Pareto optimal state and con-
trol trajectories. Specifically, there is no prominent change in the
slope of the elution trajectories within the fractionation interval for
ω = 0.0. Contrarily, the optimal control trajectories exhibit a clear
“M-shaped” dependence in this region for the case of ω = 1.0 in order
to improve the resolution, i.e. prohibiting that impurity (compo-
nent A and C) trajectories span inside the fractionation interval, in
a significantly shorter cycle time.

7.3.1. Penalty on the difference of the zero-order hold controls
This section is devoted to demonstrate the influence of the

quadratic penalty on the difference of the zero-order hold controls
that is augmented to the cost function (16). It is noteworthy that a
value of the penalty factor, R, larger than zero will always yield a
more smooth control trajectory and will always give rise to a per-
formance decrease. Moreover, prescribing an infinitely high value
to R will result in a constant elution trajectory given that isocratic
conditions yield a feasible solution, i.e. the target component purity
constraint is fulfilled.

In order to assess the impact of R on the recovery yield, the opti-
mal  control problem (18) was  solved for R ∈ {0.0, 0.01, 0.25, 0.50}.
The resulting optimal state and control trajectories are depicted
in Fig. 9 for comparison purposes. Specifically, the unpenalized
control shown in Fig. 9a is associated with YB(tf) = 8.19 × 10−1 and
the most penalized control depicted in Fig. 9d is associated with
YB(tf) = 7.54 × 10−1. However, it is noteworthy that there is only a
moderate decrease in the recovery yield for values of R ≤ 0.05 (see
also Fig. 5d).
The solution of the open-loop optimal control problem (18)
yields trajectories that lie on the boundary of the feasible region,
i.e. the resulting purity equals its lower requirement. Consequently,
the open-loop controlled system is unable to cope with process
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ig. 8. Pareto optimal CSS elution trajectories, where c˛(t, zf) and ∀  ̨ ∈ {A, B, C} is no
.0}.  Markers indicate the solution at the Radau collocation points and solid and dashe

nterval endpoints, [�0, �0 + ��], and that of the initial load and wash.

ariability and to surmount this shortcoming calls for the formu-
ation of a robust counterpart problem [95]. The comprehensive
heoretical background in extending the open-loop optimal control
roblem (18) with its robust counterpart formulation was recently
eveloped in [96]. In that study, a deterministic robustified safety
argin (or back-off term) [97–99] was used to augment the purity

onstraint and R was introduced as an optimization variable in the
obust counterpart problem. Hence, the robustification of the open-
oop controlled system implies compromising high penalties on the
hange in the zero-order hold control, yielding optimal solutions
ith low sensitivity to uncertainty, however, to the expense of an

verall lower performance. As robustness is of the highest impor-
ance in biopharmaceutical process industry, see e.g. the process
nalytical technology (PAT) and quality-by-design (QbD) guidelines
100–102] published by the United States Food and Drug Adminis-
ration (US FDA), this motivates the inclusion of the term penalizing

un and ∀n ∈ [1. . Nu − 1] in the cost function (16).

.3.2. Zero-order hold control signal update frequency

This section is devoted to demonstrate the influence of the

ero-order hold control signal update frequency, i.e. the number
f control levels Nu used in piecewise-constant control parameter-
zation. In order to assess the impact of Nu on the recovery yield, the
zed with 1.75 × 10−3 (mol m−3), for XB,L ∈ {0.95, 0.975}, R = 5.0 × 10−2 and ω ∈ {0.0,
s the corresponding simulated response. The shaded areas indicate the fractionation

optimal control problem (18) was  solved for Nu ∈ {25, 75, 100, 150}
and R was  prescribed a value of 1.0 × 10−2 in order to reduce the
impact of the quadratic penalty on the difference of the zero-order
hold controls. The resulting optimal state and control trajectories
are depicted in Fig. 10 for comparison purposes. It is evident that
a higher value of Nu yields a performance increase, however, there
is only a moderate increase in YB(tf) for values of Nu > 75. Con-
sequently, the performance increase for a higher zero-order hold
control signal update frequency, introducing more degrees of free-
dom to optimal control problem (18), is restricted by the complex
system dynamics associated with long time delays and spatially
distributed properties.

The performance increase to be expected when increasing Nu is
highly system dependent, and originates from the upstream mix-
ing unit residence time. Specifically, a large mixing unit residence
time (Vmix/Q̇ ) will highly influence the smoothness of the modi-
fier concentration, cS(t, z0), profile prescribed at the column inlet
(see Eq. (2)). In the extreme case when the HPLC system is operated
under a low volumetric flow rate and when Vmix ≥ Vc, the rectangu-

lar stairs of the control input (with high-frequency update) is lost
in the first-order system dynamics governed by the mixing unit
(see Eq. (4)). As was previously discussed, it is the local eluent con-
centration inside the column, cS(t, z) and ∀z ∈ [z0, zf], rather then
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Fig. 9. Optimal CSS elution trajectories, where c˛(t, zf) and ∀  ̨ ∈ {A, B, C} is normalized with 2.25 × 10−3 (mol m−3), for XB,L = 0.99 and R ∈ {0.0, 0.1, 0.25, 0.50}. Markers
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ndicate  the solution at the Radau collocation points and solid and dashed lines the
ndpoints, [�0, �0 + ��], and those of the initial load and wash and the terminal re-

he optimal control prescribed at the inlet to the mixing unit, that
ltimately governs prospects for fractionation and the maximum
mount of target component captured. Hence, in order to preserve
he additional degrees of freedom provided by the zero-order hold
ontrol trajectory, it is essential to minimize the HPLC system vol-
me  upstream the column. The experimental validation and the
ractical aspects in realizing the general elution trajectory will be
onsidered in a follow-up study.

. Concluding remarks

Chromatography is an essential downstream process operation
o isolate a high-purity target component from a multi-component

ixture in the pharmaceutical and biochemical industries. The
emoval of closely related product impurities in preparative and
ndustrial scale chromatography separations is specifically chal-
enging and requires both high performance resins and optimized
lution mode. Although modulation of the solvent strength during

rajectory elution is widely applied in preoperative chromatog-
aphy, in order to enhance resolution of high complex sample
ixtures, it still relies on simpler linear-, concave or convex- and

arious types of step trajectories. This paper is therefore concerned
sponding simulated response. The shaded areas indicate the fractionation interval
ration.

with the development of a novel open-loop optimal control strategy
for HPLC separation processes. However, there is a drastic increase
in computational complexity while moving from the conventional
elution trajectories, associated with a few degrees of freedom, to
the general elution trajectories, parameterized with a large number
piecewise constant controls. To efficiently and accurately generate
optimal elution trajectories we considered a simultaneous opti-
mization method where both the state and control variables of the
original PDE-constrained DOP are fully discretized in the temporal
domain using direct local collocation. One of the main contributions
of this paper is therefore the established methodology and the com-
putationally efficient framework for open-loop optimal control of
batch chromatographic separation processes. It is however note-
worthy that the generic methods and tools developed here are
applicable to any large-scale optimal control problem constrained
by PDEs.

In this study, a weighted sum scalarization method was used
to combine the competing objective functions of recovery yield

and productivity into a single performance index. This allowed
the use of deterministic NLP routines and ensured an accurate
and efficient Pareto set generation. It is noteworthy that opti-
mizing productivity yields the formulation of a minimal time
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Fig. 10. Recovery yield optimal CSS elution trajectories, where c (t, z ) and ∀  ̨ ∈ {A, B, C} is normalized with 1.75 × 10−3 (mol m−3), for X = 0.99 and N ∈ {25, 75, 100, 150}.
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arkers indicate the solution at the Radau collocation points and solid and dashed
nterval endpoints, [�0, �0 + ��], and those of the initial load and wash and the term

ontrol problem which was not computationally tractable due to
he large-scale and nonlinear PDE-constrained dynamics. However,
omputational tractability was obtained by casting the open-loop
ptimal control problem in the framework of bi-level optimal
ontrol where the upper level concerns the set of time-variant opti-
ization variables, and the DOP is considered in the lower level.

he lower-level DOP constrained by the system dynamics was  tran-
cribed into a sparse NLP using direct collocation, which was then
olved by IPOPT supplied with the first- and second-order deriva-
ives of the NLP functions computed using CasADi’s algorithmic
ifferentiation while preserving sparsity. The fully-discretized NLP
ormulation and interior-point solver has been found to be effi-
ient and reliable for the optimal control problem of the batch HPLC
rocess considered.

The advantages of the optimal control methodology were
llustrated through the solution of a specific challenging ternary
omplex mixture separation problem of insulin analogs, with the
ntermediately eluting component as the target, by hydrophobic

nteraction chromatography. Moreover, two inherently different
ptimal control strategies were considered and the difference lies in
hether the optimal control problem is augmented with the cyclic-

teady-state periodicity constraints or not. A key result of this
B,L u

the corresponding simulated response. The shaded areas indicate the fractionation
e-equilibration.

study is that the general elution trajectories nonconforming to the
CSS periodicity constraints outperformed the conventional linear
trajectories both in terms of recovery yield and productivity. Espe-
cially, a significant increase in maximum productivity was obtained
for the open-loop controlled trajectories. This was explained by the
improved resolution capability of the zero-order hold control, i.e.
the ability to remove impurity trajectories spanning inside the frac-
tionation interval and causing degraded target component purity
as a result. Consequently, this allowed for the fractionation interval
to span over a wider temporal horizon and significantly enhanced
the captured amount of the target component.

It was  also demonstrated that the optimal control problem
augmented with the cyclic-steady-state periodicity constraints
enabled control over the column regeneration and re-equilibration
modes, and consequently enabled minimization of those time
periods while fulfilling the constraint imposed on purity of the
target component fractionation. The results obtained showed that
there is a high intercorrelation between the shape of the zero-order

hold control and the fractionation interval endpoints. Specifically,
the optimal fractionation interval endpoints coincided with the
location of the zero temporal derivative of the eluent concentra-
tion at the outlet of the column. This phenomenon is governed
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y the system’s spatially distributed properties. In this context,
he assessment of the zero-order hold control signal update fre-
uency showed that the performance increase for a higher update
requency was restricted by the complex system dynamics asso-
iated with long time delays and spatially distributed properties.
he performance increase to be expected is highly system depend-
nt, and originates from the upstream mixing unit residence time.
pecifically, a large mixing unit residence time will highly influence
he smoothness of the elution trajectory, and in the limiting case,
he rectangular stairs of the control input (with high-frequency
pdate) is lost in the first-order system dynamics governed by
he mixing unit. It is therefore essential to minimize the HPLC
ystem volume upstream the column in order to preserve the addi-
ional degrees of freedom provided by the zero-order hold control
rajectory.
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