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Popular science summary

Chemical reactions are crucial for life on earth. For instance, metabolism and sig-
nalling in all organisms critically depend on chemical reactions. Of special interest
are reactions that do not occur spontaneously. Over millions of years of evolution,
nature found ways to make even these reactions feasible. To achieve this, nature uses
large and complex molecules that are called proteins.

To understand how nature enables reactions, it is essential to study the proteins in-
volved. One way to understand how proteins function is to look at their structures.
To exemplify how the function depends on the structure, we can use a metaphoric
fork. The function of a fork clearly depends on its form. Such a strong correlation
between structure and function exist not only on a macroscopic level but also on an
atomic level. An analogy to the fork can be drawn on an atomic scale for proteins
and other molecules. Unfortunately, obtaining the structure of a molecule is not as
straightforward as looking at a fork.

To obtain the three dimensional structure of a molecule, X-ray crystallography is the
method of choice. For such an experiment, it is crucial to bring the molecule of inter-
est into a crystalline form. This means generating a three dimensional periodic ”solid”
of the molecule. Techniques for crystallisation have undergone huge improvements
during the last century and it is nowadays possible to crystallise entire proteins of
increasing complexity. Once the crystal is generated, we can place it into a diffrac-
tometer. By shining X-rays on the protein crystal, the diffractometer acts like a super
sensitive microscope, making it possible to visualise the structure. Unfortunately, it
is not possible to obtain a direct image of the molecule in the crystal because some
information of the picture is lost during the measurement. A macroscopic parable
would be that we could only see the shadow of the fork but not the fork itself. By
taking many ”pictures” of this ”shadow” and building a model that can reproduce this
shadow we can obtain a picture of the object of interest.

While doing this for a molecule, we may encounter two specific problems that both
relate to the resolution of the measurement. The first one is that we measure really
good (high-resolution) data, but we are using a less sophisticated model to describe
the data. Then, our data show more features of the molecule than we can represent in
our model and an insufficient model of the structure is obtained. A technical example
would be that we have a movie in 4K but only a TV from 1950 to show it. The solution
in this case is to buy a new TV or, in case of the molecule, to use a more sophisticated
model.

The other and unfortunately more common problem is that only insufficient (low-
resolution) data can be measured. This would be equivalent to obtaining only a
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blurred picture. If the picture of a fork is too blurry, it is indistinguishable from a
blurred spoon. To still obtain a correct model it is possible to use prior knowledge
in the model building. For example, we know that the fork has prongs and might
include this information in the model.

Fortunately, we can not only measure structural properties of molecules, but we can
also calculate them. However, in order to do this, we need to solve a complex math-
ematical problem (the Schrödinger equation). Nowadays, this can be done with help
of modern computers. With these calculated properties we can improve our model
for both problematic cases that were described above.

However, the problem is that these calculations become computationally prohibitive
on today’s computational resources for large systems, like proteins. Therefore, we
applied two approaches to improve the model quality of crystallographic data using
theoretical calculations.

To model high-resolution data (a 4K image), we need to do a calculation for the
whole protein. Therefore, we split the system into smaller fragments and calculate
the property of interest for each fragment. Then, we can obtain the property for
the whole protein by recombining the properties from all fragments. This results
in a description that is nearly as accurate as we would get from a single calculation
of the whole system, but in a fraction of the time and computational cost. In the
context of this thesis, we implemented such a fragmentation approach to obtain an
advanced description of protein structures. We thoroughly tested this new method
on small molecules and then applied it to proteins. In particular, we obtained the first
structural model of a metalloprotein (i.e. a protein that contains a metal atom) with
this approach. Thereby, we showed that this new strategy has benefits for the protein
crystallography community.

In the other case, where we only have low-resolution data (the blurry picture), we are
often especially interested in a small part of the protein, e.g. the active site. Then,
we can divide the system in two regions: one part of special interest and one part of
lower interest. Then, the latter part is treated with standard (cheap) crystallographic
methods, whereas the part of special interest is treated with a highly accurate and
more expensive method. This combination of different computational methods with
the crystallographic data provides a deeper insight into the structure of the protein
and therefore also into its function.

In this thesis, three proteins were in focus. The first is nitrogenase, which makes
nitrogen bioavailable. Nitrogen is essential for all growing organism. On an indus-
trial scale, we use the Haber–Bosch process, which has a huge energy consumption
but feeds the world with fertilisers. The second protein is triosephosphate isomerase,
which is involved in the abstraction of energy from sugar in organisms. The last pro-
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tein is acetylcholinesterase, which is crucial for neuronal information transmission to
muscles, to trigger proper movements of the muscles.

For these three proteins, we were able to clarify exactly what is seen in crystal struc-
tures, e.g. what atom types are involved (carbon or nitrogen) and the positions the
atoms in the region of interest (we sharpened the picture so that we can distinguish be-
tween the fork and the spoon). These findings help to better understand the reactions
performed by the three proteins.

In conclusion, with these new methods it is possible to use extract information from
the experiment and to obtain more accurate structures of the systems of interest. This
makes more complicated or even not feasible alternative experiments partially obso-
lete. With these benefits, the research process is sped up and we obtain more reliable
information about the proteins. Therefore, we can better explain the functions of
proteins, which brings us one step closer to understanding life on earth.

xiii





Introduction

In nature, a strong correlation between structure and function exists on a macroscopic
scale, but also on an atomic scale [1–3]. For example, in enzymes, small modifications
in the structure can have significant impact on the catalytic function [4, 5]. Therefore,
it is necessary to know the atomic structure to understand how it functions.

Structure determination of molecules has become an important research area during
the last century [6–8]. The main technique to obtain the three-dimensional structure
of a protein is X-ray crystallography, although nuclear magnetic resonance (NMR),
cryo-electron-microscopy, neutron crystallography and purely theoretical methods
have also been used [9].

The fundamentals of X-ray crystallography were established already in 1913 by Bragg
& Bragg [10] and in 1957, the first three dimensional structure of a protein was de-
termined [6–8, 11]. Nowadays, structure determination with X-ray crystallography is
a standard method and more than 100 000 protein structures [9] and over 1 million
small-molecule structures [12] were determined with this technique.

To obtain a structure, a crystal of the protein is needed [13]. In the crystal, the protein
is in a three dimensional periodic order. If this order is sufficient, a diffraction pattern
can be observed when X-ray radiation is shined on the crystal [14]. This diffraction
pattern is in a causal connection to the electron density of the molecule, but parts of
the information about the electron density is not measurable (the phase problem) [15,
16]. Therefore, it is necessary to build a model, to calculate the theoretical diffraction
pattern and to refine the model until the best fit to the measured data is obtained. The
standard way to model X-ray crystallographic data is the independent atom model
(IAM), in which each atom is treated as an individual spherical scatterer without
interactions to its neighbouring atoms [17]. During the refinement, it is important
to ensure that a chemically and physically meaningful model is obtained, even if this
means that parts of the data are not explained by the model, to avoid overfitting and
modelling of noise.

During this refinement process, three cases can occur. In the first case, the standard
model is sufficient and the data are good enough that no external information and no
modification of the model is needed. This is unfortunately unlikely for proteins.
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In the second case, an insufficient amount of data are observed and the model has to
be supported by additional knowledge, in form of restraints and constraints to ensure
that a chemically and physically reasonable model is obtained [18]. This is usually the
case for proteins. For standard amino acids in proteins, the parameters for restraints
are well-defined from statistical analyses of high-resolution structures [19]. Unfortu-
nately, for the active site, which often contains unusual ligands and metal clusters,
the available empirical restraints are insufficient due to a lack of high-resolution data
for these cases. To overcome this problem, the toolbox of quantum chemistry can
be used to generate restraints for these more complicated parts of the protein [20].
In 2002, Ryde et al. developed a quantum mechanics combined with molecular me-
chanics (QM/MM)-like approach that is called quantum refinement [20, 21]. This
approach is used in this thesis. In quantum refinement, restraints derived from a
quantum mechanics (QM) calculation are used for the part of special interest. For
the rest of the protein, empirical restraints are used. With this method, it is often
possible to distinguish between different protonation states and element types, even
for low-resolution data [22].

In the third case, ultrahigh-resolution data are obtained and it is possible to see chemi-
cally and physically meaningful features, which are not included in the standard model
[23–25]. Due to improved infrastructure, this also occurs for some proteins. There-
fore, it is necessary to replace the standard model of spherical electron densities to
describe an atom with a more realistic aspherical electron density distribution that
can be observed in molecules. This is mainly realised through two different refine-
ment methods.

The first one is multipole refinement, in which multipoles are used to fit the aspheri-
cal electron density of an atom in a molecule [25, 26]. This method introduces more
parameters to the refinement and is sensitive to overfitting. To overcome these prob-
lems, several multipole databases [27–31] have been assembled. Another method that
does not have these problems is the Hirshfeld atom refinement (HAR) [32, 33]. In
HAR, a wavefunction is calculated with standard QM methods and is partitioned
into aspherical atomic fragments. From these, new aspherical atomic form factors
are calculated, which can be used in the refinement without the introduction of ad-
ditional parameters. The problem in this case is that wavefunction calculations scale
with a power of greater than two with regards to the system size. With current com-
putational software and hardware, it is very demanding to compute the wavefunction
for a complete protein [34]. In this thesis, we developed an approach to make HAR
feasible for proteins. To this end, a fragmentation approach for the QM calculations
is used, in which the wavefunction is calculated only for single amino acids [35]. The
atomic form factors are calculated individually from these fragment wavefunctions
[36]. Since the computation of a wavefunction for the complete system is not neces-
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sary, nearly linear scaling of the computational cost with increasing system size can
be achieved.
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Computational chemistry

2.1 Quantum chemistry

The electronic structure of a chemical system can be deduced by solving the time-
independent Schrödinger equation (equation 2.1) [37]:

ĤΨ = EΨ (2.1)

where E is the energy, Ψ the wavefunction and Ĥ is the Hamiltonian of the system.
The Schrödinger equation represents an eigenvalue problem, where the eigenvalues
are energies and the eigenfunctions are wavefunctions. This equation is too compli-
cated to be solved analytically for all except very few simple systems. Instead, it can
be solved numerically using some approximations. First, the Born–Oppenheimer ap-
proximation [38] is introduced, in which the electron movement is separated from
the movement of the nuclei. This is a good approximation because the electrons are
∼2000 times lighter than the nuclei and move significantly faster. Therefore, it is pos-
sible to obtain two Hamiltonians, one for the nuclei and one for the electrons, which
can be treated separately. Chemists are mostly interested in the electronic Hamil-
tonian. Furthermore, relativistic effects are neglected (to include these, the Dirac
equation has to be solved). This is a good approximation for light elements but rela-
tivistic effects need to be taken into account for heavy elements [39]. Even with these
approximations, the Schrödinger equation is still too complicated to be solved if more
than one electron has to be described. Several further approximations are necessary
for many-electron systems.

One approach to solve the Schrödinger equation is the Hartree–Fock (HF) method.
This method [40–43] is a mean-field theory, in which each electron moves in the aver-
age field of all other electrons. Therefore, the complicated many-electron problem is
reduced to an approximate one-electron problem that is expressed by the HF equation
(equation 2.2):

f̂(r)ψi(r) = ϵiψi(r) (2.2)

where f̂ is the one-electron Fock operator, which depends on the averaged field of
all other electrons, ψi is the one-electron wavefunction, also called molecular orbital,
and ϵi is the orbital energy.
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The wavefunction in the HF method is described by a single Slater determinant [44],
which is build out of molecular orbitals (MOs). These are the one-electron functions
(ψi) in equation 2.2. These MOs are obtained by the linear combination of atomic
orbitals (LCAO) approach (equation 2.3) [39]:

ψi(r) =
∑
j

cijχj(r) (2.3)

where cij are expansion coefficients and χj are basis functions. A basis set is a collec-
tion of basis functions, which have similar shapes as atomic orbitals (AOs) [45]. They
can be build out of Slater functions or Gaussian functions. Due to computational ef-
ficiency Gaussian functions are most frequently used, which results in Gaussian-type
orbitals (GTOs). An infinite basis set would give a perfect representation of the MOs,
but significantly smaller basis sets arenormally used, giving a better computational ef-
ficiency [39].

As previously mentioned, the Fock operator in equation 2.2 depends on all electrons
in the system. To compute it, an initial guess is required for the coefficients (e.g.
using extended Hückel theory). Then the Fock equation can be solved, which pro-
vides a new set of coefficients cij . However, the initial guess orbitals are not a perfect
representation for the system and also the newly obtained coefficients have to be op-
timised. It can be shown that the best wavefunction gives the lowest energy (the
variational principle). To obtain the best wavefunction, the results from optimising
the coefficients can be used as new initial guess. This can be done iteratively until the
energy converges, to obtain the best set of orbital coefficients for the system. This is
called the self-consistent field (SCF) approach [39].

2.1.1 Density functional theory

The Hartree–Fock method neglects the instantaneous repulsion between the various
electrons (electron correlation), which is a small contribution to the total energy of
the system but really important to describe for example reaction energies. To take
this into account, density functional theory (DFT) can be applied. DFT is grounded
on the concept, that the ground-state energy of a system is uniquely determined by
its electron density. This is the first Hohenberg–Kohn theorem [46]. This relates also
to the second theorem, which states that the energy has a minimum for the correct
electron density [46].

The advantage of DFT is that the density depends only on the three spatial coor-
dinates, whereas wavefunctions depend on the 3N spatial and N spin coordinates
for N electrons [47]. Unfortunately, the exact relation between energy and elec-
tron density is unknown. Therefore, the Kohn–Sham (KS)-DFT approximations are
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normally applied. By introducing a non-interacting system that has the same den-
sity as the real system and by introducing orbitals, the energy functional can be di-
vided into four terms, the non-interacting kinetic-energy functional (Ts[ρ]) [48], the
nucleus–electron interaction (vne(r)), the Hartree energy functional (EH [ρ]) and the
exchange–correlation functional (Eex[ρ]).

E[ρ] = Ts[ρ] +

∫
vne(r)ρ(r)dr + EH [ρ] + Eex[ρ] (2.4)

The only term in equation 2.4 that is not exactly determinable is the exchange–corre-
lation functional. To approximate this functional, several sophisticated approaches
have been used. The easiest approximation is the local density approximation (LDA),
where the exchange–correlation energy depends only on the density [48]. A more
accurate approximation is the generalised gradient approximation (GGA), in which
the gradient of the density is also included [49]. An even more sophisticated approach
is the meta-generalised gradient approximation, in which also the second derivative
of the density is taken into account [50]. In this thesis, we have mainly used the
meta-GGA functional TPSS [51].

Unfortunately, DFT does not use the exact exchange energy. To address this problem,
hybrid functionals were developed. In these, a certain amount the exact exchange
from the HF method is added. One famous example is the B3LYP hybrid functional
[52–55].

DFT and HF have in common that they cannot treat non-bonded dispersion. There-
fore, empirical corrections for the dispersion have been developed [56, 57].

2.2 Molecular fractionation with conjugate caps

Most QM methods have a poor scaling of the computational cost with the number of
atoms or basis functions. This makes these methods unfeasible for large systems with
several hundreds or thousands of atoms [58–60]. One approach to solve this problem
is to split the system into many smaller fragments [61–64]. QM calculations are then
performed on each of these fragments and the results are recombined afterwards.

For large molecules, such a fragmentation approach faces the problem that it becomes
necessary to break chemical bonds, which may lead to truncation problems if this is
not properly handled. A simple way to address this problem is to cut only single bonds
and saturate them with a hydrogen atom [65, 66].

Many properties are long-ranged and one hydrogen may not be sufficient to mimic
the local environments. Then, it may be wise to include neighbouring and next neigh-
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bouring atoms in the fragments, truncating with larger groups. These added atoms
are called caps [35].

In the molecular fractionation with conjugate caps (MFCC) approach, these caps are
recombined for each clipped bond and treated in a separate calculation. For global
properties, e.g. for energies, the property of each fragment is summed up and the
property of the recombined caps are subtracted afterwards (see figure 2.1) [35].

This leads to a linear or nearly linear scaling of the computational cost for systems if
the fragment size is independent of the system size.

H3N
+

R1

O

N

H

R2

COO−
�

→
H3N

+

R1

O

N

H

CH3
+ H3C

O

N

H

R2

COO− - H3C

O

N

H

CH3

Figure 2.1: Example illustrating the MFCC procedure for cutting a dipeptide (left hand side) across the peptide
bond (shown in black) producing two fragment molecules (right hand side) which are capped with
−COCH3 (red) and−NHCH3 (orange) groups, comprised of the neighbour and next-neighbour non-
hydrogen atoms and the recombination of these two caps.

2.3 The QM/MM approach

If only a small region of a system is of central interest, it is possible to describe dif-
ferent regions with different accuracy. In 1976, Warshel and Levitt [67] suggested
an approach where the region of interest (also called system 1 or QM region) is de-
scribed by a QM method and the surrounding by a cheaper [68] molecular mechan-
ics (MM) method. This combination of the two methods is called the QM/MM
approach [67, 69].

There are many variants of QM/MM methods. Two general approaches are common
[69, 70]. The first one is an additive scheme where the total energy (EQM/MM) is build
up from the MM energy for the surroundings (EMM2), the QM of system 1 (EQM1)
and a coupling energy (EQM1/MM12) between the two subsystems (equation 2.5).

EQM/MM = EMM2 + EQM1 + EQM1/MM2 (2.5)

The additive approach requires special MM software [70], allowing the user to pick
exactly what energy terms to include.

In the subtractive approach, a MM energy for the whole system (EMM12) is calculated
and the QM energy (EQM1) is added. To avoid double-counting, a MM calculation is
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also performed on system 1 (EMM1) and this energy is subtracted from the combined
MM and QM energies (equation 2.6).

EQM/MM = EMM12 + EQM1 − EMM1 (2.6)

For the subtractive approach no special QM or MM software is needed [70].

If it is not possible to build the QM region without cutting covalent bonds, it is
important to minimise truncation errors [70, 71]. One possibility is to saturate the
cut bonds with a hydrogen atoms. The atoms are added to the QM part at a standard
distance to the remaining atom along the cut bond [70, 71].

An alternative approach is to place localised orbitals on the frontier bonds and keep
these frozen during the SCF calculation, which is done for example in the local self-
consistent field (LSCF) method [70, 71].

The subtractive scheme can be extended to several layers, as is done in the ONIOM
(our own N-layer integrated molecular orbital molecular mechanics) approach [72,
73]. The software ComQum [74, 75] employs a subtractive QM/MM scheme and it
has been adapted for quantum refinement (see section 4.2) which is used in this thesis
[20, 21].

2.4 Continuum-solvent embedding

Usual QM calculations are performed in vacuum on a single system of interest. This
does not provide an adequate description of the surroundings for chemical and phys-
ical processes in condensed phase. Different approaches have been developed to let
the surroundings of the QM system also influence the QM calculation. One possi-
bility to do this is to apply a continuum-solvent model [76]. In a continuum-solvent
embedding, the surrounding is described implicitly, by placing the system of interest
in a cavity surrounded by a dielectric continuum, described by a dielectric constant
(relative permittivity, ε) [77].

The polarising dielectric continuum creates a surface charge distribution (σ(r)) on
the interacting surface to counteract the charge distribution in the system of interest.
The surface charge distribution or screening charge densities (σ(r), see equation 2.7)
depends on the chosen dielectric constant (ε), the surface normal vector (n(r)) and
E−(r), which contributes to the electric field [78].

4πεσ(r) = (ε− 1)n(r)E−(r) (2.7)
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Unfortunately, equation 2.7 can not be solved analytically. Therefore, the surface is
partitioned in small fragments with uniform charge in each fragment and it is solved
with numerical methods in an iterative manner [77, 79].
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Crystallography

The aim of crystallography is to obtain a three dimensional structural model by expos-
ing a crystal of the investigated substance to short-wavelength radiation (in the order
of Å). The importance of X-ray crystallography in obtaining protein structures is il-
lustrated by the fact that ∼87% of the structures in the protein data bank (PDB) [9]
are obtained by X-ray crystallography (January 2022 [9]). Crystallographic structure
determination involves six steps: Protein purification, crystallisation, data collection
(the diffraction experiment), data processing, phasing and model refinement. In this
thesis, only published structures were used and therefore the first experimental steps
are not further discussed. Instead, the aim of this thesis is to improve structures, for
which refined model structures are already available.

3.1 Fundamental concepts

To understand the process of structure determination, it is important to understand
what a crystal actually is. In 1992, the International Union of Crystallography (IUCr)
updated the definition of a crystal. The new definition is ”A material is a crystal
if it has essentially a sharp diffraction pattern” [80–82] if it is exposed to radiation
with a wavelength in the order of Å. To picture a crystal, the old definition is more
descriptive. Before 1992, a crystal was defined as a solid, built out of three-dimensional
periodically ordered atoms or molecules. The volume that is periodically repeated is
called the unit cell. It has the dimensions a, b and c for the lengths in each direction
and the angles α, β and γ between the sides.

To understand how to get the actual structure of a compound, it helps to look at
both definitions. To understand diffraction, it is important to know that X-rays are
scattered by the electrons and neutrons by the nuclei in the crystal. If these scatterers
build up from layers with a distance (d) similar to the wavelength of the used radiation,
under specific circumstances, constructive interference occurs (see figure 3.1). This
relationship was discovered by William H. and William L. Bragg [10] and is now
known as Bragg’s law (equation 3.1).

nλ = 2d sin θ (3.1)
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Figure 3.1: Schematic representation of Bragg’s law.

According to Bragg’s law, if the distance between two planes of scatterers times the
sinus of the angle of the incoming wave is equal to a multiple of half of the wavelength,
constructive interference occurs (see figure 3.1). This is observed as reflections on the
detector. The orientation of the lattice planes is given in fractions of the unit cell
parameters and are called Miller indices (h = 1

a , k = 1
b and l = 1

c ). Each reflection
is associated with one triad of Miller indices, hkl.

3.2 The structure factor

Owing to the diffraction, parts of the radiation beam change their direction. By
placing the detector around the crystal these parts of the beam can be detected and
the diffraction angle can be obtained. The position of the reflections depends on
the positions of the atoms in the crystal, but the intensity (Iobs) of these reflections
depends on the atom type and the local displacement of the atom (see equation 3.2).

Iobs(H) ∝ |Fobs(H)|2 (3.2)

where H is related to the Miller indices h, k and l. The structure factor (F ) is the sum
of all scatterers in the crystal (equation 3.3) [25, 26].

F =
N∑
j=1

fj(H)e2πiH·rjTj(H,Uj) (3.3)
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The structure factor (F ) depends on the atomic form factor (fj), the temperature
factor Tj(H,Uj) and the phase (2πiH). The atomic form factor (fj) depends on
the element (see section 3.2.1). It is common to use tabulated atomic form factors for
each element type. In more advanced refinements, individual atomic form factors are
used for each atom. Tj(H,Uj) takes into account that atoms are moving (vibrating)
inside the crystal (see section 3.2.2). This movement limits the scattering power of the
atom. It is important to note that the structure factor is a complex quantity that has
a real part, which can be derived from the measured intensity (equation 3.2), and an
imaginary part (the phase), which cannot be experimentally observed in a diffraction
experiment.

To overcome this phase problem, it is mandatory to build a model, in which each
atom (j) is assigned an atomic form factor and a displacement parameter [83]. With
equation 3.3, it is possible to calculate the structure factor for each set of Miller indices
(hkl) and refine the model to obtain an as good as possible fit to the experimental data
(see section 3.4). The intensity of each reflection depends on all atoms in the unit cell
of the crystal and therefore an as complete as possible model is needed to get a good
representation of the experiment.

3.2.1 The atomic form factor

The atomic form factor (fj) describes the scattering power for each atom (j) in the
crystal [84]. Nuclei act as point scatterers and therefore the neutron scattering length
has the form of a Dirac delta function, which is independent of the scattering angle
[85]. More details about neutron crystallography are given in section 3.5. For X-
rays, the atomic form factor depends on the electron density (ED) and is given by
equation 3.4.

fi(H) =

∫
ρj(r)eiH·rdr (3.4)

The atomic form factor does not only depend on the atomic ED (ρ) but also on the
scattering angle. This is caused by the finite volume of an atom compared to a point
scatterer [13]. For higher diffraction angles, the actual density has a larger offset from
the point model. This offset results in a larger out-of-phase part of the scattering and
in a reduced scattering power for the higher diffraction angles (seen in figure 3.2).

To obtain the atomic form factors, QM calculations can be performed (see section 2.1)
and the calculated density can be transformed into the atomic form factor [83, 86].
For the standard IAM [17], Hartree–Fock calculations for light atoms and relativistic
calculations for heavy atoms are used. The calculated density is afterwards spherically
averaged [84] and normalised to the number of electrons for each element. Due to
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Figure 3.2: Atomic form factors for selected light elements.

errors in the experiments, it is often sufficient to take atomic form factors for the
isolated neutral atom. The atomic form factors are then stored in tables [86] or directly
in the program of use. However, for high-resolution data, notable shortcomings of
the IAM can be observed and more sophisticated models are needed (see section 4.1).

Even with a perfect crystal (which does not exist) the dependence of the atomic form
factor on the scattering angle limits the highest resolution that is possible to observe in
a measurement. As seen in figure 3.2, hydrogen atoms have the weakest contribution
to the overall scattering power and diffract X-rays only at low resolution. This explains
why hydrogen atoms are hard to observe by X-ray crystallography. To see the small
contribution of each hydrogen atom an overall good data set is needed [87].

3.2.2 Atomic displacement parameters

Atoms in a crystal are not fixed to their position in the lattice, but vibrate around their
central position even at low temperatures. To take this movement into account, the
displacement factor (the B-factor or, in small-molecule crystallography, the atomic
displacement parameter (ADP)) is included in the calculation of the structure factor.
The easiest way to describe it is an isotropic harmonic vibration around the central po-
sition. This vibration results in a spherical movement (equal in all three dimensions).
For such an isotropic description, only a single displacement factor (U ) is needed.

f ′ = f ∗ e−8π2U sin2Θ
λ2 (3.5)
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The factor 8π2 is normally combined with the displacement parameter (U ) to get the
Debye–Waller factor (B)

f ′ = f ∗ e−B sin2Θ
λ2 (3.6)

If a more detailed description is needed, anisotropic atomic displacement parameters
can be used, where U is described by a 3× 3 tensor, consisting of six refined parame-
ters, the diagonal elements U11, U22 and U33 for the main axes and the off-diagonal
elements U12, U13 and U23. Consequently, for an anisotropic description, five addi-
tional parameters are needed compared to the isotropic description of an atom.

3.3 The phase problem

In a diffraction experiment, unfortunately only the amplitude of the scatted wave
(|F (H)|2) can be observed and the phase (ϕ(H)), which is needed to calculate the
electron density (see equation 3.7), is lost.

ρ(r) =
1

V

∑
hkl

|F (H)|eiϕ(H)e−2πiH·r (3.7)

For small molecules, direct methods are available to get an initial guess of the pha-
ses [13, 88–91]. In direct methods, some assumptions are made. The first is that the
electron density at the atomic positions is always positive. The second assumption
is that the scattering event only occurs at discrete atoms [16]. Furthermore, it is im-
portant that the electron density peaks for specific atoms are sufficiently larger than
the average electron density so that they are clearly separated from each other. For
low-resolution structures, application of direct methods is not possible, because the
electron density cannot be obtained as discrete atoms anymore [15, 16, 92, 93].

Therefore, other methods have been developed to solve the structure of proteins. In
molecular replacement (MR) a previously known similar structure is used to get an
initial guess of the phases for the data [94, 95]. In multiple isomorphous replace-
ment (MIR), heavy atoms are introduced to the structure before the measurement.
Heavy atoms can be introduced by soaking the crystal in a solution with heavy met-
als, which bind to the protein at specific positions. These heavy atoms have well-
separated and high electron density maxima above the average electron density and
direct methods are therefore applicable. They can be used to obtain the positions
of the heavy atoms and to calculate the phases afterwards. MIR has the disadvan-
tage that it can cause changes to structure of the protein [96] and, even worse, the
unit cell parameters can change, which significantly deteriorates the quality of the
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phases. More novel methods are multiple-wavelength anomalous dispersion (MAD)
and single-wavelength anomalous dispersion (SAD), where anomalous scattering of a
native or foreign heavy atom is used as in MIR [97, 98]. Anomalous scattering is the
scattering that does not follow Friedel’s law [13].The anomalous scattering is increased
if the wavelength is close to the absorption edge of the element [99].

3.4 Refinement

3.4.1 Small-molecule refinement

After solving the phase problem (see section 3.3) an initial model for the structure is
obtained. This model covers only parts of the atoms in the unit cell. Therefore, this
model needs to be improved and refined, by correcting initially mismatched elements,
adding missing atoms and refining the positions and ADPs. Taking all this into ac-
count, a least-squares refinement between Fobs and Fcalc can be performed. In this
procedure, Q in equation 3.8 is minimised.

Q =
∑
hkl

w(F 2
obs − F 2

calc)
2 (3.8)

Here, w takes the varying precision of individual reflections into account. After it-
erating this process, a final model is obtained with an optimised agreement to the
experimental data.

3.4.2 Protein refinement

In standard crystallographic refinement, the model (coordinates, ADPs, occupancies,
etc.) is optimised by minimising the difference between structure factors observed
experimentally and calculated from the model. Owing to the limited resolution of
protein crystal structures, it is normally necessary to introduce restraints in the crystal-
lographic refinement to ensure that the structure makes chemical sense (see figure 3.3)
[18]. Restraints are previous knowledge, for example the expected values of chemical
bonds and angles, which is given as known parameters to the refinement. Restraints
could be understood as additional observations and increase the ratio between data
and parameters. To avoid overfitting and to guarantee a stable refinement, a data-
to-parameter greater than eight is recommended by the IUCr [100]. Restraints are
usually derived from high-resolution structures [19] and in the language of computa-
tional chemistry, they represent a molecular-mechanics (MM) force field (see below).
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Therefore, the refinement optimises an energy function with the form of equation 3.9.

Ecryst = wAEXray + EMM (3.9)

Here, EXray is the crystallographic goodness-of-fit criterion, typically a maximum-
likelihood function [101, 102], EMM is the term for the empirical restraints and wA

is a weight factor determining the relative importance of the two terms.

(a)

3.2 Å

(b)
Figure 3.3: Importance of the empirical restraints for a group with poor electron density: The adenosyl group

inmethylmalonyl coenzyme Amutase at 2.2 Å resolution, refinedwithout (a) andwith (b) empirical
restraints [22]. (Taken from reference [22], reprinted with permission from Elsevier.)

The empirical restraints typically contain terms for bond distances (Ebond), bond an-
gles (Eangle), torsion angles (Etorsion), improper dihedral angles (Eimp) and van der
Waals (vdW) interactions ( EvdW ).

EMM = Ebond + Eangle + Etorsion + Eimp + EvdW (3.10)

They are accurate for protein residues and nucleic acids, because much experimental
data are available for these, stored in standard libraries [103, 104]. On the contrary,
they are less accurate for non-standard residues, which can be better described using
quantum refinement (see section 4.2). It is also possible to introduce other restraints,
for example for the ADPs, which have to be similar for all atoms in one group. This is
a reasonable assumption because covalently bonded atoms vibrate in a similar way and
completely different vibration patterns for bonded atoms are not physically meaning-
ful.

One advantage of the separate terms for each property in equation 3.10 is that it is
possible to refine the target functions for bonds, angles, torsion angles etc. one by one
and not all of them at the same time. This reduces the complexity of the refinement
target. Such a strategy is for example implemented in the Phenix program [105].

In protein crystals 27–65% of the unit cell volume is solvent [106]. Therefore, it is
not sufficient to consider only the protein. However, the solvent is highly disordered
(not crystalline) and has to be treated separately. To compute the contribution of the
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solvent to the structure factor, the following equations can be applied.

Fcalc =Fmodel + Fbulk (3.11)

Fbulk =ksole

(
−Bsols

2

4

)
Fmask (3.12)

To calculate Fbulk, known bulk solvent parameters [107] are used (ksol and Bsol,
s2 = h′Gh, whereG is the reciprocal-space metric tensor, h is a column vector of the
Miller indices and h′ its transpose). The last parameter Fmask is the solvent mask,
which is one at the disordered solvent region and zero at protein or discrete solvent
molecules [107].

3.5 Neutron crystallography

The fundamental concepts of crystallography are independent of the type of radiation
that is used, as long as the wavelength is similar to the atomic distances in the crystal.
X-rays interact with the electron density. Therefore, it is difficult to discern hydrogen
atoms (which contain only a single electron) and distinguish between neighbouring
elements in the periodic table. Furthermore, it is impossible to distinguish between
different isotopes [108]. In contrast, neutrons interact with the nuclei of the atoms,
which leads to a direct correlation between the nuclear scattering-length density maps
and the actual atom positions.

To handle neutron crystallographic data, some adjustments of the previously de-
scribed procedures for X-ray data are needed. To calculate the structure factor for
neutron diffraction data, it is necessary to replace the atomic form factor in equa-
tion 3.3 with the neutron scattering length, b̄j [25, 86], which results in equation 3.13.

Fcalc =

N∑
j=1

b̄j(H)e2πiH·rjTj(H,Uj) (3.13)

The neutron scattering lengths depend on the element and the isotope. They cannot
be theoretically calculated, but have to be obtained by experiments [25, 26].

As seen in figure 3.4, hydrogen (¹H) has a negative scattering length, which can lead
to cancellation of peaks if a hydrogen atom is close to an atom with a positive scat-
tering length. Furthermore, it also has a high incoherent scattering contribution (see
table 3.1), which contributes only to the background and not specifically to the diffrac-
tion peaks. Therefore, neutron crystallography experiments are normally performed
on samples where hydrogen atoms have been replaced by deuterium (²H or D), which
has a similar scattering length as carbon and a low incoherent scattering.
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Figure 3.4: Coherent neutron scattering lengths [109] for the elements from hydrogen to bismuth in their
natural isotope abundance.

Table 3.1: Coherent (bcoh) and incoherent (bincoh) scattering lengths, spin and natural abundance of selected
nuclei [110].

Nucleus Spin Natural abundance/ % bcoh/fm bincoh/fm

1
1H 1/2 99.985 -3.7390(11) 25.274(9)
2
1H 1 0.015 6.671(4) 4.04(3)
12
6C 0 98.90 6.6511(16) 0

14
7N 1 99.63 9.37(2) 2.0(2)

16
8O 0 99.762 5.803(4) 0

31
15P 1/2 100 5.13(1) 0.2(2)
32
16S 0 95.02 2.804(2) 0

All these aspects make neutron crystallography the gold standard to determine hydro-
gen positions, protonation states and even hydrogen displacement parameters [31, 71,
111–115].

Unfortunately, neutron crystallography also has its downsides. Due to the low flux of
neutrons at neutron sources (compared to X-rays at synchrotrons), larger crystals and
longer exposure times are needed during the measurement. The large cost to produce
neutrons leads to expensive and scarce beamtime, which are additional limiting factors
to use this method.

Furthermore, the treatment of hydrogen atoms in protein crystallography more than
double the number of parameters to refine. To address this problem, joint X-ray and
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neutron refinement [116] can be performed, as long as both datasets are isomorphous
and measured at the same temperature. This results in the refinement term in equa-
tion 3.14

Ecryst = wxEX-ray + wnEneutron + EMM (3.14)

which contains two weight-factors wx and wn. With these, the influence of each set
of data on the final model can be adjusted.
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Computational protein crystallogra-
phy

4.1 Aspherical refinement

With high-resolution X-ray crystallographic measurements, it is possible to capture
features of the electron density that cannot be modelled by the traditional IAM. These
differences occur since the electron density in a real molecule is not spherical around
the atoms but also located in the bonds and lone-pairs. To take these effects into
account, Hansen and Coppens [117, 118] introduced a multipole formalism. This
description has the advantage that actual chemical features in the data are captured in
the refinement, but it also introduces many more parameters to the refinement. More
refined parameters lead to the risk of overfitting and require charge density resolution
measurements. To overcome the problem of introducing more parameters, several
multipole databases [27–31] have been developed, with the aim of transferring fixed
multipoles to all atoms and refine only the positions and displacement parameters
[119]. These databases have been applied to ultrahigh-resolution data sets of small
proteins [120–123].

4.1.1 Hirshfeld atom refinement

In the Hirshfeld atom refinement (HAR) [32, 33], tailor made aspherical atomic form
factors are obtained for each atom in the structure by QM calculations. These can be
used without introducing more parameters to the refinement. To this end, first a QM
single-point electron density of the structure is calculated. This electron density is then
partitioned into the atoms using the Hirshfeld stockholder partitioning (equation 4.1)
[124]:

ρA(r⃗) = wA(r⃗)ρmolecule(r⃗) (4.1)
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where wA(r⃗) is described by the density of atom A (ρ0A) at a certain point divided by
the density contribution from all atoms (

∑
B ρ

0
B) at the same point (equation 4.2).

wA(r⃗) =
ρ0A(r⃗ − r⃗A)∑
B ρ

0
B(r⃗ − r⃗B)

(4.2)

Aspherical atomic form factors are calculated via Fourier transformation of the Hirshfeld-
partitioned electron density.

In the second step, the coordinates and ADPs are refined in a classical least-squares
refinement with the tailor-made aspherical atomic form factors. This leads to a new
set of coordinates and the process is restarted beginning with the electron density
step. Both steps are repeated iteratively until the new electron density does not lead
to significant changes in the structure [33].

The outlined procedure results in a flexible technique that combines the advantage of
the IAM regarding the small number of parameters with the accuracy of the multipole
model. This better description gives HAR the ability to derive accurate and precise
positions of hydrogen atoms, as demonstrated for a large set of small organic molecules
[32, 33, 112, 125] (the IAM gives too short bond lengths to hydrogen atoms because
the centre of the electron density does not coincide with the nucleus).

Unfortunately, standard QM calculations are impracticable for molecules as large
as proteins. Since HAR depends on iterative QM calculations, refinement of large
molecules is not feasible. This challenge is addressed in papers I and II of this thesis.

4.2 Quantum refinement

As outlined in section 3.4.2, in macromolecular crystallography, it is usually necessary
to apply restraints. They are typically accurate for standard residues, but often less
accurate for hydrogen atoms, unusual residues (substrates, cofactors, inhibitors or
bound ligands, e.g. drug candidates) and metal sites. This results in an inaccurate and
not necessarily chemically meaningful description of these regions, which often are
found in the active site of enzymes.

To overcome these problems, the empirical restraints can be replaced for a small, but
interesting, part of the protein (e.g. the active site) by restraints derived from a QM
calculation in the same way as in standard subtractive QM/MM methods [20, 21, 126,
127]. By applying this QM/MM-like approach to the standard refinement function
in equation 3.9, a new energy function is obtained (see equation 4.3).
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Ecqx = wMM(wAEX-ray + EMM12 − EMM1) + EQM1 (4.3)

where EQM1 is the QM energy of the region of interest called system 1 and EMM12

includes the standard empirical restraints for the whole protein. To avoid double-
counting of energy terms, we need to subtract the corresponding MM energy of sys-
tem 1, EMM1 from EMM12. Furthermore, a separate weight factor wMM is required
to bring the QM and MM energy on the same energy scale, because the empiri-
cal restraints are normally in statistical units, whereas the QM energy is in energy
units. This approach is called quantum refinement. It can be implemented for any
macromolecular crystallographic refinement (i.e. X-ray, neutron or joint X-ray neu-
tron) [22].

Such an energy function is implemented in the ComQum-X software [20–22, 128],
which is an interface between the QM software Turbomole [129] and the crystallog-
raphy and NMR system (CNS) [130, 131] software. Several other groups have imple-
mented similar approaches, as is discussed in Ryde et al. (2022) [22]. For example,
Merz et al. developed an approach in which they replaced the whole MM part by
linear-scaling QM methods [132]. In the Q|R project[133], several QM programs
were combined with the crystallographic software Phenix [105, 133].

Quantum refinement is computationally more expensive than a standard refinement.
However, in the regions of interest, such as active sites, it is possible to distinguish
similar elements and different protonation states using medium-resolution X-ray crys-
tallographic data [22].

4.3 Model validation

Besides comparing to reference data, there are several ways to validate how well a
model fits the crystallographic raw data. These validation methods can be divided
into two classes. Global methods take into account the complete model, whereas
local methods validate only one residue or one atom.

The most widely used quality measure is theR value (in macromolecular crystallogra-
phy also calledRwork), which quantifies the agreement between model and measured
data (equation 4.4).

R =

∑
hkl ||Fobs| − |Fcalc||∑

hkl |Fobs|
(4.4)

A R value of zero is a perfect fit.
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In macromolecular crystallography (see section 3.4.2), even with empirical restraints,
overfitting can occur. This means that a good fit between data and model, as well as a
lowR value could be obtained without being supported by the experimental data. To
avoid this effect, a control measure has been introduced, theRfree value [134], where
a small fraction of the reflections (usually around 5%) are not used for the refinement.
This small data set is used afterwards to evaluate the fit of the model, which is always
lower than for the refined data set. A significant deviation between R and Rfree

indicates overfitting. Therefore,R andRfree are not only quality measures to validate
the final model, but should also be closely monitored during the refinement.

Especially for large molecules with several thousands of atoms, the global quality
measures are not sensitive enough to distinguish local differences (e.g. correct ele-
ment or protonation states). Therefore, local validation tools are needed. A visual
way of validating a model is to look at Fourier transformed structure factors, which
results in density maps. The most commonly used maps are the Fobs map and
Fobs − Fcalc map in small molecular crystallography and the likelihood-weighted
2mFo −DFc and mFo −DFc maps in macromolecular crystallography. The Fobs

and the 2mFo − DFc maps are also called electron density maps in X-ray crys-
tallography and nuclear scattering-length density maps in neutron crystallography.
Fobs −Fcalc andmFo −DFc maps are called difference density maps and represent
the difference between the measured data and the model. Overmodelled regions are
represented by negative residual densities (usually drawn in red) and undermodelled
regions are represented by positive residue densities (usually drawn in green). For
example, the difference density map for a shifted sulfur atom can be seen in figure 4.1.

Figure 4.1: An incorrectly positioned sulfur atom. ThemFo −DFc map is contoured at+3σ (green) and−3σ
(red). (Taken from reference [135], reprinted with permission from Elsevier.)

To obtain a more quantitative measure, several local agreement statistics can be cal-
culated. For example, the real-space R factor (RSR) [136] and real-space correlation
coefficient (RSCC) [137] are correlated to the accuracy and precision of the model,
while the real-space difference density Z score (RSZD) [138] is correlated only to the
accuracy.
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Quantum refinement has the advantage that quality measures can be obtained not
only from the crystallographic part of the refinement but also from the QM calcula-
tions. The strain energy (∆EQM ) [20, 139] gives a measure of how much the crystallo-
graphic data distorts the system from the optimised geometry. To compute the strain
energy, two calculations are needed. The first is the normal quantum refinement with
a wA factor (see equation 4.3) greater than zero and the second calculation is a refine-
ment with wA equal to zero. This implies that no crystallographic data is employed
and it becomes a QM/MM-like geometry optimisation (with the CNS force field).
The strain energy is obtained by subtracting the two QM energies from each other
(equation 4.5).

∆EQM = EQM1(wA > 0)− EQM1(wA = 0) (4.5)

A small strain energy indicates that the QM model fits the experimental data well.
This is a robust method for the comparison between models with the same number of
atoms and the same net charge, whereas for models with differing numbers of atoms
or charges, a careful evaluation is advised.
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Studied proteins

5.1 Nitrogenase

Nitrogen is crucial for the existence and growth of living organisms [140, 141], being
as a key element of amino acids and DNA. Although the nitrogen content in the air
is as large as 78%, it is not bioavailable owing to the strong and inert triple bond in
N2 [141]. Therefore, fixation of nitrogen in a reduced or oxidised form is needed to
make it available to organisms.

On the industrial side, the Haber–Bosh process is used to make nitrogen bioavailable
and the fixed nitrogen is mainly used as fertilisers [141]. In this process, nitrogen reacts
with hydrogen to form ammonia. To make this reaction possible, high temperature,
high pressure and an iron catalyst are required [141]. Currently, approximately 1% of
the world energy consumption is used for the Haber–Bosh process [142].

Nitrogenase is the only enzyme that can catalyse the cleavage of the nitrogen triple
bond [143, 144]. This highly energy-demanding reaction takes eight electrons and 16
molecules of adenosine triphosphate (ATP) to process one N2 molecule (see equa-
tion 5.1). In contrast to the Haber–Bosch process, the reaction takes place at ambient
temperature and pressure [144].

N2 + 8 e− + 8 H+ + 16 ATP
nitrogenase−−−−−−→ 2 NH3 +H2 + 16 ADP + 16 Pi (5.1)

The reaction has been studied extensively by both experimental and theoretical meth-
ods [143–146]. The reaction cycle is often described by the Lowe-Thorneley cycle,
which consists of eight intermediates, E0 −E7, which differ in the number of added
electrons and protons [143, 147]. E0 is the ground state.
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Figure 5.1: The FeMo cluster in nitrogenase illustrating the atom names used in this thesis. The three µ2

bridging sulfide ions, which are of our special interest, are emphasised with bold orange text.

The active site of nitrogenase is the Mo/V/FeFe7S9 cluster. Molybdenum nitrogenase
has the highest and iron nitrogenase the lowest reactivity [148]. The FeMo cluster in
nitrogenase is shown in figure 5.1.

5.2 Acetylcholinesterase

Acetylcholinesterase (AChE) catalyses the cleavage of the ester bond in acetylcholine
(ACh) (see figure 5.2). ACh is a neurotransmitter that is responsible for the activation
of muscle cells [149, 150]. The cleavage of ACh terminates the synaptic transmission
and reactivates the synapse [149]. Inhibition of AChE results in serious damage of the
organism. Therefore, AChE it is the target of organophosphorus nerve agents.

O

O

N+
+ H2O

AChE−−−→
O

OH

+
HO

N+

Figure 5.2: The hydrolysis reaction of ACh by AChE.

AChE is a dimer of two chains where both of them contain an active site in a deep
and narrow gorge ending by Ser-203 (see figure 5.3) [150]. Organophosphorus nerve
agents bind covalently to Ser-203.
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Figure 5.3: Structure of AChE with the active site highlighted [151].

5.3 Triosephosphate isomerase

Triosephosphate isomerase (TIM) is a highly efficient enzyme involved in glycoly-
sis. It catalyses the 1,2 proton shift of dihydroxyacetone phosphate (DHAP) to D-
glyceraldehyde 3-phosphate (GAP) (see figure 5.4).

−O
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O

−O

O

O

OH ⇌
−O

P

O

−O

O

OH

O

Figure 5.4: 1,2 proton shift from DHAP to GAP.

TIM is one of the most efficient enzymes, with a reaction constant close to the diffu-
sion limit and no further co-substrate is needed [152–154].

The catalytic activity is at its active site where Asn-11, Lys-13, His-95 and Glu-167 sta-
bilise the substrate. Glu-167 is the catalytic base and if it is mutated to aspartate, TIM
loses 80–98% of its catalytic activity [4]. If this mutation is on both deoxyribonucleic
acid (DNA) strands (homozygous), the life expectancy is drastically reduced, e.g. to
five years for humans [155, 156]. TIM has been intensively studied with experimental
methods. Already in 1976, the first crystal structure was published [157] and today,
several atomic resolution crystal structures are available [158]. Inhibitors that mimic
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the substrate or reaction intermediates are used to study the reaction mechanism [159–
161].

Figure 5.5: Structure of TIM with highlighted active site.
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Scientific publications

Summary of the papers

The papers included in this thesis combine quantum mechanical methods with crys-
tallographic refinement. They can be divided into two groups.

• In papers I and II, the problem of modelling high-quality data with an insuffi-
cient model is addressed with the adaption of the HAR method to polypeptides
and proteins.

• In papers III to VII, we further developed and applied quantum refinement for
systems for which only medium-resolution data are available.
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Paper I

Hirshfeld atom refinement (HAR) is a crystallographic refinement technique that uses
a tailor made aspherical structure factor for each atom in the structure [32]. HAR con-
sists in the following steps: First, a wavefunction is calculated on the initial coordinates
of the molecule. Second, from this wavefunction the electron density is computed and
partitioned into atoms with the Hirshfeld stockholder partitioning scheme. Third, the
Fourier transform of the Hirshfeld atomic ED is the atomic structure factor, which is
finally used in the crystallographic least-squares refinement, yielding a new structure.
These steps are iterated until the structure is converged [33].

For large molecules it becomes prohibitive to calculate the wavefunction in reason-
able time with available computational resources. To solve this problem, a database
approach has been developed, HAR combined with ELMO libraries (HAR-ELMO)
[162]. However, with HAR-ELMO, only the 20 standard amino acids and water can
be treated. Since most proteins contain metal centres or some non-protein ligands,
this method is not applicable for most structures, besides the most simple polypep-
tides.

To avoid the inflexibility of database approaches, we combined a fragmentation ap-
proach with HAR. To this end, we used the MFCC approach, according to which a
large molecule is divided into small fragments with conjugate caps to avoid truncation
errors (see section 2.2). This new method is called fragHAR, and we tested it on three
peptide model systems (e.g. the one in figure 6.1).

Figure 6.1: The fragments employed for cyclo-(Ala)4-(d,l-Pro)2 (A4P2) and the fragHAR structure. (Taken from
reference [36], reprinted with permission from IUCr.)

For non-hydrogen atoms no significant difference between classical HAR and fragHAR
was observed. For hydrogen atoms, most X−H bond lengths were in statistical agree-
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ment between both refinement methods.¹ fragHAR takes only a fraction of the time
compared to the traditional HAR because the QM calculation for the whole system is
avoided. The only shortcoming of the fragmentation is observed for hydrogen atoms
involved in hydrogen bonds. In those cases, fragHAR provides too short X−H bond
lengths, because the effect of the hydrogen bond acceptor is neglected in the fragment
calculation. To overcome this neglect, it is possible to join both fragments involved in
the hydrogen bond to get X−H bond length in statistical agreement with the classical
HAR.

¹Equation 2 in the paper should be:

wRMSD =

√⟨
(Ai −Bi)2

s.u.(Ai)2 + s.u.(Bi)2

⟩
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Paper II

As described in paper I, Hirshfeld atom refinement (HAR) is challenging for large
systems like proteins. To overcome problems in the refinement and the QM cal-
culations, we implemented fragHAR [36] in the NoSpherA2 [163] interface in the
Olex2 [164, 165] program. In this implementation, olex2.refine is combined with
Orca 5.0 for the QM calculations [166]. In contrast to the previous implementation
in TONTO, alternative conformations and restraints are available in the refinement.
For the SCF step, a wide variety of QM methods and basis sets are available.

For alternative conformations, fragHAR provides a convenient solution. With fragHAR,
it is not necessary to compute the wavefunction for the whole system multiple times,
but only for fragments with alternative conformations. Furthermore, we have also
implemented a new automatic capping approach for hydrogen bonds to overcome
the shortcomings for hydrogen atoms involved in such interactions, as was described
in paper I.

We first tested the new implementation of fragHAR on three small polypeptides,
which were also used in paper I. On these small test cases, fragHAR in Olex2 re-
produces HAR results with a similar performance as our previous implementation in
TONTO. Moreover, the hydrogen-bond capping and treatment of alternative con-
formations are effective and accurate.

After the validation, we applied a first cycle of fragHAR (Hirshfeld atom fit [32]) to
two proteins, crambin [167] and rubredoxin [168]. For crambin, it was possible to
refine individual X−H distances, which results in statistical agreement with averaged
X−H bond lengths from small-molecule neutron crystallography [169]. Furthermore,
the overall R value is improved and the residual density describing bonding features
are reduced, compared to refinement with the IAM.

For rubredoxin it was not possible to refine individual hydrogen positions. Neverthe-
less, the overallR value is improved and the description of the electron density around
the iron–sulfur cluster is improved. The difference in the description compared to the
IAM can be seen in figure 6.2 left.
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Figure 6.2: Deformation density in the iron–sulfur cluster of rubredoxin on the left (isovalues from−0.2 eÅ−3,
red, to 0.2 eÅ−3, blue). Timing for one cycle of HAR and fragHAR in Olex2 on the right.

The advantage of fragHAR is that the time consumption increases linearly with the
system size instead of exponentially as for HAR. This advantage becomes significant
only for large systems, whereas for the oligopeptides, the required time for HAR and
fragHAR is similar. For rubredoxin with 967 atoms, the fragHAR calculation is 46
times faster than the HAR calculation. (see figure 6.2 right).

Thus, we can conclude that fragHAR provides a method that can perform ab initio
aspherical refinements even of proteins.
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Paper III

Quantum refinement replaces the standard empirical restraints used in a crystallo-
graphic refinement with more accurate restraints derived from QM calculations for a
small but interesting part of the protein [20, 21]. This results in a dependency of the
refinement on the QM method, basis set and description of the surrounding. Stan-
dard QM calculations are performed in vacuum at zero kelvin. This is clearly not
a good representation of the actual environment in the crystal. In fact, the experi-
mental crystallographic data are usually collected at 100 K and the QM system (see
section 4.2) is surrounded by the protein.

One way to reduce this mismatch, is to increase the size of system 1, but this would
make the calculation computationally more expensive. In paper III, we instead try
to introduce a continuum solvent for the environment of the QM system [76]. In
this way, the continuum solvent can compensate charges in the QM system and a
description closer to the actual environment can be achieved without increasing the
size of the QM region.

To compare quantum refinement calculations in vacuum with an increased QM sys-
tem or with continuum solvation, we employed five different crystal structures. Three
structures involved nitrogenase with highly negative charged QM systems. In addi-
tion, one structure of particulate methane monooxygenase (pMMO) and one struc-
ture of AChE were tested.

For the highly charged systems, the continuum-solvation approach gives a significant
improvement in terms of the RSZD and the strain energy (see figure 6.3). However,
for QM systems with a low charge, no significant improvement was observed, but
also no significant deterioration.

Figure 6.3: RSZD values (a) and strain energies (b) as a function of the dielectric constant (ε) for quantum
refinement calculations of nitrogenase with a OH – ligand. (Taken from reference [170], reprinted
with permission from IUCr.)
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We also studied how the results depended on the value of the dielectric constant (ε).
For highly charged systems, significant improvements of the strain energy and the
RSZD scores could be obtained already with small dielectric constants (see figure 6.3).
With ε greater than 20, the improvement converged and no further effects were ob-
served for larger values. For QM systems with a low charge, no significant differences
were obtained, irrespective of the value of ε.

In conclusion, it is favourable to use solvation models for the QM calculations in
quantum refinements with highly charged QM systems.
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Paper IV

Triosephosphate isomerase (TIM) is a key enzyme in glycolysis, where it catalyses
the internal reduction–oxidation from dihydroxyacetone phosphate (DHAP) to D-
glyceraldehyde 3-phosphate (GAP). The turnover is so efficient that it has been argued
that it is a catalytically perfect enzyme, with a turnover rate close to the diffusion limit
[171, 172].

In this study, the Glu97Gln variant of TIM with the inhibitor 2-phosphoglycolate
(PGA) bound to the active site is investigated by X-ray and neutron crystallography.
In the wild-type enzyme, the carboxylic group of the PGA inhibitor shows two con-
formations. In one, PGA forms a hydrogen bond to His-95, whereas in the other,
it instead forms a hydrogen bond to Lys-13. In the variant structure, only the lat-
ter conformation is seen. Moreover, a significant positive nuclear scattering-length
difference density between PGA and Lys-13 can be observed (see figure 6.4 left). To
explain this difference, we investigated the protonation state of the carboxylate group
in PGA. We employed both refinements with standard crystallographic restraints and
quantum refinement with different descriptions of the surrounding and alternative
conformations.

Figure 6.4: Nuclear scattering-length difference density in the active site of TIM. Left: 100% occupancy for the
proton on Lys-13 gives a positive volume between Lys-13 and PGA. Right: best model with 30%
occupancy of the proton on PGA. The mFo − DFc nuclear scattering-length difference density
maps are contoured at +3σ (green) and −3σ (red).

In the quantum refinements, we used three different sizes for the QM system. The
standard QM system consisted of PGA, Asn-11, Lys-13, Glu-167 and His-95. To avoid
the large negative charge (−2e) of the QM system, two alternative approaches were
tested. In one, we used a minimal QM system including only Lys-13, Glu-167 and
PGA but excluding the phosphate group of PGA, with its double negative charge.
The second approach was to enhance the QM system by all groups that form hydro-
gen bonds to the phosphate group of PGA, in order to counteract its negative charge.
For the surroundings, five different descriptions were used. The standard approach
in quantum refinement is to run the QM calculations in vacuum. To obtain a more
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realistic description, a continuum-solvent model (as suggested in paper III [170]) with
a dielectric constant of 2, 4 or 80 was used. Finally, since hydrogen positions are avail-
able in neutron crystallographic data, also a point-charge model of the surroundings
can be applied.

With the minimal and small QM system in vacuum or with a low dielectric constant,
the proton shared between PGA and Lys-13 is located at PGA. For higher dielectric
constants, the point-charge model and the large QM system, this hydrogen atom
moves to Lys-13.

To evaluate the degree of protonation at PGA and Lys-13, different occupancies for
the two protonation states were tested. To do so, an approach to treat multiple con-
formations was implemented in joint neutron and X-ray quantum refinement. With
this new implementation, refinements with alternative conformations of the shared
hydrogen were performed. For comparison, joint neutron and X-ray refinement was
also performed with phenix.refine [105]. From these refinements we conclude that
the best fit to the experimental data is obtain if Lys-13 is protonated to 70% and PGA
to 30% (see figure 6.4 right).
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Paper V

Nitrogenase is the only enzyme that can cleave the triple bond in N2, making nitrogen
available to plants. Therefore, the mechanism of this enzyme is of high interest. In
this paper, two structures of nitrogenase were investigated. The first structure is one
of V-nitrogenase where we study the nature of the bidentate ligand replacing S3A (see
figure 5.1 for atom labels).² For the second structure of Mo-nitrogenase, we suggest
the protonation state of the MoFe-cluster after inhibition with CO.

In the structure of V-nitrogenase an unusual bidentate ligand replaces S3A (see fig-
ure 5.1 for atom label) in the FeV-cluster. This bidentate ligand could be carbonate,
bicarbonate or nitrate (see figure 6.5). Quantum refinements with all three possible
ligands were performed. The original crystallographers tentatively identified the un-
usual bidentate ligand as carbonate [173] and this was as confirmed by our quantum
refinement calculations.

(a) (b) (c)

Figure 6.5: Active site of V-nitrogenase with (a) CO2−
3 , (b) HCO−

3 or (c) NO−
3 bound to the active site. The

Fo − Fc electron-density difference maps are shown in green (+3σ) and red (−3σ). (Taken from
reference [135], reprinted with permission from Elsevier.)

In the second part of paper V, the CO inhibited FeMo cluster of Mo-nitrogenase
was investigated (see figure 6.6). Experimentally, it is known that CO binds only to
reduced states of nitrogenase (E2–E4) [174–177] replacing the S2B sulfide ligand (see
figure 5.1). We assumed that CO binds to the doubly reduced E2 state, which should
be doubly protonated. The hope was to identify the positions of these protons, which
could give valuable clues to the structures or other states in the reaction mechanism.
However, it is possible that the sulfide ligand S2B takes one or even both protons with
it when it dissociates from the cluster (as HS– or H2S).

²correction of the publication: S3A is replaced and not S2B
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Figure 6.6: The active site of CO-inhibitedMo-nitrogenase, showing the QM system employed in our quantum-
refinement calculations, as well as the name of the various atoms in the cluster. (Taken from ref-
erence [135], reprinted with permission from Elsevier.)

We tested 15 different protonation and charge states with quantum refinement, but it
was not possible to find any evidence of protonation in the FeMo cluster. Therefore,
the most likely interpretation is that the dissociating S2B ligand takes two protons
with it. Alternatively, the cluster could also be deprotonated after the binding of CO,
e.g. the hydrogen atoms dissociate as a H2 molecule. A third explanation could
be that the cluster actually is protonated but that the proton may move extensively
around on the cluster, so that the structure is a mixture of several protonation states.
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Paper VI

In Paper VI, we evaluated a structure of Mo-nitrogenase, solved by Kang et al. [178].
In this structure, it was suggested that all belt sulfide atoms (see figure 5.1, atoms S2B,
S3A and S5A) could be replaced by the N2 substrate during the catalytic cycle. This is
a sensational suggestion, but it does not agree with previous mechanistic suggestions
[179, 180]. The crystal structure was measured to 1.83 Å resolution. In chain A, S2B
and in chain C, S3A and S5A are replaced by N2. Furthermore, the authors suggested
that homocitrate is bound in an asymmetric manner to the molybdenum ion of the
MoFe cluster. They also presented anomalous electron density maps measured at
7100 eV, which selectively shows sulfur atoms, suggesting reduced densities for the
dissociated ligands. Since this structure would provide a new view of the catalytic
mechanism, we critically checked the data quality, evaluated the anomalous electron
density and performed new refinements of the MoFe clusters in chain A and C with
quantum refinement and different sets of ligands.

The integration of the anomalous electron density shows that the density around S2B
in chain A has a deviation of 1.7 σ from the average of all sulfur atoms in the chain
A cluster, but it still has a similar intensity as S1B. In chain C, S3A deviates by only
0.90 σ and S5A deviates by only 0.81 σ from the average density of all sulfur atoms
in this cluster. Furthermore, both of them still have a higher intensity than S3B.
Therefore, the anomalous electron density gives no convincing indication that these
sulfide ions have dissociated.

Analysis of the X-ray data showed a high anisotropy [181]. It is only along the c∗-axis
the crystal scatters to the reported resolution of 1.83 Å, whereas along the b∗-axis, it
scatters only to ∼2.6 Å resolution. The anisotropy of the data may explain why the
density of the sulfide ions is elongated, which was interpreted as a diatomic ligand.
This anisotropy was further enhanced by the use of anisotropic B factors, which is
highly questionable for X-ray data with a resolution of only ∼2.6 Å in one direction.

Figure 6.7: Possible interpretations of the bridging ligands in chain C of Mo-nitrogenase. (Taken from refer-
ence [182], reprinted with permission from Springer.)
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The quantum refinements show that in all cases the residual density around the bridg-
ing ligand is lower if it is modelled as S2– , rather than N2 or N2H2. For S2B in chain
A and S5A in chain C, the residual density completely disappears at a 3 σ map (see
figure 6.7). Moreover, the binding of the homocitrate ligand is in all cases symmetric
and no significant bond length differences between Mo–O6 and Mo–O7 (for labels
of oxygen atoms compare figure 5.1) were observed.

In summary, we find no support for the suggestion that the belt sulfur atoms (S2B,
S3A or S5A) are replaced with a N2-derived ligand. Instead, a standard structure of
the resting-state MoFe cluster fits the experimental data properly.
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Paper VII

In Paper VII, we investigated the protonation state of the active site of acetylcholin-
esterase (AChE) with and without inhibition by organophosphorus nerve agents.
AChE hydrolyses the neurotransmitter acetylcholine in cholinergic synapses. This
reactivates the synapse and stops the signal [149, 150]. Common nerve agents inhibit
AChE and block this reactivation of the synapses. To develop antidotes against these
nerve agents, it is crucial to know the structure and protonation state of the resting
(apo) enzyme and the enzyme inhibited by the nerve agent.

With this aim, we have performed quantum refinements of six different structures of
AChE, of which one was in the apo state and the other five were inhibited with four
different nerve agents [151, 183–187].

(a) (b)
Figure 6.8: Quantum-refined structures of acetylcholinesterase phosphonylated by sarin in the a) P00 and b)

P03 protonation states. The mFo − DFc difference maps are contoured at +3σ (green) and −3σ
(red). The arrows indicate the position of the moved proton.

For human AChE inhibited by sarin (5FPQ [151]), 14 different protonation states were
tested. In the starting structure (P00), HIS-447 is doubly protonated (see figure 6.8a).
For eleven protonation states, one proton was moved along a hydrogen bond (P01–
P11). In two states, Hε2 or Hδ2 of HIS-447 were deleted (P12 and P13). However,
only P00, P03 (where Hε2 of HIS-447 was moved to GLU-202), P05 (where Hδ2 of
HIS-447 was moved to GLU-334), P12 (where Hε2 of HIS-447 was deleted) and P13
(whereHδ2 of HIS-447 was deleted) resulted in stable conformations. Consequently,
refinements with these five protonation states where performed on all six structures.
The sum of the RSZD scores of all residues in the quantum system (see figure 6.9)
were computed to decide which protonation state fits the experimental data best.

The differences in the RSZD score vary between all structures and sometimes they are
rather small. In all cases except 5FPQ, the P03 state (see figure 6.8 b) gives the best fit
to the experimental data. This is a strong indication that P03 is the best representation
of the protonation of the active site of AChE.

44



Figure 6.9: Sum of the RSZD scores for the QM system with various protonation states.
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Conclusions and Outlook

The goal of this thesis was to improve the refinement of protein crystal structures
by combining computational and crystallographic methods. To this end, we have
followed two lines. In the first, we made further developments in the description of
ultrahigh-resolution crystallographic data. In the second, we further developed the
quantum refinement for medium- and low-resolution data. Furthermore, we applied
quantum refinement to resolve ambiguities in existing protein structures.

In the first two publications (papers I and II), we introduced a linear-scaling fragmen-
tation approach for the QM calculation in the Hirshfeld atom refinement. This new
HAR variant is called fragHAR. With fragHAR, we developed a new way to obtain ab
initio structure factors for proteins in reasonable time and at reasonable computational
cost. We first applied fragHAR to small polypeptides and showed that structures ob-
tained with fragHAR are in good statistical agreement to structures obtained with
the classical HAR. The only shortcoming was observed for hydrogen atoms involved
in hydrogen bonds. To overcome this shortcoming, we introduced a sophisticated
capping for hydrogen bonds in paper II. This new capping is computationally only
slightly more expensive than the original fragHAR but provides results in statistical
agreement to the original HAR for all atoms. We were also able to present the first
HAR for a metalloprotein.

In paper III, we improved the quantum refinement by applying a continuum solvent
description for the surroundings in the QM calculation. This treatment compensates
charges in the QM system and reduces errors introduced by electrostatics in the QM
region. The continuum solvent description reduces the computational cost compared
to enlarging the QM region, which would otherwise be necessary to correctly rep-
resent the electrostatics. We applied this new strategy to five protein structures and
showed that this gives a significant improvement for highly charged systems and only
minor effects for low charged systems.

In paper IV, we introduced a new approach for joint neutron and X-ray quantum
refinement to treat alternative conformations. We used this new implementation to
evaluate the protonation state in the active site of TIM inhibited by PGA. We con-
cluded that it is most likely that Lys-13 is protonated to 70% and PGA to 30%.
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In paper V, we used quantum refinement to identify a ligand and to study possible
protonation states in the active sites of two types of nitrogenases. First, we proved
from a crystallographic point of view that the unusual bidanted ligand in vanadium
nitrogenase is CO2−

3 . Furthermore, we investigated the protonation state of the MoFe
cluster of Mo-nitrogenase after inhibition by CO. We showed that the MoFe cluster
is most likely not protonated when inhibited with CO.

In paper VI, we used quantum refinement to critically evaluate a recently published
structure of Mo-nitrogenase that suggested a replacement of all belt sulfide atoms by
N2. We showed that this suggestion is not supported by the experimental data. In-
stead, all belt sulfide atoms seem to be present in the crystal structure and the structure
is better described as the ground-state (E0) of nitrogenase.

In the last paper VII, we refined six different structures of AChE with quantum re-
finement to evaluate the protonation state in the active site. Knowledge about the
protonation state of AChE is crucial for the development of antidotes against nerve
agents. We investigated one structure without any inhibitor and five structures in-
hibited by nerve agents. We concluded that Glu-202 is most likely protonated and
His-447 is deprotonated on Nε2.

In conclusion, strategies for improved refinement of protein crystal structures were
introduced and applied. We made HAR applicable for the refinement of ultrahigh-
resolution protein crystal structures as demonstrated by the refinement of the metal-
loprotein rubredoxin. With this refinement, we showed that HAR has benefits also
for the protein crystallographic community. Therefore, the next steps will be to ap-
ply it to more proteins of interest. Previous publications [27, 163] suggest that the
aspherical description of metals gives an improved model. This leads to the question
whether fragHAR could improve the description of metal clusters in proteins, like
the one in nitrogenase. Furthermore, it would be advantageous to couple fragHAR
with a more dedicated protein-refinement program, but also be important study more
protein structures at a sufficiently high resolution. It will be interesting to see if HAR
allows the identification of more hydrogen atoms at a lower resolution.

For quantum refinement, we have overcome some of the problems with electrostatics
by applying a continuum-solvent method for the QM calculation. Furthermore, we
have applied quantum refinement to identify ligands and protonation states in nitro-
genase. For AChE and TIM we obtained deeper insights in the protonation states of
the active site. The quantum refinements in this thesis proved again that this strategy
provides valuable and deepened insights into structural features of proteins. There is a
large number of interesting protein structures that are already published and for which
quantum refinement could lead to a better interpretation of the data. Therefore, the
next step for quantum refinement would be to implement it in a more modern pro-
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tein crystallographic program. This is currently under development in our group and
could make quantum refinement available for a broader user community.

Furthermore, it would be interesting to combine quantum refinement with Hirshfeld
atom refinement. Quantum refinement currently uses spherical atomic form factors
and, in a first step, they could be replaced by aspherical form factors for the QM re-
gion. Since the QM calculation is already part of quantum refinement, this would
only add the computational cost for the aspherical partitioning of the electron density
and the calculation of the atomic form factors. Note that this approach would imply
a combined spherical and aspherical refinement for different regions of the system,
which could be interesting on its own because it would be computationally more ef-
ficient than a Hirshfeld atom refinement for the complete system. To accomplish
a better description of the whole system, all spherical form factors in quantum re-
finement could be replaced by aspherical form factors calculated using the fragHAR
method.
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