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Abstract: Video surveillance systems are critical infrastructures and that growing in size and
complexity. Storage space is the prime resource in such systems but current surveillance setups
are centralized and limited in resources due to security and cost constraints. Allocating the
correct amount of storage to each camera considering their large differences in characteristics
and video content is challenging. In this paper we propose a game theoretic approach to storage
allocation for video surveillance camera systems based on the Vickrey-Clarke-Groves (VCG)

auction mechanism.
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1. INTRODUCTION

The number and size of camera systems used, e.g., in differ-
ent types of public spaces, are growing due to the Internet
of Things (IoT) trend and they are currently one of the
major storage and bandwidth consumers. With growing
demands on high resolution, high frame rate and level of
detail, the amount of storage needed to retain these videos
is a growing problem. Surveillance installations are usually
critical installations and are mostly running on dedicated
infrastructures, storing video in trusted servers owned by
systems administrators. Newer installations are usually
large scale (commonly hundreds of cameras), heteroge-
neous and have large differences in resource requirement.
(IPVM, 2021).

In this paper the focus is video surveillance systems based
on H.264 video cameras, the most prevalent system on the
market today. H.264 is a video compression standard based
on block-oriented and motion-compensated coding (ITU-
T, 2010). A model of the bandwidth generated, and hence,
storage needed, by a H.264 video surveillance camera was
presented in (Edpalm et al., 2018a,b). The model provides
an estimate of the bandwidth needs for a H.264 video,
given current scene conditions and specific camera param-
eters. It allows to calculate the long term resource needs
for the camera as long as it keeps the current parameters.
Anticipating the amount of storage and bandwidth needed
by each camera is difficult due to the uniqueness of each
scene, camera characteristics and parameters. The amount
of storage available is limited and is one of the main cost
of running the system (IPVM, 2021). Furthermore, the
cameras compete (or are at the least not explicitly incited
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to cooperate) for the storage resources available. As a
result the system administrators can not trust the devices
to provide their real valuation.

This creates a need for strategies to determine the alloca-
tion of storage resources that do not rely on trustworthy
information being shared between cameras and storage
units. We propose the use of auction theory, in partic-
ular the Vickrey-Clarke-Groves (VCG) mechanism (K-
ishna and Perry, 1998), to decide how to allocate these
resources. The advantage of VCG auctions is that they
provide guarantees, in particular enforcing a fair and envy-
free allocation (Pépai, 2003) (an outcome in which each
agent does not envy what some other agent has obtained)
without requiring control over all devices participating
in the auction. Specifically, in this paper we propose a
solution to allocate storage resources in a competitive
camera system while separating the resource providers
(i.e., the storage units) from the resource buyers (i.e.,
the cameras). The buyers have private information on the
amount of resources needed and aim to maximize their
valuation (in this case to minimize the compression of their
video stream). The storage units enforce the constraint
on resource availability by solving a constrained knapsack
problem to allocate the resources (see Section 4). This pa-
per focuses on the auction framework and utility determi-
nation. The cameras are not explicitly cooperating as the
system could be running cameras from different providers
which prevents explicit cooperation between devices, and
the storage provider acts as a ring buffer as explained in
(Martins et al., 2020). We chose to use auction theory to
distribute the available resources in the best way possible
without relying on the devices truthfulness.



The contributions of this paper are:

e A game theoretic approach based on VCG auctions
for storage allocation in camera systems for video
surveillance is proposed.

e A utility measure for camera systems based on the
video compression value and its variation is proposed.

e Simulation results of the storage allocated for video
content is done to validate the game theoretic pro-
posed solution as well as its system resource cost.

2. RELATED WORK

Centralized bandwidth allocation techniques using control
theory with maximization of the system-wide visual qual-
ity have been proposed in (Seetanadi et al., 2018) and
(Silvestre-Blanes et al., 2011). Second price auctions have
been applied to video surveillance systems mostly for spe-
cific applications such as area overage (Ding et al., 2012;
Konda et al., 2016; Dieber et al., 2011), camera place-
ment (Elhamifar and Vidal, 2009; Ermis et al., 2010) and
object tracking (Qureshi and Terzopoulos, 2009; Sankara-
narayanan et al., 2008). Auction theory has been previ-
ously used in various computer science applications such
as content delivery delay and cashing cost minimization
for large mobile networks involving multiple stakeholders
as reported in (Li et al., 2016; Ghosh et al., 2004; Pillai
and Rao, 2016). There are also various studies on resource
management in cloud computing, mostly focusing on vir-
tual machine resource allocation (Xu and Yu, 2014), some
of which are using knapsack optimization to allocate re-
sources, e.g., (Vanderster et al., 2009), or Stackelberg game
allocation of CDN resources, e.g., (Li et al., 2016; Hung
et al., 2018) or device to device communications, e.g.,
(Sawyer and Smith, 2019). Auction theory has also been
applied to spectrum sharing in mobile networks (Suris
et al., 2007; Cramton et al., 2002) and task allocation
to mobile devices such as (Wang et al., 2017) where the
VCG mechanism is used to allocate computation tasks
to mobile devices or using consensus-based auctions (as
explained in (Zlot, 2006)) to ensure consensus between
mobile robots, e.g., (Brunet et al., 2008; Choi et al., 2009;
Hunt et al., 2014) or (Nanjanath and Gini, 2006). However,
to the authors’ best knowledge, auction theory has not
been applied to storage allocation for video surveillance
systems before.

3. SYSTEM DESCRIPTION

We consider a simplified camera system with one storage
unit P (physically realized as Network Attached Storage,
Cloud storage, or some other technique) and C' video
cameras indexed by i: {c',c?,...,c“}. An overview of the
system with C' = 4 is shown in Figure 1. Typically a video
surveillance system is owned by a security department,
which buys or rents storage from an IT department or
a cloud provider at a fixed rate. In our system, viewing
quality is most important. The main system goal is to
maximize the overall global video quality given the current
system constraints, i.e., the running cost and the video
storage size.

All cameras can communicate with the seller and can, e.g.,
be part of the same virtual network. At the beginning of a
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Fig. 1. The simplified system considered in this paper.

predefined period k, e.g., an hour, a day, a week, etc, the
cameras can buy storage from the seller to save the video
they generate during the coming period, using the money
at their disposal. If the cameras run out of storage, they
need to wait until the next period to buy more. At each
period, k, the cameras obtain an amount of money, m, that
they can use to buy resources. The amount they receive
depends on the cost of running the system. Each camera
has a virtual account holding the money it may use. Any
remaining money can be saved for future periods. The
amount of money available for camera ¢’ to buy storage at
the beginning of each period k is
m'(k) =mi(k — 1) +m,

where m®(k — 1) is the money accumulated and available
from previous rounds (after all previous payments have
been made).

4. VICKREY-CLARKE-GROVES (VCG) AUCTIONS

Vickrey—Clarke-Groves (VCG) is a combinatorial auction
mechanism known to yield efficient outcomes, with desir-
able properties such as incentive compatibility (players’
best interest is to reveal their true valuation) and individ-
ual rationality (players will always benefit from entering
the auction) provided the resource allocation is optimal,
(Maillé and Tuffin, 2007; Nisan and Ronen, 2007). VCG
auctions apply to any problem where players have a quasi-
linear utility function (the compression values being the
linear argument).! In our case the seller is the storage
unit which also acts as the auctioneer. The players are
the cameras who want to buy storage, i.e. they are the
buyers. The seller is provided a set of proposals, or bids, A4,
indicating the amount as well as the value that the buyer is
willing to pay for this amount. Each buyer sends multiple
bids, typically one per compression level. A subset of A,
consisting of maximum one bid from each buyer, satisfying
the constraints will be selected by the seller, leading to
an outcome a, which can be considered as an allocation
vector. The value that buyer i obtains from this outcome
is denoted 6. The price p’ that the buyer i pays for the
decided outcome a is determined by the VCG mechanism,
see (3).

The utility of the buyer is the difference between the
willingness to pay 6° and the price p* it is charged for

1t:
u'(a,p') = 6'(a) — p’ (1)
The buyers aim at maximizing this utility.

1 Quasi-linear utility functions are linear in one argument



We assume that buyers are provided with a regular cash
inflow in order to be able to buy resources, typically this
would be a budget allocated, e.g. every auction period, to
each camera by the system owner which the buyers can
use at their own discretion.

Vickrey—Clarke—Groves auctions work as follows:

(1) Each buyer i is asked to reveal his valuation function
0 which indicates how the buyer values each outcome

a. The revealed valuation 0" could differ from the real
valuation function 0" if player 7 is not truthful.

(2) The auction mechanism computes an outcome a*(6)
that maximizes the declared social welfare, i.e., the

sum of revealed valuations ), §i7 given the con-
straints, using 0-1 knapsack optimization, see (4).

a*(0) € argglaxz 6 (a) (2)

(3) The price paid by each buyer is given by the loss
of declared welfare which the buyer imposes to the
others through his presence in the auction, meaning
the value that other buyers lose through the difference
between the current outcome a* and an alternate
optimal outcome a’ € a without buyer i. For this,
we solve one 0-1 knapsack problem per buyer without
the items from buyer ¢ present, to find the outcome
a’ if 7 was not present, see Eq. 4.

p' = max, Z ¢ (a’) — Z 07 (a*) (3)
J#i j#i

The VCG mechanism is a second-price auction mech-
anism. Each buyer is declaring its real value and the
price paid is the loss of declared welfare which the
buyer imposes on the other buyers, as such the buyer
will always end up paying less than the declared value.
This property is enforced thanks to the secondary
knapsack problem in Equation (3), which is done to
calculate this loss of welfare to other buyers.

The VCG mechanism verifies three properties (Krishna
and Perry, 1998):

e Incentive compatibility. For each user, bidding

truthfully (i.e. declaring #° = 6%) is a dominant
strategy, meaning it is the strategy which will provide
the maximum value.

e Individual rationality. Each truthful player ob-
tains a non-negative utility, meaning it is advanta-
geous to be truthful (see Eq. 1).

e Efficiency. When players bid truthfully, the social
welfare, >, 0%, is maximized.

The auction mechanism decides on the optimal outcome
by solving a 0-1 knapsack problem. It is a problem in
combinatorial optimization: We pick a set of items (given
by the bids), each with a weight and a value. We want
to determine the items to include in a collection so that
the total weight is less than or equal to a set limit and
the total value is as large as possible. In the 0-1 version of
this problem each item is indivisible and cannot be picked
more than once. Each buyer i € [1..C] participating in the
VCG mechanism provides n bids, indexed by the letter
j. The total number of bids for the whole system is thus
N = n x C. Each bid contains an item weight w} and

its associated declared value vé (weight and value of bid j
from buyer ¢). The declared value is given by the valuation

function v} = G(w;)

We add one source constraint per buyer to the classical
0-1 knapsack problem, expressing that the optimization is
only allowed to select at most one bid j from each buyer
i. There is no guarantee that each buyer will have one of
its bids accepted whereas no buyer can have more than
one of its bids accepted. There will therefore be at most C'
items selected by this allocation (as there are C' buyers).
The total weight possible is W and :1:; indicates if an item

j from buyer i is selected (x; = 1 if item j from buyer %

is selected and 0 otherwise). The modified 0-1 knapsack
problem is

C n
maximize E E v;x;

i=1 j=1
subject to

C n

with v} = 0*(w!) and z} € {0,1}.
5. ESTIMATION OF RESOURCE NEEDS
5.1 Storage provider

At each auction period k = {1,2, ...} the storage provider
P sells units of storage (in Gigabyte, Gb). The time
between auctions has a duration of T. The total quantity
of storage available by storage provider P is denoted S, the
amount of storage for sale at each auction is denoted s(k).
s(k) is a subset of S, the total amount of storage available,
and the time, R, the data needs to be kept. R is usually
determined by the system owner policy. In this paper we
define simply s(k) = ;‘%T, meaning we evenly split the
total amount available by the retention time to get the
amount to allocation for each auction k of duration T'. The
storage space allocated to camera ¢’ is denoted s'(k). The
expected quantities are annotated with a * superscript,
e.g. the expected allocated storage to camera ¢! is denoted
5" (k). Only the storage unit has storage space available,
i.e., the cameras are not storage providers.

The storage provider P acts as a ring buffer, deleting
the oldest allocated data in order to accommodate new
incoming data. Data stored during the oldest auction
period is deleted in order to reuse the allocated storage

for the new period k: Zf:k_R/Ts(t) < S. The storage
provider will then assign the storage following the VCG
mechanism’s allocation rule, which means that for each

auction period k, 21021 st (k) < s(k) with s* (k) > 0 for

all cameras c'.
5.2 Storage buyers (cameras)

In order for a camera to define its storage valuation, 6
(since VCG is a truthful mechanism, §° = 6%), it needs to
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Fig. 2. An example of the expected storage as a function
of the compression, i.e. s"*(gp).

know how much storage is needed for a video of a certain
quality.

For H.264 videos, the compression level is defined by
the quantization parameter gp. This value indicates how
much data is lost by quantifying the residual data after
the transformation step of the encoding process (ITU-T,
2010). gp is an integer between 0 and 51 (¢gp € {0..51}),
0 being lossless and 51 being the highest compression
level. The compression level affects both the memory
requirements and the visual quality of the video. The
higher the compression, the smaller the amount of storage
needed per auction period T' will be.

The estimated amount of storage that the camera ¢ needs
for each H.264 quantization level gp is denoted by s™*(gp)
and is calculated using the frame size estimation model
provided in (Edpalm et al., 2018b). The model returns
the expected amount of storage required for a video with
constant scene parameters (motion in the scene, light level,
etc.) and settings of the specific camera (frame rate, group
of picture length, etc.) for a given gp. An example of this
function is shown in Fig.2. The estimation model provided
in (Edpalm et al., 2018b) is of the form:

s (gp) = a x 270 4 B x 57W/C, ()
where « and [ are positive real numbers defined by a
combination of scene and camera parameters. The function
s*(gp) is a positive monotonously decreasing function
defined in R*. This means that it is invertible and we can
find gp*(s™*) = s*~!(gp). In practice the inverse function is
found by computing all 52 values of s**(gp) and inverting
the resulting table. Each camera ¢! will at the beginning
of auction k calculate the s™*(gp) function for all 52 gp
values given measurements of the actual scene conditions
and, hence, the actual values of the o and [ parameters.

6. VALUATION OF RESOURCES

The quality of an H.264 video is directly linked to the
compression parameter gp of the video and the variations
in gp, see (Cermak et al., 2011; Nemethova et al., 2004;
Singh et al., 2012). In these papers the authors correlated
the compression parameter and its variation to the per-
ceived video quality using Mean Opinion Score (MOS)
testing, a method to assess video quality by collecting
the opinions of participants in a controlled environment.
The authors found that the perceived degradation in video
quality is strongly noticed at higher compression levels
but hardly perceptible at lower levels. Moreover, large
variations (jumps) in the compression level are easily no-
ticed by viewers. It means that from a viewer perspective,

moving away from the high compression levels is more
valuable than getting closer to a very low compression
level, i.e., the visual quality gain at low compression levels
is hardly noticeable while it would be more noticeable at
high compression levels. This is shown in Fig. 4 where
the derivative/slope of the red curve is higher towards
the higher compression levels. The same applies for com-
pression variations over time, avoiding large changes in
compression is more valuable than moving towards no
variation.

6.1 Valuation function

In order to minimize the negative effects of high compres-
sion and compression jumps as well as take into account
their cost to the viewers, we propose a model of the valua-
tion which embodies the desired characteristics, derived
from the simple equation of an ellipse. The valuation
function @7 of buyer C? is defined as

0'(gp',m') =m - \/1 - (W)Z (6)

2-51

where m? is the money available for the camera ¢, gp
is the compression value corresponding to the received
amount s’, and o, (x) is the standard deviation of x over
the n last periods.

The function embodies our system objective, i.e., to retain
video of the highest possible quality in the system given
the available money m’, where quality is measured by
the video compression level, gp?, and how much it varies.
The equation of an ellipse has an interesting characteristic
around its vertexes. The derivative of the ellipse is low
when approaching the co-vertex (low ¢p and low o(gp)),
while it is high close to the vertex (high gp and high o(gp)).
It is valued more (high derivative) to move away from high
gp and high o(gp) values (vertex) than it is to get closer
to the low ¢gp and low o(gp) values (co-vertex).

6.2 Utility and bid choices

The utility u* of buyer ¢ is then given by

u'(gp’,m',p') = 0'(qp’,m') — p’ (7)
where p' is the price paid to obtain the amount of storage
s'. The utility is the difference between the value it
obtained from the seller and the price it paid to acquire it.
An example of 0%(gp’, m?) with m* = 1 is shown in Fig. 3
and an example with m? = 5 can be seen in Fig. 4 (blue
curve). In Fig. 4 one can also see the predicted amount of
storage expected per gp value (black curve) as well as the
valuation of each gp values with m? = 5 and fixed 6% (red
curve).

To determine the size of the bids in terms of memory,
camera ¢! calculates s*(gp). The value of each quantity
in s*(gp) is the associated valuation 6%(gp’,m*), One
example of how the bids are decided is shown in Fig. 4
(blue curve). One can see that the bids b? (last plot) are a
combination of the expected storage s** (black curve) and
the valuation 6° (red curve). Each bar in the blue curve
represent a bid (an amount of storage s* and the associated
value 6%).



Fig. 3. An illustration of how the valuation of resources,
0", depends on the compression and its variation.
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Fig. 4. Bid example (with m = 5). The top plot shows the
expected storage amount, s**(gp). The middle plot
shows the valuation of the compression, 6%(qp,m).
The last plot shows the sent bids .

6.3 Auction steps

The different steps in the VCG mechanism can be sum-
marized as follows:

(1) Camera ¢’ gets a fixed amount of money m for the
new period k and adds it to m?.

(2) Camera ¢! calculates s (gp) and 0°(gp’, m*) given the
actual parameters and sends its 52 bids b° (one per
possible gp): (s™*,0™) to the storage provider P.

(3) Storage provider P waits for some time to receive all
bids b* from buyers c'.

(4) Storage provider P solves a 0-1 knapsack problem
with the received bids b* to find the optimal allocation
of available resources, see Section 4.

(5) Storage provider P solves one 0-1 knapsack problem
per buyer to calculate the payments of cameras ¢’
defined by Equation (3) of the VCG mechanism.

(6) Storage provider P sends the allocated storage
amount s* and price pi to camera c’.

(7) Camera ¢ pays the storage provider P the required
amount p’ and starts streaming data up to the allo-
cated storage amount st

The optimization problem solved is explained in Section
4. The total amount of storage available for sale from the
provider P is S (which is the same as W in Equation 4).
x; still indicates if an item j from camera ¢’ is selected or
not (x; =1 if item j from C? is selected and 0 otherwise).

Each item j € [1..n] from buyer i has a storage amount
s; (denoted wj in Equation 4), and an associated value vj
such that v} = (s?).

The result of the optimization is the storage amounts s;
allocated to each camera c?, providing the highest possible

sum of valuations Zgl v* depending on the storage re-
source limitation S of the provider P. As indicated before,
vt = 0(s') where 0%(s?) is the declared value of the storage
which was given by camera ¢’. This value is related to the
visual quality of the streamed video as shown in Fig 3.

7. RESULTS

To evaluate the utility function and the use of the VCG
mechanism, we implemented a simulator in python and
ran multiple simulations with independent players (seller
and buyers) communicating via queues.

The 0-1 knapsack problem solving is computationally
costly. Because the optimization problem is strongly NP-
hard, i.e. there is no pseudo-polynomial algorithm to
solve it (Google, 2021a). This could prevent the system
to scale due to time constraints. In this paper we use
the Google®) Ortools library (v.9.0.9048) (Google, 2021Db)
which uses the SCIP mixed integer programming solver
(SCI, 2021) on an Apple@®) MacBook Pro with an octacore
M1 ARM@®)-based chip with 3.2 GHz maximum core
frequency (Wikipedia, 2021).

The simulations used the Apple@® emulator to convert
to ARM instructions which slows down the computation
but multi-threading was used with up to 10 simultaneous
threads. In order to see how long it would take to run a
complete VCG auction period, i.e., with C' + 1 knapsack
optimizations (C being the number of buyers), we ran 5
simulations with random buyer parameters, 100 auctions
each and calculated the mean and standard deviation of
the time it took to complete all the required optimizations
at each period. The results are shown in Fig. 5. As can
be seen, the time to complete the VCG auction follows
what appears to be a quadratic function of the number of
buyers. As such a system with 50 cameras would solve the
assignment of each period in approximately 4.5 seconds, a
system with 250 cameras would do so in approximately
3 minutes and a system with 450 cameras would take
approximately 12 minutes to do the same task. As long
as the auction periods are on the order of an hour, this
relatively short time required for computing the allocation
is acceptable. If the computation time is a limiting factor
one could include a delay of one period in the auction.
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Fig. 5. Mean and deviation of the time (in seconds) to
solve the assignments per number of buyers C' for each
period k.

For clarity of presentation the following simulations only
use four cameras. ¢! is a 4K camera and as such requires
the most storage quantity, ¢ is a 1080p camera, ¢ is a
720p camera and c¢* is a 480p camera. The simulation
parameters used are: W = 50 Gb, R = 10 hours, i.e.,
there is s(k) = 5 Gb/hour for sale, and m = 5% is given
to each camera at each period of kK = 10 hours. Each
simulation has fixed camera parameters (resolution, size of
the Group of Pictures (GOP), and frame rate) and random
video parameters (motion level, light level, noise level,
etc). The storage needs of the cameras are determined
using the model described in (Edpalm et al., 2018b). The
cameras have no explicit incentive to cooperate and try
to maximize their own utilities. The values of ¢p’ in the
presented figures are the average values over the period k.
Random noise is added to the video frame sizes.

As soon as we consider a competitive system, the buyers,
¢’, have no incentive to accommodate other players or
provide truthful information if it is not in their favor. For
these reasons we compare the VCG mechanism approach
(which provides truthfulness as a property) with an equal
split of the total resources between the buyers, since this
does not assume any information from the cameras. Hence,
we compare:

(1) Splitting s(k) equally between the buyers c’.
(2) Using the proposed VCG mechanism.

We run two types of simulations for each assignment:

(1) The video parameters, change significantly (but in a
realistic way) every 10 auction periods.

(2) The video parameters are changed randomly every
auction period with uniform distributions.

Fig.6 shows the simulation results of the equal allocation
(the plots to the left) and VCG allocation (the plots
to the right) with low variation of the video parameters
(simulation type 1). Fig.7 instead shows the second type
of simulation with rapid random changes of the video
parameters. The uppermost plots contain the gp® values
of the four cameras, the ones below show the amount of
storage s® allocated and the third plot shows the valuation
of the resource acquired, i.e., 8%, with m* = 1.

We can see in Fig.6 that the VCG approach allocates more
storage s'(k) to ¢! (the 4K camera) which allows ¢! to
achieve a lower gp (so better visual quality is perceived by
the viewer) by assigning less storage to ¢?, ¢® and ¢*. The

overall visual quality in the VCG allocation case would be
more uniform as the camera requiring more storage would
be allocated more, which is what the proposed solution
aims for.

In Fig.7 we can observe the same behavior as in Fig.6, the
VCG mechanism allocates more storage to ¢! allowing it
to have a better quality level. Moreover, the variations in
qp are also less pronounced than with equal allocation as
the cameras ¢’ react to the parameter changes, modifying
the bids b’ accordingly which in turn affects the allocation
of storage s*. By comparing the #* curves, we can see the
advantage of the VCG mechanism: the video streamed by
cameras ¢’ present closer gp values and less ¢p deviations
which should provide a better system-wide visual quality
for the viewer (Cermak et al., 2011; Nemethova et al., 2004;
Singh et al., 2012).

One can observe that the VCG approach in this scenario
leads to a storage assignment that is very close to a split
of the storage resource that is proportional to the camera
resolution. However, the latter policy would require the
cameras to report this information to the storage, and
hence, open up for cameras to provide untruthful informa-
tion. Using the VCG approach, this assignment is obtained
without any need for this information.

8. CONCLUSIONS AND FUTURE WORK

In this work we proposed a storage resource allocation
method based on the VCG mechanism with the utility
derived from the compression level and its variation. The
approach requires limited system knowledge and the re-
sults in term of system-wide video quality are encour-
aging. As discussed in (Maillé and Tuffin, 2007), VCG
auctions present at least one prohibitive drawback when
compared to simpler allocation, as they need computa-
tionally intensive NP-complete optimization problems to
be solved. The amount of optimizations grows with the
number of cameras in the system as each added camera
comes with 52 news bids for the optimization problems
and one extra optimization for the payment calculation.
This still seems to be computationally feasible for the
considered systems (hundreds of cameras with allocations
every hour or so). The approach has interesting prop-
erties (incentive compatibility, individual rationality and
efficiency) for systems with competitive players. Thanks
to these properties the seller can be unaware of the camera
parameters and efficiently allocate the storage based solely
on the cameras’ declared values. A logical extension of this
paper would be to handle multiple storage providers and
incorporate learning in the valuation of resources from the
cameras. Also, the video quality is here considered to be
correlated with the video compression. An alternative ap-
proach would be to use an application-specific metric or a
recognized quality metric such as the structural similarity
index measure (SSIM), peak signal-to-noise ratio (PSNR)
or other metrics as described in (Yang, 2007), but at the
expense of additional complexity for the cameras.
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