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Populärvetenskaplig sammanfattning på svenska

Växelverkan mellan ljus och materia är ett fascinerande fält inom naturvetenskapen,
där olika discipliner möts och samverkar för att att förstå en uppsjö av olika fysikalis-
ka fenomen. Ett av dessa fenomen är hur ämnen tar upp ljus av specifika våglängder,
vilket kallas för absorption, och kan enbart förklaras utifrån ett kvantmekaniskt per-
spektiv av verkligheten. Experiment där den här typen av interaktioner studeras kallas
för spektrokskopi och är ett användbart verktyg för att få en detaljrik inblick i den
elektroniska strukturen hos olika ämnen och kan exempelvis användas för att stude-
ra reaktioner. Att dra slutsatser utifrån spektran kan dock vara synnerligen svårt på
grund av deras komplexitet, således behövs teoretiska modeller för att kunna förklara
och tolka empiriska resultat. Detta görs genom att ekvationer inom teorin översätts
till datormodeller, från vilka beräkningar av molekylära egenskaper sedan kan utföras.

I denna avhandling studeras molekylers ljusabsorption genom metoder inom kvant-
kemi. Primärt används täthetsfunktionalteori i kombination med linjär responsteori.
Det senare är en form av tidsberoende störningsteori och bygger upp ett ramverk som
kan användas för att bestämma både statiska och dynamiska molekylära egenskaper.
Den egenskap av intresse är som ovan nämnts absorption, vilken återfås genom att vi
bestämmer den eletriska dipolpolariserbarhetstensorn, som är en linjär responsfunk-
tion. Från responsfunktionerna återfås sedan intensiteter och energier för excitationer
i ett spektra.

För tyngre grundämnen i det periodiska systemet så räcker det inte längre med en
enbart kvantmekanisk beskrivning, utan vi behöver inkludera Einsteins speciella rela-
tivitetsteori. Anledningen till detta är att elektroner nära kärnan känner av en mycket
större potential i tyngre grundämnen och därmed har en högre genomsnittlig kine-
tisk energi. Utöver detta tillkommer att kopplingen mellan elektronens banrörelse-
mängdsmoment och spinn ger upphov till fler kvantiserade energinivåer. Både dessa
fenomen kan ge upphov till en markant ändring för molekylorbitalerna, och behövs
därmed för att ge en korrekt beskrivning av spektran. Ett exempel på ett viktigt så-
dant fall återfinns i studierna för platinkomplex som ingår i denna avhandling och
som kan användas i cancerbehandling. Dessa komplex har en fördel gentemot andra
platinkomplex, då de kan intas i en form som är oskadlig för kroppen. De aktiveras
sedan specifikt i de områden av kroppen där cancervävnaden återfinns med hjälp av
ljus, som framkallar en kemisk process som transformerar dem till en skadlig variant.
Det är därmed av stor vikt att förstå vid vilka våglängder den här ljusframkallade ak-
tiveringen kan ske, och studierna visar den påverkan som relativistiska effekter har på
dessa.

Kemiska system är ofta såpass stora och komplexa att kvantkemiska metoder inte läng-

vi



re räcker till, exempelvis för proteiner. Ett sätt att kringgå detta problem är att dela in
systemet i en del som är mer känslig (eller är av större intresse) som sedan behandlas
med kvantkemiska metoder, och en mindre känslig del av systemet (omgivningen)
som behandlas med metoder inom molekylmekanik. Vad som återstår är sedan att
beskriva kopplingen mellan dessa två delsystem. Den metod som används inom den-
na avhandling går ut på att den kvantmekaniska delen känner av den elektrostatis-
ka potentialen från omgivningen och den kvantmekaniska delen polariserar i sin tur
omgivningen. På detta vis kan vi ta hänsyn till hur förändringar kopplade till ett visst
delsystem påverkar det andra delsystemet.

Syftet med denna avhandling är att utveckla metoder som kombinerar relativistiska
effekter och linjär responsteori med den ovan beskrivna metodiken att dela in ett
kemiskt system i en kvantmekanisk och molekylmekanisk del. Dessa möjliggör studier
av spektran för större och mer komplexa system med grundämnen från alla delar av
det periodiska systemet.

vii
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Chapter 1

Light-activated anti-cancer
platinum complexes

Several of the papers included in this thesis will involve heavy metal complexes used
in cancer treatment. Historically, the treatment of cancer with transition metal com-
plexes has been known since the 1970s, when cis-[PtCl2(NH3)2] (cis-Platinum) was
first deployed¹. Since then, other types of complexes have been approved worldwide,
with a multitude more under development². Yet, cancer treatment has long been
associated with severe side effects³. The reason for these side effects is that cis-Pt
and related complexes are labile, and thus complexes that are stable until activated
may be able to remedy these side effects. Different types of activation mechanisms
have been explored²,⁴. Here, successful candidates include transition metal complexes
with a light-activated mechanism. Two types of activation mechanisms exist: The
first is known as photodynamic therapy (PDT) and the second as photo-activated
chemotherapy (PACT)⁵. The former employ complexes as photo-sensitizers in a pro-
cess that results in the generation of singlet oxygen and oxygen radicals, whereas the
latter, PACT, employ complexes that are decomposed upon irradiation with light.
If the activation occurs inside the cancer cell, the singlet oxygen/radicals or the de-
composed complex can attack DNA or proteins inside the cell, leading to cell death.
An advantage of PDT is that the complexes (photo-sensitizers) can be recycled, while
the advantage with the complexes used in PACT, is that they can be deployed and
activated under hypoxic conditions often found in tumours.
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Figure 1.1: Lewis structures of trans-trans-trans-[Pt(N3)2(OH)2(NH3)2] (trans-Pt) and cis-trans-cis-
[Pt(N3)2(OH)2(NH3)2] (cis-Pt) investigated in this thesis (taken from reference6).

In this thesis (Paper I, II, and IV), we investigate two complexes with application
in PACT: trans-trans-trans-[Pt(N3)2(OH)2(NH3)2] (denoted trans-Pt) and cis-trans-
cis-[Pt(N3)2(OH)2(NH3)2] (denoted cis-Pt) (see Figure 1.1). Both display anti-cancer
potency, and have been studied experimentally (in vitro) and computationally⁷,⁸,⁹,¹⁰.
They are both octahedral complexes with a Pt(IV) centre in a low-spin d6 configu-
ration. This configuration is known to lead to kinetically inert molecules. This is
in contrast to traditional complexes (like cis-[PtCl2(NH3)2]), that have square pla-
nar symmetry with a Pt(II) centre and a d8 configuration. Previous experimental
studies have shown that they decompose when exposed to light under ambient con-
ditions. The decomposition pathway is complex and varies depending on the sol-
vent. In phosphate-buffered saline solutions, it has been shown that the azide ligands
dissociate but that no reduction of the Platinum atom occurs. Moreover, they also
found evidence that NH3 is released⁷,¹¹. For acidic aqueous solvents, however, the
studies showed a release of N3 , with an associated reduction of the metal center
from Pt(IV) to Pt(II)⁷,⁹. The computational studies have confirmed the experiment
and provided additional insights concerning the photo-activated decomposition path-
ways. They have shown that that light-absorption is associated with ligand-to-metal
charge-transfer (LMCT) excitation from either the OH− or N−

3 ligands to the Plat-
inum atom¹⁰,¹². A detailed analysis of the orbitals in the excitations shows that the
accepting d-orbital on the Platinum atom is anti-bonding with respect to the ligands,
and thus the population of it naturally favours dissociation. They also have shown
that both singlet and triplet excited state favour the dissociation of ligands. While the
singlet excited states are reached through vertical excitations, the triplet state has been
shown to be populated through intersystem crossing .
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Figure 1.2: Schematic illustration of the Photo-activation of the trans-trans-trans-[Pt(N3)2(OH)2(NH3)2] com-
plex (Taken from reference ¹³, usage allowed under Creative commons)

Relativistic effects are anticipated to be important for the complexes, and have been
accounted for to a certain degree by effective-core potentials (ECPs)¹⁰,¹² or a scalar-
relativistic Douglas–Kroll–Hess Hamiltonian¹³. Moreover, since the complexes are
always applied in an aqueous environment, solvent effects are considered to be impor-
tant, and have been modelled implicitly through the conductor-like polarizable con-
tinuum model (CPCM)¹². However, surprisingly, no rigorous treatment of either
relativistic effects or that of a solvent has been done previously. This has partly been
due to the lack of methods that can carry out this task. In this thesis, we, therefore,
aim to systematically investigate the effect of a relativistic treatment on the absorp-
tion spectrum of the complexes in Figure 1.1. Moreover, we will develop a method
that allows us to accurately account for the solvent effect, including both dynamics
and the electronic effect of the solvent. We will account for relativistic effects either
through the use of a four-component (4c) or two-component (X2C) wave function
(see more in chapter 2). This will provide a rigorous treatment of spin-orbit coupling
which is crucial for an accurate description of the excited states. Furthermore, an
explicit solvent will be included through the use of the polarizable embedding model
(see chapter 3).
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Chapter 2

Electronic structure theory

A brief summary of electronic structure theory is given in this chapter, starting with
an introduction to second quantization, which we use in most parts of this thesis. In
section 2.2 we introduce the time-independent Schrödinger equation and the Born-
Oppenheimer approximation. We then introduce a relativistic treatment of quan-
tum mechanics through the Dirac equation. The next section describes Hartree-Fock
theory before finally going into density functional theory. Most of the theory on
second quantization and Hartree-Fock theory is based on the book by Helgaker and
co-workers¹⁴, while the relativistic parts are based on the review by Saue¹⁵. The DFT
section is based on the book by Jensen¹⁶ and the paper by Saue et. al¹⁷. We assume
a closed-shell formalism for Hartree-Fock and DFT and that all equations make use
of Hartree units.

2.1 Second quantization

A state in second quantization can be formulated as a so-called occupation number
vector, containing an index kp of either 1 for occupied and 0 for unoccupied orbitals

|k⟩ = |k1, k2, ...kM ⟩. (2.1)

We thereafter define annihilation operators, âp and their hermitian adjoint creation
operators, â†p, whose operations on |k⟩ results in an electron being either annihilated

7



or created from orbital p

âp|k1, k2, ...1p...kM ⟩ = Γk
p|k1, k2, ...0p...kM ⟩ (2.2)

â†p|k1, k2, ...0p...kM ⟩ = Γk
p|k1, k2, ...1p...kM ⟩. (2.3)

The Γ represents a phase factor being either -1 or 1 depending on whether the number
of orbitals standing before p is even or odd. A combination of these operators that
contains the same number of creation and annihilation operators conserve the number
of electrons and are called excitation operators, a†paq. Using excitation operators, we
can express any one-electron or two-electron operator in second quantization and this
will be done in the following sections.

2.2 The molecular Schrödinger equation

The time-independent molecular Schrödinger equation is the eigenvalue equation,

ĤΨ = EΨ, (2.4)

with the eigenvalue E being the discrete energy levels of the system of interest, the
wave functionΨ being the eigenstate, and Ĥ is the Hamiltonian. In first quantization,
the Hamiltonian is given

Ĥ = −
M∑
A

1

2MA
∇2

A + Ĥe + Ĥmp. (2.5)

The first term accounts for the kinetic energy of the nuclei, whereas the last term is
the mass-polarization term. The Ĥe collects all degrees of freedom for the electronic
part as well as the nuclear repulsion

Ĥe = −1

2

∑
i

∇2
i −

∑
i

ZA

rAi
+
∑
i

∑
j>i

1

rij
+

∑
A

∑
B>A

ZAZB

rAB
, (2.6)

where the subscripts A and B refer to the nuclei, and the subscripts i and j refer to the
individual electrons. Moreover, we have assumed atomic units. The first two terms
describe the kinetic energy of the electrons and nuclear-electron attraction, whereas
the last two terms describe the electron and nuclear repulsion. In the following we
will work within the Born-Oppenheimer approximation, i.e., we use a product wave
function where the wave function can be expanded in a basis of electronic functions

Ψ(R, r) =
∑
n

Cn(R)Ψe(R, r), (2.7)
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where the nuclear wave functions are the expansion coefficients {Cn}, and R and r
refer to the nuclear and electronic coordinates. By assuming no coupling between the
nuclear coordinates and the electronic wave function (and also neglecting the mass-
polarization term) we can separate 2.4 into an electronic and a nuclear part, and only
solve the electronic part

ĤeΨe = EeΨe. (2.8)

Moving to a second quantization formalism, the Hamiltonian is given as

Ĥe =
∑
pq

hpqa
†
paq +

1

2

∑
pqrs

gpqrsa
†
pa

†
rasaq + hnuc, (2.9)

where hnuc is the nuclear-nuclear repulsion and hpq, gpqrs are integrals defined as

hpq =

∫
ψ∗
p(x1)

(
−1

2
∇2 −

∑
A

ZA

rA1

)
ψq(x1)dx1 (2.10)

gpqrs =

∫ ∫
ψ∗
p(x1)ψ

∗
r (x2)ψq(x1)ψs(x2)

r12
dx1dx2. (2.11)

where {ψp} are basis functions used to expand Ψe, and x are the coordinates with
both a spin and spatial part. We have here and in the following denoted indices of
occupied orbitals i, j and unoccupied orbitals a, b. General orbitals are denoted with
index p, q.

2.3 The Dirac equation

When velocities close to the speed of light are involved, we need to consider relativis-
tic effects. For chemistry, this is mainly seen in heavy elements where the electrons
near the nuclei can approach the speed of light. The inclusion of these effects into the
mathematical framework of quantum mechanics entails a transformation of the oper-
ators. After carrying out these transformations, we obtain the relativistic counterpart
of the Schrödinger equation called the Dirac equation. The changes do not affect the
Born-Oppenheimer approximation Thus, we can define an electronic Hamiltonian
in a similar fashion. The one-electron operator can be defined as

ĥ =

√
m2c4 + c2

(
p̂+ eA(r, t)

)2
− eϕ(r, t) (2.12)

where m is the mass of the electron and the field is introduced with the principle
of minimal coupling¹⁵,¹⁸ with scalar potential ϕ(r, t) and vector potential A(r, t).
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With a static external potential Vext = −eϕ(r, t) (representing the nuclear-electron
attraction) and A(r, t) = 0 (Coulomb gauge), the one-electron operator becomes

ĥ = ĥD + V̂ext =

(
02 c(σ · p̂)

c(σ · p̂) −2c2I2

)
+

(
VextI2 02
02 VextI2

)
, (2.13)

where the unit matrix I2 and the Pauli matricesσ have been defined, each representing
a 2x2 matrix. The Pauli matrices are given as:

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
. (2.14)

The main difference to the non-relativistic case is the relativistic expression of the
momentum, which instead of a scalar equation now involves matrices. Due to this
change, the wave function is now comprised of large and small component parts,
respectively, which themselves are two-component wave functions (comprised of dif-
ferent spin parts):

|Ψ⟩ =
(
ψL

ψS

)
|ψX⟩ =

(
ψX
α

ψX
β

)
. (2.15)

The electron-electron interaction in relativistic quantum mechanics is complicated,
and a closed form does not exist. Therefore, the electron-electron interaction is ex-
pressed as a perturbation expansion in terms of 1/c. From this expansion, we can
identify the zeroth order term as the instantaneous Coulomb interaction, which is
expressed similarly to non-relativistic theory

ĝCoulomb(1, 2) =
I4 · I4
r12

, (2.16)

with I4 being the identity (4x4). Higher order terms include the Breit term, which in
turn can be divided into the Gaunt and gauge terms. For most applications, however,
the Coulomb part is sufficient, and we will therefore use this approximation in this
thesis. The corresponding Hamiltonian is called the Dirac-Coulomb Hamiltonian.
The Dirac-Coulomb Hamiltonian is identical to Eq. 2.9, but the one-electron inte-
grals hpq in Eq. 2.10 are replaced with integrals over ĥD in Eq. 2.13.

Qualitatively the changes due to the relativistic effects are in atoms a contraction of
the s and p orbitals which lead to an increase in the screening of the nuclear charge
that in turn leads to an expansion of the d and f orbitals. These effects are called
scalar-relativistic. Furthermore, the degenerate orbitals will split due to the spin-
orbit coupling and is essential in describing, e.g., L-edge core-spectroscopy.
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We have now established the basic aspects of relativistic quantum chemistry. Most of
the methods that follow will have the same structure, regardless of being relativistic or
not. Nevertheless, there will be differences. In the following sections, we will therefore
point out when these occur.

2.4 Hartree-Fock theory

2.4.1 Slater determinants

Although we now only consider the electronic wave function, we still need to define
a form that allows us to describe N -electron systems. For this purpose, we define a
so-called Slater determinant.

Ψ(1, 2...N) =
1√
N !

∣∣∣∣∣∣∣
ϕ1(1) . . . ϕN (1)

...
. . .

...
ϕ1(N) . . . ϕN (N)

∣∣∣∣∣∣∣ . (2.17)

This choice of wave function is both anti-symmetric concerning permutation of any
pair of electrons (and thereby fulfils the Pauli principle) and is additionally a product
wave function, making it suitable for N -electron systems.

The spin-orbitals are unchanged over columns and the electron coordinate (repre-
sented by a number) is unchanged over rows. In second quantization, any Slater-
determinant can be expressed as a sequence of creation operators acting on the vacuum
state |vac⟩, which is the state in which none of the orbitals are occupied

Ψ(1, 2...N) =
(
Πia

†
iαa

†
iβ

)
|vac⟩. (2.18)

2.4.2 Hartree-Fock equations

In Hartree-Fock theory, we impose a variational condition on a trial Slater determi-
nant wave function. We define such a trial wave function as the state

|0̃⟩ = e−κ̂|0⟩ (2.19)

where κ is the orbital rotation parameter, defined as

κ̂ =
∑
pq

κpqâ
†
pâq (2.20)
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where κpq are the variational parameters. We return to its definition in a time-
dependent form in a later chapter. For now, it is sufficient to note that by defining an
energy expression for the trial wave function, employing a Baker-Campbell Hausdorff
expansion on this expression and requiring the gradient with respect to κai to vanish,
we obtain a variational condition

fia = ⟨0|[f̂ , â†i âa]|0⟩ (2.21)

for elements fai of the so-called Fock matrix, f . The corresponding Fock operator
reads

f̂ =
∑
pq

fpqâ
†
pâq =

∑
pq

(
hpq +

∑
i

(
2gpqii − gpiiq

))
â†pâq. (2.22)

where the expression for the one- and two-electron integrals are given in equations
2.10-2.11. It can be noted that the Fock operator includes the molecular orbitals we
are trying to optimize, which means that solving the HF equations requires an iterative
procedure known as a self-consistent field method.

For practical calculations on molecular systems, we generally expand the molecular
orbitals ϕ in terms of the atomic orbitals AO χ

ϕp =
∑
µ

χµCµp. (2.23)

Inserting this expansion into the Hartree-Fock equations leads to the Roothan–Hall
equations (here in matrix form)

fAOC = SCϵ, (2.24)

where S is the overlap matrix and C is a vector containing the molecular orbital co-
efficients.
In a four-component framework, the MOs will be expressed in terms of vectors com-
prised of both large and small component basis functions

|ϕi⟩ =
NL∑
κ

(
|χL

κ ⟩
0

)
CL
κ +

Ns∑
λ

(
0

|χS
λ⟩

)
CS
λ . (2.25)

The large and small component of the wave function will have separate expansion
coefficients. This leads to the Fock matrix having four different blocks with respect
to the large and small components

F =

(
FLL FLS

FSL FSS

)
. (2.26)
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Compared to a non-relativistic model, where only FLL is relevant, the additional
presence of |χS⟩ causes the number of integrals to increase. Since this increase is
due to the small component, a class of methods where only the large component is
accounted for has been constructed, and they reduce the computational effort signif-
icantly. These methods are denoted as two-component methods.

2.5 Kohn-Sham density functional theory

Hartree-Fock theory has a flaw in that it treats electron-electron interactions in an av-
erage fashion, i.e., it misses the so-called correlation energy. In this section, we present
Kohn-Sham density functional theory which is a variant of DFT that introduces an
orbital approximation through a single Slater determinant, similar to HF theory. Un-
like HF theory, however, it also includes electron correlation¹⁶. Kohn-Sham DFT
builds on the Hohenberg-Kohn theorems, stating that the electron density, ρ, for the
ground state of a system is uniquely defined. Thus, from the electron density, we
may obtain the ground state energy by a variational procedure. The energy functional
E[ρ] can be defined as

E[ρ] = Ts[ρ] + V ext[ρ] + J [ρ] + ENN + Exc[ρ]. (2.27)

Where the first term is the kinetic energy of the electrons in a fictitious system with
non-interacting electrons

Ts[ρ] =
∑
i

⟨ϕi| −
1

2
∇2|ϕi⟩, (2.28)

the second term is the external potential for the nuclear-attraction potential

V ext[ρ] =
∑
A

∫
ZA

|r −RA|
ρ(r)dr, (2.29)

and the third term represents the electron-electron interaction

J [ρ] =
1

2

∫ ∫
ρ(r1)ρ(r2)

r12
dr1dr2. (2.30)

The fourth term ENN models the nuclear-nuclear repulsion, which due to the Born-
Oppenheimer approximation can be added as a constant to the energy functional.
The fifth term represents the exchange-correlation energy, and this takes into account
the exchange part which is not explicitly included as in Hartree-Fock. Additionally,
it contains a correlation part. This part is in practice defined through a parametric
expression and can be done in many different ways, giving rise to many different
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classes of DFT functionals. We would also like to add that relativistic extensions of the
Hohenberg-Kohn theorems exist¹⁹, thereby enabling the use of four component DFT.
Since we assume a Dirac-Coulomb Hamiltonian, the resulting relativistic changes in
the expressions for the energy functional are small and are mainly reflected in the first
term of Eq. 2.27, which due to the changed expression for the kinetic energy operator
assumes the form

Ts[ρ] =
∑
i

⟨ϕi|ĥD|ϕi⟩. (2.31)

2.5.1 KS-DFT in second quantization

The KS-DFT wave function ansatz is defined analogously to HF¹⁷, with the param-
eterized wave function being the same as in 2.19. Through this, the electron density
can be defined as

ρ(r, κ) =
∑
pq

D̃pq(κ)Ωpq(r), (2.32)

where D̃pq is the density matrix and Ωpq(r) is the overlap distribution:

D̃pq = ⟨0̃|â†pâq|0̃⟩ Ωpq(r) = ϕ†p(r)ϕq(r). (2.33)

This leads to the definition of the KS energy expression in second quantization¹⁷

E[ρ(κ)] =
∑
pq

hpqD̃pq +
1

2

∑
pqrs

gpqrsD̃pqD̃rs + Exc[ρ(κ)] + VNN (2.34)

The variational minimization will lead to an expression very similar to equation 2.24.

2.5.2 Exchange-correlation functionals

We mentioned above that the exchange-correlation part can be defined in various
ways. We will here introduce the three most common types of exchange functionals.
In the local density approximation (LDA) we can define the exchange-correlation
energy as an integral over the energy density exc, which is a functional of the electron
density

ELDA
xc [ρ(κ)] =

∫
exc

(
ρ(r, κ)

)
dr. (2.35)

Usually, however, this method yields results with poor accuracy for atoms and molecules.
A more advanced form exists in the generalized gradient approximation (GGA)

EGGA
xc [ρ(κ)] =

∫
exc

(
ρ(r, κ), ξ(r, κ)

)
dr. (2.36)
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where the exchange-correlation density is also dependent on the norm of the gradient
of the density ξ(r, κ). Moreover, there are hybdrid functionals in which part of the
exchange is incorporated through the Hartree-Fock method

Ehybrid
xc [ρ(κ)] = EGGA

xc [ρ(κ)] + γEHF
x [ρ(κ)], (2.37)

where γ is the amount of Hartree-Fock exchange used.
Yet another class of functionals exist: the so-called long-range corrected functionals.
They correct for the wrong asymptotic behaviour of the electron-electron interaction
in standard functionals. They do so by splitting the Coulomb operator into two parts,
describing the short and long-range interactions

1

r12
=

1− [α+ βerf(µr12)]

r12
+
α+ βerf(µr12)

r12
. (2.38)

In the expression, α, β and µ are parameters and erf is the error function. These
functionals are essential for obtaining an accurate description of charge-transfer states
and ionization potentials²⁰, and are well suited for Time-dependent density func-
tional theory (TD-DFT) which has been extensively applied in this thesis.
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Chapter 3

Polarizable embedding

To allow a description of systems where larger environments are important, QM
methods have been combined with computationally efficient molecular mechanics
(MM) methods, dividing the entire system into QM and MM regions (see Figure 3.1);
this is commonly known as QM/MM²¹,²²,²³. In this chapter, we introduce QM/MM
with a polarizable MM part, which is especially important to consider in excitation
processes.

3.1 QM/MM with electrostatic and polarizable embedding

Various QM/MM schemes exist but we here only focus on the so-called additive vari-
ant, where the energy of the total system is given as

Etot = EQM + Eenv = EQM + EMM + EQM/MM . (3.1)

As seen from Eq. 3.1, the total energy is comprised of the energy of the quantum part
(EQM ), the energy of all interactions with the MM part (EMM ) and a coupling term
(EQM/MM ) which contains the contributions

EQM/MM = Ees + Eind + Enon−el + Ebond. (3.2)

The first two terms have expressions known from classical electrostatics where Ees,
is the electrostatic interaction between the QM system and the environment, while
Eind accounts for the mutual polarization between the environment and the QM sys-
tem. The third term, Enon−el, accounts for all non-bonded interactions that are not
included in the first two terms, e.g., exchange repulsion or dispersion. The last term,
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Ebond is only relevant if there are covalent bonds between QM and MM systems.
We will here work with a polarizable QM/MM scheme²⁴,²⁵,²⁶,²⁷, denoted the polar-
izable embedding (PE) model²⁸,²⁹. The PE model entails a description ofEel through
electric multipoles while Eind is described through point polarizabilities. Both the
electric multipoles and the point-polarizabilities are obtained by fragmentation of the
environment followed by QM calculations on the individual fragments (see Figure
3.2). In the two subsections below, the explicit forms of Ees and Eind will be elabo-
rated.

Figure 3.1: Illustration of the subdivision of a system into regions in QM/MM.

3.1.1 Electrostatic interactions with multipole expansions

The description of electrostatics in polarizable embedding models generally builds
on multipole expansions. We take the outset in the potential V (r) inside the QM
region, due to the environment density ρi(r) for fragment i. From a Taylor expansion
of (r−Ri)

−1, we obtain the following potential

V (r) =
qi

|r−Ri|
−

∑
α

µi,α

( ∂

∂rα

1

|r−Ri|

)
+

1

2

∑
α,β

Qi,αβ

( ∂2

∂rα∂rβ

1

|r−Ri|

)
+ · · · , (3.3)

where we have defined the cartesian components (α, β = x, y, z) of the charge, dipole
and quadrupole moments (qi, µi,α andQi,αβ), respectively. Examples of the first two
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are given below

qi =

∫
ρi(r)dr, µi,α =

∫
(rα −Ri,α)ρi(r)dr. (3.4)

To use Eq. 3.4 in our PE model, it is exploited that the Taylor expansion in equations
3.3 converges faster if the multipoles are distributed, rather than have one common
origin³⁰. Therefore, each fragment is further split up into sites s. The sites coincide
with atoms within the individual fragments and atom-centred multipoles are obtained
with the LoProp method³¹, which requires a QM calculation for each fragment.

For a more compact notation, we introduce the multi-index notation where the deriva-
tives in equation 3.3 are written³²

∇k ≡ ∂|k|

∂rk
=

∂kx+ky+kz

∂xkx∂yky∂zkz
, (3.5)

using a multi-index k = (kx, ky, kz) to define both Cartesian component(s) and
order of expansion. Likewise, a vector is defined rk = rkxx r

ky
y rkzz . With this nomen-

clature, the Taylor expansion that led to equation 3.3 is for site s

1

|r− rs|
=

∞∑
|k|=0

∑
k∈|k|

(−1)|k|

k!

(
∇k 1

|r− rs|
(r− rs)

k
)
, (3.6)

where the sum according to the definition of the multi-index is over 3|k| elements.
By introducing interaction operators³⁰ T (k)

ij = ∇k
i |ri −Rj |−1 or T (k)

j = ∇̂k|r −
Rj |−1 and a general nomenclature for the multipole moments, M (k)

s , we can write
the potential for the interaction between the MM and QM part in the compact form

V̂ es =
∑
s

∑
|k|=0

(−1)|k|

k!

(
M (k)

s

∑
pq

⟨ϕp|T (k)
s |ϕq⟩â†pâq +M (k)

s

∑
M

ZMT
(k)
Ms

)
= V̂ e + V̂ nuc, (3.7)

where the sum over all sites s has been introduced. The electronic part is often written

V̂ e =
∑
s

∑
|k|=0

(−1)|k|

k!
M (k)

s

∑
pq

t(k)pq,sâ
†
pâq t(k)pq,s = −⟨ϕp|T (k)

s |ϕq⟩ (3.8)

where the integrals over T (k)
s is contained in t(k)pq,s. The resulting electrostatic energy,

Ees, is thereafter obtained as the expectation value of V̂ es

Ees = ⟨0|V̂ es|0⟩. (3.9)
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3.1.2 Induced dipole polarization

The electrostatic interaction between the MM and QM regions will polarize the QM
density ρ(r) and this polarization will automatically be included through the SCF
procedure when the V̂ es operator is included in the Hamiltonian. However, the den-
sity ρi(r) of any fragment i within the MM system will also be polarized by the com-
bined field from the QM subsystem and all other fragments. In classical electrostatics,
the polarization of ρi(r) is associated with inducing a dipole (as well as higher order
induced moments). We proceed as in the previous subsection by a Taylor expansion,
this time of the dipole moment

µα,i(E) = µα,i(0) + µindα,i = µα,i(0) +
∑
β

∂µα,i
∂Eβ

Eβ + · · · . (3.10)

Truncating the expression at the linear term, the first term is the static dipole moment
of fragment i, whereas the second is the polarizability tensorαi times the electric field
E . Terminating the expansion at the linear term we have the induced dipole, with the
associated energy expression

Eind,i(E) =
∑
α

µindα,i Eα = −1

2

∑
αβ

Eαααβ,iEβ = −1

2
ET · (αi · E). (3.11)

As in the previous section, each fragment in the environment is associated with a
number of sites, containing site-polarizabilities (in addition to static multipoles), de-
noted αs. The polarizabilities are also obtained with the LoProp method.³¹ The field
inducing a dipole on site s has contributions from QM electrons and nuclei as well
as the multipoles, leaving the total field as

Ês = Êel
s + Enuc

s + Ees
s , (3.12)

and µind is now obtained according to equation 3.13

µind
s = αs

[
Ês −

∑
s′ ̸=s

T
(2)
ss′ µ

ind
s′

]
, (3.13)

where the last term describes the field induced due to the induced dipoles on all other
sites. The electronic and nuclear fields are given as

Êe
s = −

∑
pq

t(1)pq,sâ
†
pâq En

s =
∑
M

ZMT
(1)
Ms. (3.14)

By modifying equation 3.13 and arranging the field- and induced dipole moment vec-
tors in a vector of vectors, e.g., Ê = (Ê1, . . . , Ês, . . . , ÊS) of length 3S, we obtain
a matrix equation³³ for the induced dipole moments

µind = R · Ê , (3.15)
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where we have defined the Relay matrix with inverse site-polarizabilities on the diag-
onal

R =

 α−1
11 · · · −T

(2)
1S

...
. . .

...
−T

(2)
S1 · · · α−1

SS


−1

. (3.16)

Inserting 3.15 into Eq. 3.11 we then arrive at the final expression for the induced energy.

Eind = −1

2
⟨ Ê ⟩TR⟨ Ê ⟩ (3.17)

With outset in equations 3.9 and 3.17, the SCF equations from chapter 2 can be mod-
ified to include multipoles and polarizabilities in the environment by augmenting the
Fock operator (cf. equation 2.22) with an effective environment operator, i.e.

f̂ tot = f̂ + v̂PE (3.18)

with

v̂PE = V̂ es − ⟨0|Ê |0⟩TRÊe
. (3.19)

Since we are mostly working within a four-component framework in this thesis,
we note that the Fock operator in Eq. 3.18 will be represented on the block di-
agonal form as in Eq. 2.26. However, the blocks for the environment operator
v̂PE,XY
κλ = ⟨χX

κ |v̂PE|χY
λ ⟩ only have non-zero contributions for the diagonal blocks

(see reference³⁴). This leads to the total Fock operator in Eq. 3.18 having the following
manifestation in a four-component framework

F =

(
FLL + vPE,LL FLS

FSL FSS + vPE,SS

)
. (3.20)
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Figure 3.2: A flowchart describing the procedure to obtain a potential describing the environment

3.2 The LoProp method

The localized properties (LoProp)³¹ approach provides an efficient and accurate way
to calculate localized static properties. It relies on a localized orthonormal basis, that
is constructed based on the overlap matrix by performing a step-wise orthonormal-
ization procedure. Each step is carried out for the atomic blocks (A and B) and the
occupied and virtual subspaces (o and v) of the overlap matrix. From the four subse-
quent transformation matrices, a final transformation matrix T is constructed. This
transformation matrix is then used to transform the one-electron density matrix D
(in the AO basis) and the property matrix O to the LoProp basis

DLoProp = T−1DT (3.21)

OLoProp = T−1OT (3.22)

From these relations, we can then obtain static properties such as charges and dipole
moments that are localized. In addition to static local multipole moments, the method
can also be used to obtain localized polarizabilities. The original implementation was
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only used to obtain static polarizabilities, and that is what it is used for in this thesis.
However, we note that extensions to obtain frequency-dependent polarizabilities also
exist³⁵,³⁶,³⁷.
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Chapter 4

Linear response theory

Response theory is used to calculate static and frequency-dependent molecular prop-
erties, which in turn can be used to calculate various types of spectroscopy³⁸. In this
chapter, a brief overview of linear response theory is given. Higher-order response
equations have been derived³⁹, but all papers included in this thesis stop at the lin-
ear order (which is sufficient to calculate, e.g., UV-vis and ECD spectra). While the
first response theory formulations were done in the so-called Ehrenfest formulation³⁸,
we here follow a later (and more general) quasi-energy formulation¹⁷,³⁹,⁴⁰,⁴¹ and the
chapter is written mainly with inspiration from papers by Christiansen et al.⁴⁰ and
Helgaker et al.³⁹

4.1 The quasi energy

Response theory is essentially a formulation of time-dependent perturbation theory
where we seek to approximate the time-dependent Schödinger equation

Ĥ|0̄⟩ = i
∂

∂t
|0̄⟩ . (4.1)

The Hamiltonian can be divided into a time-independent part, Ĥ0, with known so-
lutions and the electromagnetic field, V̂ (t), as a time-dependent perturbation. Thus
the Hamiltonian becomes

Ĥ = Ĥ0 + V̂ (t). (4.2)
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The solutions to Ĥ0 can be obtained as described in chapter 2 while V̂ (t) can be
expressed as a series expansion of monochromatic, periodic perturbations

V (t) =
∑
k

exp(−iωkt)
∑
X

ϵX(ωk)X̂ . (4.3)

In equation 4.3, X̂ are property (perturbation) operators, ϵX their corresponding field
strength parameters, and ωk are the frequencies that the k’th perturbation oscillates
with.

A general solution (wave function) to equation 4.1 can be expressed as

|0̄⟩ = e−iF (t)|0̃⟩, (4.4)

where F (t) is a time-dependent phase factor and |0̃⟩ is the phase-isolated part of the
wave function. The time-evolution of a property with operator X̂ can be given as the
perturbation expansion

⟨0̃|X̂|0̃⟩ = ⟨0|X̂|0⟩+
∑
k

exp(−iωkt)
∑
Y

⟨⟨X̂; Ŷ ⟩⟩ωk
ϵY (ωk) + · · · (4.5)

where ⟨⟨X̂; Ŷ ⟩⟩ωk
are the linear response functions. A relation between the response

function and F (t) in equation 4.4 can be obtained from inserting equation 4.4 into
equation 4.1, followed by projection with ⟨0̃|, and isolating the time-derivative of
F (t)

Q(t) ≡ Ḟ (t) = ⟨0̃|
(
Ĥ − i

∂

∂t

)
|0̃⟩. (4.6)

This quantity is also known as the quasi-energy, which (as will be apparent below) can
be directly related to the response functions. In the time-independent limit, the quasi-
energy reduces to the normal energy. Through the Hellman-Feynman theory, we can
then identify static molecular properties (the first term in equation 4.5) as derivatives
with respect to the energy. A time-dependent extension of the Hellman-Feynman
theorem can be formulated for the quasi-energy as

dQ

dϵ
= ⟨0̃|∂Ĥ

∂ϵ
|0̃⟩ − i

∂

∂t

〈
0̃
∣∣∣d0̃
dϵ

〉
. (4.7)

The identification of properties as derivatives with respect to the quasi-energy is not
straightforward due to the second term. However, by time-averaging the quasi-energy
we can make the second term disappear, where we define the time-average as

{Q}T =
1

T

∫ T/2

−T/2
Q(t)dt. (4.8)
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We can then similarly relate properties (time-dependent) to the quasi-energy deriva-
tive

d{Q}T
dϵx(ωk)

=
{
⟨0̃| ∂Ĥ

∂ϵx(ωk)
|0̃⟩

}
T
. (4.9)

An expression of the linear response functions can then straightforwardly be attained
by differentiating the time-averaged quasi-energy with respect to the field strength
twice, and expanding the expectation value of the perturbation operator X̂ as in equa-
tion 4.5

d2{Q}T
dϵA(ωa)dϵB(ωb)

∣∣∣∣
ϵ=0

=
1

2

(
⟨⟨Â; B̂⟩⟩ωa + ⟨⟨B̂; Â⟩⟩ωb

)
δ(ωa + ωb). (4.10)

Here, the delta function ensures that the response function is zero unless ωb = −ωa.

The linear response functions may be expressed as a sum over states formula for exact
states as

⟨⟨X̂; Ŷ ⟩⟩ωb
=

1

ℏ
∑
n

(⟨0|X̂|n⟩⟨n|Ŷ |0⟩
ωn − ωb

+
⟨0|Ŷ |n⟩⟨n|X̂|0⟩

ωn + ωb

)
. (4.11)

However, typically this expression is not used for practical applications. Therefore, we
will in the next section proceed to derive approximate expressions by which we can
evaluate the linear response functions.

4.2 Linear response for approximate wavefunctions

In the previous subsection, we did not assume any particular wave function ansatz.
Therefore, in this section, we now derive explicitly an approximate wave function at
the HF level of theory. It should be noted that the papers take departure in Kohn-
Sham DFT, which also builds on a Slater determinant and thus to a large degree is
similar to the HF theory presented here. The main exception is the additional terms
arising from the exchange-correlation functional (cf, Paper II). The HF wave function
is parametrized as

|0̃⟩ = e−κ̂(t)|0⟩ (4.12)

where |0⟩ is a Slater-determinant and κ̂(t) is the time-dependent orbital-rotation op-
erator, to be defined below. By inserting the Hamiltonian, Ĥ , defined in equations
4.2 and 4.3 into 4.8, and using the HF wave function defined as in equation 4.12 we
obtain

{Q}T =
{
⟨0̃|

(
Ĥ0 − i

∂

∂t

)
|0̃⟩

}
T
+
∑
k

∑
X

ϵX(ωk)
{
⟨0̃|X̂|0̃⟩

}
T
, (4.13)
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where the part with the external field has been rearranged to be last. A perturbation
expansion of the quasi-energy can now be obtained from the perturbation expansion
of the orbital-rotation-operator. Here expansion to first order is sufficient, and we
define the first order (Fourier transformed) orbital-transformation operator as

κ̂(t) =
∑
k

∑
µ

(
κµ(ωk)q

†
µ − κ∗µ(−ωk)qµ

)
e−iωkt, (4.14)

where the excitation operators q†ai = â†aâi are products of creation and annihilation
operators, and κai(ωk) = ϵX(ωk)κ

ωk
ai are variational parameters linear in the field

strength. Note spinor indices for occupied (i) and virtual spinors (a) are collected
into one index (µ).

Using the Baker-Campbell-Hausdorff (BCH) expansion in equation 4.13 and then
inserting the orbital-rotation operator we thereby obtain the following expression for
the time-averaged quasi-energy for second order perturbations

{Q(2)
T

}
=
1

2

∑
k,l

(
κ̄†(−ωk)

(
E

[2]
0 − ωkS

[2]
)
κ̄(ωl)

)
δ(ωk + ωl)

+
∑
k,l

∑
X

ϵX(ωk)κ̄
†(−ωl)EY δ(ωk + ωl). (4.15)

We have introduced a vector notation κ̄(ωk) = (κ(ωk),κ
∗(−ωk))

T for the orbital-
rotation operators and E

[1]
Y = (gY , g

∗
Y )

T for the property gradient with elements

gYµ = ⟨0|[−q̂µ, Ŷ ]|0⟩. (4.16)

Finally, we have in equation 4.15 introduced the electronic Hessian, E[2]
0 , and metric,

S[2], matrices

E
[2]
0 =

(
A B
B∗ A∗

)
S[2] =

(
Σ ∆

−∆∗ −Σ∗

)
, (4.17)

with the elements

Aµγ = ⟨0|[−qµ, [q†γ ,H0]]|0⟩ Bµγ = ⟨0|[qµ, [qγ ,H0]]|0⟩ (4.18)

Σµ,γ = ⟨0|[−qµ, q†γ ]|0⟩ ∆µ,γ = ⟨0|[qµ, qγ ]|0⟩. (4.19)

From this, it is then possible to define an expression for the linear response functions
as in equation 4.10

⟨⟨X;Y ⟩⟩ωk
= −E

[1]
X

†(E
[2]
0 − ωkS

[2])−1E
[1]
Y . (4.20)
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In practice, explicit construction of the electronic Hessian is unfeasible for all but
the smallest systems. Therefore, response functions are found by solving the linear
response equations in a reduced space

(E
[2]
0 − ωkS

[2])XY (ωk) = −E
[1]
Y , (4.21)

where the solution vector XB(ω) is expanded in a set of trial vectors⁴²

XB(ωk) =
n∑

i=1

biaY ;i(ωk); B = [b1 b2 . . . bn]. (4.22)

This leads to the n-dimensional reduced linear response equation, where all calcula-
tions previously involving the Hessian now instead use sigma vectors

σi = E
[2]
0 bi, (4.23)

which avoids the construction and storage of the full Hessian.

4.3 Damped linear response theory

Examining the response function for an exact wave function in equation 4.11 shows
that there will be singularities for the linear response functions in resonant regions.
Although this is indeed exploited in the calculation of excitation energies, it is unphys-
ical. To remedy this issue, we first examine the excited state wave functions: Letting
the state |n⟩ be an excited state solution to the time-independent Schrödinger equa-
tion with eigenvalue En means that³⁹,⁴³

|n(t)⟩ = e−iEnt|n⟩, (4.24)

will satisfy equation 4.1. However, the norm of |n(t)⟩ is constant in time, i.e., the
system has an infinite lifetime, while excited states generally decay through various
mechanisms. The infinite lifetime can be avoided by introducing a (phenomenologi-
cal) damping, iγ,⁴⁴,⁴⁵,⁴⁶,⁴⁷

|n̄(t)⟩ = e−i(En−iγ)t|n⟩, (4.25)

leading to complex excited state energies (En → En−iγ). The |n̄(t)⟩ state is denoted
a damped excited state, and using this state in the response equations corresponds to
replacing the excitation energy ωi with ωi+iγ. With this, equation 4.21 becomes⁴⁴,⁴⁵

(E
[2]
0 − (ωk + iγ)S[2])XY (ωk) = −E

[1]
Y . (4.26)

The dampening factor (here taken to common for all excited states) accounts for the
finite lifetime of the excited states and thus γ can be regarded as being the effective
inverse lifetime³⁹,⁴⁵. In Paper II, it is shown how damped response theory can be
formulated in a relativistic PE framework.
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4.4 Linear response properties

In this section, we will outline some of the molecular properties that can be obtained
by using linear response theory. We will describe the physics underlying the properties
and then relate them to different spectroscopic techniques. Moreover, we will employ
exact state linear response theory to highlight the physical quantities.

4.4.1 UV-Vis absorption

Electronic transitions induced by electromagnetic (EM) radiation in the range of 200-
800 nm can be probed through UV-Vis absorption spectroscopy. In this part of the
EM spectrum, the wavelengths are typically so long compared to the molecular species
of interest that the EM field can be regarded as uniform. Therefore, we can motivate
the use of the electric-dipole approximation. The EM field can thereby be regarded
as perturbing the electron density by exciting an electron from the ground state and
creating an induced dipole moment µ. The strength of this dipole moment can be
calculated as an expectation value between that of the ground state and an excited elec-
tronic state as ⟨0|µz|n⟩, where we have assumed the external field to be applied along
the z-axis. This is more commonly known as the electric dipole transition moment.
The measure of the ability to acquire an electric dipole moment of a molecule is the
polarizability α. This can be related to the transition moments through perturbation
theory, resulting in a sum over-states formula analogous to Eq. 4.11

ααβ(ωb) = ⟨⟨µ̂α; µ̂β⟩⟩ωb
=

1

ℏ
∑
n

(⟨0|µ̂α|n⟩⟨n|µ̂β |0⟩
ωn − ωb

+
⟨0|µ̂β |n⟩⟨n|µ̂α|0⟩

ωn + ωb

)
.

(4.27)

This is a concrete example of a linear response function. From the poles of α, i.e.,
where the frequency, ωb, of the perturbing field approaches ωn (ωn → ωb), we can
identify excitation energies in a spectrum. The residues then contain transition dipole
moments which can be directly related to the oscillator strengths of transitions. To
better compare results from calculations with that of experiments, one typically applies
some type of broadening function to the individual oscillator strengths. In reality,
this broadening corresponds to a variety of effects, such as that of the finite lifetime
of the excited states and vibronic transitions. Finally, we note that certain electronic
transitions may be forbidden due to spatial or spin symmetry. However, the spin
symmetry requirements can be lifted when assuming a four or two-component wave
function, since spin is then no longer a well-defined quantum number.
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4.4.2 Electronic circular dichroism

In the previous sections, we assumed that the EM field was plane-polarized. How-
ever, this is not always the case. When the electric (and magnetic) component rotates
around the axis of propagation, we have what is called circularly polarized light (CPL).
Moreover, depending on whether the rotation is clockwise or anticlockwise, we have
right and left CPL. Spectroscopies that employ CPL are generally used for molecules
with non-superimposable mirror images, defined as chiral. The two mirror-images
of a chiral molecule are called enantiomers, and will interact differently with CPL
depending on whether it is L or R-CPL. The differential absorption between L and
R-CPL can thus be used to establish what enantiomers that are prevalent in a sample.
This type of spectroscopy, called Electronic circular dichroism (ECD), is highly useful
since the physical properties of two enantiomers are virtually identical, but the way
they interact with other molecules can be very different.

The electronic transitions in ECD can in a similar fashion to UV-Vis be related to
the fact that the EM field creates induced dipole moments. However, in contrast
to UV-Vis, there is also a contribution from the magnetic component of the field.
The equation that relates these quantities was established by Rosenfeld 75 years ago
through perturbation theory⁴⁸

⟨µ̂⟩ = αE +
1

ω
β
∂B

∂t
. (4.28)

Where the first term is the contribution due to the electric dipole-dipole polarizability
tensor α and the electric field E, whereas the second is the β tensor times an alter-
nating magnetic field B. For chiroptical properties such as ECD, the β tensor is the
most essential quantity and can be expressed as a sum over states formula

βαβ(ω) = ⟨⟨µ̂α; m̂β⟩⟩ω = −2ω

ℏ
∑
n ̸=0

Im(⟨0|µ̂α|n⟩⟨n|m̂β |0⟩)
ω2
n0 − ω2

. (4.29)

For ECD, the excitation energies of electronic transitions correspond to poles in the
expression (zeros in the denominator), and the associated residues can be used to
calculate the intensities. The residues are called rotatory strengths Rn0 and can be
calculated as the dot product between the electric and magnetic transition dipole mo-
ments

Rn0 = Im(⟨0|µ̂|n⟩ · ⟨n|m̂|0⟩). (4.30)

As seen from Eq. 4.29, this corresponds to the residues of the response function. The
rotatory strengths are similar to oscillator strengths. However, they can be both nega-
tive and positive, since they are related to differential absorption. Similarly to UV-Vis,
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some type of broadening is also usually applied to the individual rotatory strengths to
yield a better comparison with experiment.
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Chapter 5

Research and Outlook

5.1 Summaries of papers

Paper I: Investigating the influence of relativistic effects on absorption spectra for
platinum complexes with light-activated activity against cancer cells

Traditional square-planar Platinum(II) complexes used in chemotherapy lead to severe
side effects due to side reactions with other bio-molecules than DNA in cancer cells.
Therefore, new types of octahedral Platinum(IV) complexes that can be ingested in an
inactive form and then transformed into the active form at the site of a tumour utiliz-
ing light have been studied. Earlier theoretical studies with non-relativistic response
theory have investigated the activation mechanism, mainly by analyzing calculated
UV-vis spectra. In this paper, we report the first investigation of the impact of rel-
ativistic effects on the UV-vis spectra of these octahedral Platinum complexes. For
that purpose, the absorption spectra of two Platinum complexes were investigated.
Hence, Time dependent-density functional theory (TD-DFT) calculations were car-
ried out with the functional B3LYP and its range-separated version CAM-B3LYP with
non-relativistic (NR), scalar relativistic (SR), and 4c Hamiltonians in the DIRAC pro-
gram. Additionally, calculations including an effective core potential were done with
the DALTON program. Not surprisingly, the spectra from the NR Hamiltonian
were altered significantly when compared to a 4c or SR Hamiltonian. Furthermore,
the results show that a SR Hamiltonian is enough to reproduce the most dominant
transitions in the 4c spectra. However, a more careful analysis in regions outside the
most intense ones, shows that many transitions are spin-mixed and have no counter-
part in SR (and NR) calculations since the latter does not include spin-orbit coupling.
Many of these transitions were also in the lower end of the spectra (above 300 nm)
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Figure 5.1: Optimized structures of the two studied complexes. (Reproduced from Ref. 6 with permission from
the Royal Society of Chemistry )

where experiments have shown that light activation can occur. Thus, including spin-
orbit coupling might be crucial to correctly understand what electronically excited
states that are active when the complexes are active against cancer cells. The results
from an effective-core potential yielded the same results as that of employing a SR
Hamiltonian. Finally, to note is that we obtained the same conclusions regardless of
whether using B3LYP or CAM-B3LYP.
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Figure 5.2: Spectra for trans-Pt calculatedwith CAM-B3LYP and SR or 4c Hamiltonians. (a) and (b) aremagnified
for 215–305 nm and 305–480 nm. (c) shows the full spectrum. The SR calculation is always shown
along a mirrored y-axis for clarity. (Reproduced from Ref. 6 with permission from the Royal Society
of Chemistry )

Paper II: Polarizable embedding complex polarization propagator in a four and two-
component frameworks

In paper II, we develop the theory and implementation of damped response theory
in a relativistic framework with the inclusion of environmental effects through the
polarizable embedding model. This implementation has been done in the Dirac pro-
gram.

The response equations in equation 4.26 will not fundamentally change in a rela-
tivistic framework and can be modified to include a polarizable environment, here
represented by site multipoles and site-polarizabilities. The derivation proceeds sim-
ilarly to the vacuum case, but with the vacuum Hamiltonian augmented with the
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operators defined in equation 3.7 and 3.17

Ĥtot = Ĥ +
(
V̂ es − 1

2
⟨0̃|Ê |0̃⟩RÊ

)
, (5.1)

leading to the following modification of the time-averaged quasi-energy (cf. equation
4.13)

{Q}T =

{
⟨0̃|

([
Ĥ − i

∂

∂t

]
+ V̂ es − 1

2
⟨0̃|Ê |0̃⟩RÊ

)
|0̃⟩

}
T

. (5.2)

Before moving on, we note that there will also be a contribution due to the perturbing
fields’ interaction with the environment. While this contribution is considered in
Paper II, it is for brevity left out of this overview. The derivation for the response
equations follows the vacuum case in equations 4.13–4.20, and the introduction of a
finite lifetime is done as illustrated in equation 4.26. Thus, it can be developed using
a BCH expansion, as in equations 4.13–4.19, leading to equation 4.26, but with a E[2]

matrix modified to include the polarizable embedding contributions. The modified
E[2] matrix has elements

Aµ,γ = −⟨0|[qµ, [q†γ , f̂ + V̂ g]]|0⟩+ ⟨0|[qµ, Ê
e
]|0⟩TR⟨0|[q†γ , Ê

e
]|0⟩ (5.3)

Bµ,γ = ⟨0|[qµ, [qγ , f̂ + V̂ g]]|0⟩ − ⟨0|[qµ, Ê
e
]|0⟩TR⟨0|[qγ , Ê

e
]|0⟩, (5.4)

where the Fock operator, f̂ , and environment operator were defined in Chapters 2 and
3, respectively. To note is that the Hessian elements in the paper look slightly different
since we are here formulating the theory with respect HF while the paper is focused
on KS-DFT. However, the derivations and the corresponding terms are analogous,
with the only change being one additional term with respect to the Hartree-exchange-
correlation kernel.
The reduced equations where we have introduced a trial vectorXB (see equation 4.21)
will naturally also be modified by the PE operator. The modification will manifest in
two additional terms to the sigma vectors

σµ = ⟨0|[−qµ, f̃ + Ṽ g]|0⟩+ ⟨0|Ẽe|0⟩RT ⟨0|[−qµ, Ê
e
]|0⟩, (5.5)

where we have defined the so-called one-index transformed operators 4.26. The ad-
ditional terms due to the PE environment are the term including Ṽ g and the last
term.
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Figure 5.3: The solvated systems used in the PE calculations for [Rh(H2O)6]
3+ and [Ir(H2O)6]

3+ (shown with and
without solvent, using [Ir(H2O)6]

3+ as example). The solvated trans-trans-trans-Pt(N3)2(OH)2(NH3)
(also shown without solvent below [Ir(H2O)6]

3+) is treated similarly. (Reproduced from Ref. 49 with
permission from the American Chemical Society)

To ensure that the method works, we tested it on the two metal complexes [Rh(H2O)6]3+

and [Ir(H2O)6]3+ immersed in aqueous solution. We calculate UV-Vis and X-ray ab-
sorption (XAS) spectra, using both X2C and 4c. From the results, we estimate the
solvent effects on the spectra. We divide the solvent effect into two contributions;
electronic effects (from PE) and the structural perturbation (from optimization in
solvent). We conclude that the structural effects are the largest, but that both con-
tributions are essential to obtain accurate properties. We also take into account the
use of an effective external field (EEF), and find that it does not alter the excitation
energies, but that it has a considerable impact on the absorption cross-section. More-
over, we compare the results of using a 4c Hamiltonian to that of X2C and show that
X2C is sufficient to reproduce 4c results for all solvent shifts. Finally, we compare
the effect of using electrostatic embedding to that of polarizable embedding by calcu-
lating UV-Vis spectra of trans-trans-trans-[Pt(N3)2(OH)2(NH3)2]. Our results show
that most of the electronic solvent effects are captured by including the electrostatic
multipoles in the environment and that the excitation energies change little by includ-
ing polarization. However, the polarization has a significant effect on the absorption
cross-section.
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a) b)

c) d)

Figure 5.4: L-edge spectra of [Ir(H2O)6]
3+. The panels (a) and (b) compares of vacuum and PE calculations for

(a) LII-edge and (b) the LIII-edge, while panels (c) and (d) compares PE calculations environment
with and without EEF effects for (c) LII-edge and (d) the LIII-edge. (Reproduced from Ref. 49 with
permission from the American Chemical Society)

Paper III: New relativistic quantum chemical methods for understanding light-
induced therapeutics

This paper is a short overview/perspective on the field of investigating light-activated
chemotherapy with theoretical methods. As examples, we discuss the method intro-
duced in Paper II as well as other complexes with a light-induced reaction mechanism
that have been investigated with theoretical methods. We also discuss methods based
on TD-DFT.
Understanding the underlying photo-physical properties of potential pro-drug can-
didates is critical, and for this, theoretical methods have been shown to provide an
indispensable tool. However, there are certain factors one should take into consider-
ation when choosing a model. In this perspective we explore three of these factors: i)
relativistic effects, ii) multi-configurational effects and iii) explicit solvent effects.
(i) Since the target complexes typically include heavy metals such as platinum or gold,
it is important to consider relativistic effects. We divide relativistic effects into scalar
relativistic effects (SR) and spin-orbit coupling (SO). While there are various ways
to include scalar relativistic and SO effects, the most rigorous way to obtain both
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effects is to solve the Dirac equation. From the Dirac equation, we obtain a four-
component wave function which in turn can be divided into a large component and
small component. Each component also has α and β spin components leading to the
total four-component wave function. Notably, the α and β components are allowed
to mix, unlike in non-relativistic theory. The consequence of this is that previously
spin-forbidden transitions can occur. It is also possible to formulate variations of the
theory where the solutions to the large and small components can be decoupled, re-
sulting in a two-component wavefunction. These types of methods are considerably
cheaper compared to four component methods, yet still retain treatment of both scalar
relativistic effects and spin-orbit coupling.
(ii) Relativistic TD-DFT has been quite successful in predicting UV-Vis absorption
spectra of platinum complexes employed in photo-activated chemotherapy (PACT).
Yet, TD-DFT assumes vertical transitions around the ground-state structure and may
become inadequate for investigating ligand dissociation, where static correlation be-
comes important. A more accurate description of this process can be obtained by
multi-configurational methods. One of these methods, CASSCF, has been used in
previous studies together with its PT2 corrected variant CASPT2. Although accu-
rate, these methods are limited by the size of the active space. A new variant known
as density matrix renormalization group (DMRG) theory, enables the inclusion of
larger active spaces and has also recently been applied to describe dissociation curves
of trans-trans-trans-[Pt(N3)2(OH)2(NH3)2].
(iii) The photo-activation of the complexes always takes place in an aqueous medium
with solvated bio-molecules. Thus, to mimic experimental conditions, the inclusion
of a solvent must be included in our models. Typically, this has been done by mod-
elling the solvent as a dielectric medium in continuum models. However, continuum
models are particularly problematic for solvents with the ability to form hydrogen
bonds. These could of course be modelled by extending the size of the system, to
retain the explicit treatment of the environment, but this would drastically increase
the computational cost. A better way is to divide the system into a region treated by
methods from quantum chemistry (QM) and then treat the environment by classical
molecular mechanics methods (MM). This enables an explicit treatment of the envi-
ronment. Yet, standard QM/MM models do not allow for the mutual polarization
of the QM and environment regions, which is necessary to accurately model pro-
cesses involving excited states. A model that takes this into account is the polarizable
embedding (PE) model. In the perspective, we discuss the method in paper II that
combines the PE model with a relativistic treatment of the wave function in a linear
response framework. We also discuss how this method has been successfully applied
on the trans-trans-trans-[Pt(N3)2(OH)2(NH3)2] complex.

39



Paper IV: A method to capture the large relativistic and solvent effects on UV-vis
spectra of photo-activated metal complexes

In Paper IV, we embark on a mission to more rigorously explore the photo-physical
properties of the trans-trans-trans-[Pt(N3)2(OH)2(NH3)2] complex in aqueous envi-
ronments. We first investigate a single structure obtained by optimizing trans-trans-
trans-[Pt(N3)2(OH)2(NH3)2] complex in water. We take the structure investigated
in paper II, which was first optimized at the QM/MM level in a 35 X 35 X 35 box
of water molecules (with water frozen). We make a cutout of the complex and the
surrounding water molecules within 6 Å of the complex. We then optimize this clus-
ter, where we allow the water molecules within 4 Å to relax while the rest are kept
frozen. This optimization was first done with the semiempirical PBEh-3c method
and then subsequently optimized using the BP86 functional. We then re-insert this
optimized cluster into the original water box and make a new cutout including all
water molecules within 10 Å of the complex. From this procedure, we obtain four
different structures, the 10 and 6Å clusters optimized at both the PBEh-3c and BP86
levels. We use the PE-X2C-CPP method developed in paper II to compute the UV-
Vis absorption spectra of these structures. From the results, we see that changing the
structure from PBEh-3c to BP86 is accompanied by a large shift in the spectra.

a) b)
Figure 5.5: (a) UV-vis absorption spectra calculated in vacuumwith structures obtained from PBEh-3c and BP86

(in solvent). (b) UV-vis absorption spectra were calculated with the structures from (a) including PE
for 6 and 10 Å. All spectra are calculated with X2C-CAM-B3LYP.

However, changing the environment from the 6 to the 10 Å cluster only has a minor
impact on the spectra. We also make the comparison using a spin-free Hamiltonian
and can draw the same conclusions. Moreover, to ensure that the complex is sufficient
as the QM part of the system, we compare with calculations where we have included
the five closest water molecules in the QM region. The effects on the spectra are small,
and we can thus safely assume that it is enough to include the complex in the QM
region.
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Next, we turn to investigate the UV-Vis absorption spectra for multiple structures. We
construct a force field for the trans-trans-trans-[Pt(N3)2(OH)2(NH3)2] complex and
carry out classical molecular dynamics simulations. From the trajectory, we extract 49
clusters including the complex and the nearest water molecules within 6 Å. We then
carry out subsequent optimizations on these clusters using the same procedure as
described for the static structure. We carry out calculations using PE-X2C-CPP with
the CAM-B3LYP functional to obtain UV-Vis spectra for the 49 clusters. We calculate
the average of the maximum peak for the spectra of the clusters and compare it with
that of experiment. The average peak maximum is at 4.79 eV, which is somewhat blue-
shifted compared to experiment (4.35 eV). We argue that this might be caused by the
choice of functional which has been known to lead to blue-shifted spectra compared
to other transition metal complexes. Alternatively, the error could be caused by the
procedure in which the structures were obtained. Nevertheless, we can still see that
there is a huge impact of the solvent on the resulting spectra, which emphasizes the
further need to explicitly include the solvent molecules in calculations.

Paper V: Electronic Circular Dichroism at the level of four-component Kohn–Sham
density functional theory

Molecules with mirror images that can not be superimposed on one another are said
to be chiral. The two mirror images of a chiral species (called enantiomers) have simi-
lar physical properties (e.g. identical UV-Vis spectra), but can have different reaction
mechanisms depending on the enantiomer. This has serious implications in for in-
stance pharmacy, where a chiral drug can lead to a cure for one enantiomer, while
the other enantiomer might have unforeseen side effects. Thus, being able to identify
which enantiomers are prevalent in a sample is crucial. A method to distinguish be-
tween the different enantiomers can be done by exploiting the fact that they interact
differently with left (L) and right (R) circularly polarized light (CPL). The properties
associated with this are called optical rotatory dispersion (ORD) and electronic cir-
cular dichroism (ECD).
Theoretical methods provide an important role in assisting the interpretation of ORD
and ECD spectra and can be especially useful in assigning absolute configurations. In
this paper, we devise a method to calculate both ORD and ECD in a four-component
Kohn-Sham framework. In a linear response framework both properties can be related
to the electric dipole - magnetic dipole polarizability tensor ⟨⟨µ̂X ; m̂Y ⟩⟩ωk

which
is the response function for the magnetic component of the electromagnetic field.
However, in contrast to regular linear response theory, we take into account the finite
lifetime of the excited states by introducing the phenomenological damping param-
eter γn into the response functions. This causes the equations and their solutions to
become complex, with the imaginary and real parts of the solutions being associated
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with ORD and ECD respectively. From the imaginary part of ⟨⟨µ̂X ; m̂Y ⟩⟩ωk
we

obtain the ORD as

∆θ = −1

3
ωµ0lN

∑
X∈{x,y,z}

Im⟨⟨µ̂X ; m̂X⟩⟩ω, (5.6)

where µ0 is the permeability of vacuum, l is the path length and N (m−3) is the
number density of molecules. The real part of the response function can then be used
to calculate circular dichroism as

∆ϵ(ω) = −6.533ω
∑

X∈{x,y,z}

Re⟨⟨µ̂X ; m̂X⟩⟩ω. (5.7)

We formulate the theory in a relativistic four-component framework. The corre-
sponding changes are mainly seen in the operator for the magnetic dipole moment
which takes the following form

m̂(R) = −1

2

(
(r̂−R)× ĵ

)
, (5.8)

where r̂ is the position operator, ĵ is the current density operator and R is the origin.
To test the method we carry out ORD and ECD calculations for the series 3R-halide-1-
butyn of organic molecules, with the halide being equal to fluorine, chlorine, bromine
and iodine. The ORD calculations are carried out for one frequency. They show that
relativistic effects become more important for heavier molecular species as expected.
Moreover, the convergence with respect to the basis set is investigated and also the
influence of the choice of functional. Finally, we calculate ECD spectra using the
aug-cc-pVTZ basis set (except for iodine where the Dyall(cv3z) triple-zeta basis set
was employed) and the B3LYP functional. All calculations were carried out both in
a 4c relativistic framework and a one-component non-relativistic framework. For the
compounds containing fluorine and chlorine the one - and four-component results
are in correspondence, while small changes start to occur for bromine and larger dis-
crepancies are seen for certain parts of the spectra of the iodine compound.

CH
H3C

F

H
Figure 5.6: Chemical structure of 3R-fluoro-1-butyne.
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Figure 5.7: Comparison of relativistic (blue) and nonrelativistic (red) ECD spectra of 3R-fluoro-1-butyne, 3R-
chloro-1-butyne, 3R-bromo-1-butyne and 3R-iodo-1-butyne. All calculations were carried out in
the gas phase using the B3LYP functional in combination with the aug-cc-pVTZ basis set and ge-
ometries optimized at the B3LYP/aug-cc-pVDZ level of theory.

Paper VI: Amethod to explore the combined impact of relativistic and solvent effects
on electronic circular dichroism spectra

Previous studies (such as paper V) have extended relativistic linear response theory
to be able to calculate ECD and ORD spectra. It has been shown that relativistic
effects on chiroptical properties can be significant for molecules that are comprised of
heavy elements, and also in the X-ray regime. Similar studies have been carried out
for solvent effects. They have shown that both the electronic and dynamic effects of a
solvent yield substantial effects on chiroptical properties. Yet, no studies exist where
both effects are accounted for. We, therefore, devise such a method in this study. In
contrast to paper V, we calculate residues of the response function

nRxy = lim
ωn0→ω

(ωn0 − ω)Im⟨⟨µ̂x; m̂y⟩⟩ω, (5.9)

where nRxy are the so-called rotatory strengths. By solving the linear response eigen-
value equation we calculate excitation energies and transition moments (electric and
magnetic) from which we can calculate the rotatory strengths (defined as in Eq. 4.30).
We work in a four- or two-component relativistic framework, which entails a modifi-
cation of the expression for the magnetic and electric dipole moments as defined in the
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summary of paper V. The polarizable embedding model is used to describe how the
environment (defined as fragments represented by static localized multipole moments
and site polarizabilities) interacts with the electron density in the QM region. Changes
concerning the linear response framework are principally seen in the electronic Hes-
sian, as described in the summary of paper II. To illustrate our method we employ
the two stereoisomers (S and R) of the organic molecule 2-Bromo-2-iodoacetic acid
and its conjugate base 2-Bromo-2-iodoacetate as test systems. We first investigate the
relativistic effects by calculating the ECD spectra with various Hamiltonians rang-
ing from the four-component Dirac Coulomb Hamiltonian to the non-relativistic
Lévy-Leblond Hamiltonian.

a) b)
Figure 5.8: ECD spectra for (S)-2-bromo-2-iodoacetic acid in vacuum obtained by CAM-B3LYP using a variety of

Hamiltonians. a) Shows a comparions between 4c and X2C, b) shows a comparison between X2C
and SR.

We find that X2C and 4c spectra are more or less identical, while the X2C and scalar-
relativistic spectra are significantly different. We then move on to estimate the sol-
vent effects. For this, we carry out molecular dynamics where the test systems are
solvated in water. From the trajectories, we extract 500 snapshots. Spectra are cal-
culated for each snapshot, using X2C and CAM-B3LYP, while the water molecules
in the environment are modelled by PE. Additionally, EEF effects are included. We
then investigate how the average spectrum varies depending on the number of snap-
shots included, and compare the average of the two isomers of 2-Bromo-2-iodoacetic
acid. From this, we find that the average spectra are not properly converged, since the
average spectra for the two isomers differ somewhat. However, they are qualitatively
similar. Finally, we divide the solvent effects into two parts: a structural perturbation
and an electronic effect. The structural effect arises from how the test systems interact
with the water molecules in the dynamics simulation. The electronic effect is how
the solvent molecules polarize the wave function in the systems and is modelled by
PE. We find that both effects are important and that the average spectra including
both the electronic and structural perturbation effects yield a surprisingly large differ-
ence compared to the average spectrum that only contains the structural perturbation

44



effect.

Figure 5.9: Spectra without including PE (black line) and with PE (red line) for the same structures.

5.2 Outlook

In conclusion, the methods in this thesis have been developed to include both a de-
scription of solvent effects and a relativistic treatment of the wave function to accu-
rately model spectroscopy. Our studies indicate the success of our methods on the
model systems that were employed. We now turn our attention to what could be
interesting to explore in future studies. One future direction that would be interest-
ing to pursue, is the development of polarizable density embedding in a relativistic
setting. This would alleviate some of the issues that can arise when certain fragments
are very close to the QM subsystem (electron spill-out). Another direction would be
to extend the polarizable embedding model to work with relativistic coupled cluster.
This would enable us to target strongly correlated systems. Moreover, force fields em-
ployed for metal complexes are typically not very good, and thus alternative methods
to sample structures ought to be explored. Such a method would be to carry out ab
initio molecular dynamics.
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