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phantoms. UOT using spectral-hole-burning filters is concluded to be a promising way forward for UOT. 

Furthermore, the SMC model is concluded to be a promising model for assisting UOT imaging in future endeavours, 

be it with SHF or another method for implementing UOT.
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Abstract

The medical imaging technique called “ultrasound optical tomography” (UOT)
entails light scattered in tissue that is given spatial information by interacting with
an ultrasound field, thus allowing for molecular information to be imaged with
ultrasonic resolution. This thesis discusses how UOT can be implemented, with
most attention put toward the implementation using spectral-hole-burning filters
(SHF) in rare-earth-ion-doped crystals. The thesis further details a first princi-
ple computational model – the sequential Monte Carlo (SMC) model – used to
predict and assist UOT imaging.

Several experimental UOT trials on tissue phantoms were conducted, the first in-
vestigating the imaging depth capabilities of UOT using SHF and the validity
of the SMC model in homogeneous tissue. The second trial was performed to
validate the SMC model in heterogeneous media and investigate methods using
the SMC model for improving the acquired image. The final experimental trial
was conducted on tissue phantoms mimicking real breast tissue with tumours, in-
vestigating how the method would perform in vivo when imaging at the optical
wavelength 794 nm with SHFs in stoichiometric Tm3+:LiNbO3, which displayed
a 40 dB suppression of the carrier light which does not interact with the ultra-
sound. This final experimental trial was also a first test of a transportable UOT
system using this wavelength which can be moved to a clinical setting.

UOT using SHF could, in an investigated in silico scenario, image 2 cm deeper
than the other UOT implementation methods discussed. The SMC model could
accurately predict the strength of the UOT signal from arbitrary simulation pa-
rameters. Using the SMC model, the inverse problem for the optical absorption
could be solved in the fraction of the time required by other models. 5×5×5 mm3

large “tumours” could be imaged in 4.2 cm thick breast tissue phantoms. UOT
using spectral-hole-burning filters is concluded to be a promising way forward for
UOT. Furthermore, the SMC model is concluded to be a promising model for
assisting UOT imaging in future endeavours, be it with SHF or another method
for implementing UOT.
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Populärvetenskaplig sammanfattning

“En bild säger mer än tusen ord” går ju ordspråket, och i dagens samhälle lever
vi med mer bilder än någonsin i mänsklighetens historia. Vi omges av bilder på
alla möjliga objekt: galaxer, semesterresor, bakterier eller den där matbilden du
smällde av med din telefon senaste gången du var på restaurang.

Inte minst inom sjukvården möts vi av bilder i många olika former. Otaliga har
väntat med bävan på bilder från en magnetröntgenkamera eller har efter en ul-
traljudsundersökning låtit sig glädjas av de första bilderna på sina barn. Men ett
exempel på en fråga som de mest använda medicinska apparaterna idag; röntgen,
magnetröntgen och ultraljud, inte kan svara på är: vilken färg har den där knölen
inuti min höft? Anledningen till att vi inte kan svara på den frågan (utan att dra
fram skalpellen) är att vävnad sprider ljus.

Som exempel på detta fenomen ber jag dig som läser detta att dra fram din telefon,
slå på lampan och trycka din tumme mot den. Det du då kommer se är att hela
fingret lyser upp i ett rött sken. Detta eftersom det är främst det röda ljuset som
tar sig igenom då blåare färger både sprids och absorberas mer i vävnad. Något du
däremot inte kommer att se är en skugga som avslöjar att din tumme innehåller
ett ben. Denna information förloras på grund av att ljuset sprids så mycket att det
på under en millimeter bytt riktning och börjat färdas i en helt annan riktning.
Denna process raderar ut all information om var ljuset varit någonstans, och därför
också skuggan av ditt ben. Så även om vävnaden, som du ser där med tummen på
lampan, är genomlyslig så är den inte genomskinlig.

På sätt och vis är det tur att vävnad inte är genomskinlig, alla kanske inte vill
kunna se kaffet rinna ner i magen på chefen under morgonmötet. Däremot hade
det medicinska värdet varit otroligt: tänk, då hade man bara kunnat titta på en
persons hjärta för att leta efter den missfärgning av muskelväggen som föregår en
hjärtinfarkt. Eller kolla på den där knölen i din höft och se att det bara är en
envis fettknöl. För det är det som är styrkan bakom bilder tagna med ljus: de
har en otrolig förmåga att skildra medicinsk information. Syresatt blod ser helt
enkelt väsentligt annorlunda ut från icke syresatt blod och fettknölar ser väsentligt
annorlunda ut från tumörer.
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Denna avhandling handlar om hur man ska ta optiska bilder i vävnad men sam-
tidigt kringgå problemet med spridning, alltså det som fick skuggan av benet i din
tumme att skingras. Detta görs med hjälp av ett trick där man märker ljus som
passerat en speciell region inuti vävnaden. Om platsen märkningen där sker på
absorberar allt utom grönt ljus kommer mer av det märkta ljuset vara grönt. Om
man bara tittar på detta märkta ljus, kommer märkningsplatsen därför se grön ut.
Genom att flytta på platsen där märkningen sker kan vi skapa en bild oavsett hur
många gånger det märkta ljuset spridits.

Det som krävs för denna metod är då ett sätt att märka ljus inuti vävnaden, men
också kunna flytta på regionen märkningen sker i på ett säkerställt sätt. Detta kan
man göra med en ultraljudspuls. Till skillnad från ljus, sprids ultraljud väldigt lite i
vävnad och färdas på ett förutsägbart sätt. Man kan därför skicka en ultraljudspuls
till regionen man vill märka, och väl där, lyser man upp vävnaden under en kort
tid, så kort att ultraljudspulsen bara hinner röra sig en väldigt liten distans under
upplysningen. Eftersom vävnad är genomlyslig kommer en del av det ljuset som
vävnaden lyses upp med också att nå till denna plats och interagera med ultraljudet.
Denna interaktion ändrar färgen på ljuset med mindre än 0.000001% vilket, om
än smått, går att mäta.

I denna avhandling görs denna mätning med hjälp av kristaller som normalt ab-
sorberar både det märkta och omärkta ljuset men som går att manipulera till att
släppa igenom det märkta ljuset. Alltså, genom att först märka ljuset i vävnaden
med ultraljud, samla upp allt ljus som lämnar vävnaden för att sedan leda det
genom dessa manipulerade kristaller så återstår enbart det märkta ljuset och vi kan
härleda färgen på vävnaden i regionen där ultraljudspulsen är. Denna metod kallas
“ultrasound optical tomography” (UOT) som, helt enkelt, gör vävnad genomskin-
lig (men tursamt nog: inte under morgonmötet).
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Chapter 1

Introduction

Taken in its historical context, the medicine of today cannot be described as any-
thing other than amazing. Never have so many people been able to survive com-
plications that only a few decades ago would have been death sentences. This
evolution of the medical trade is the result of the steady improvement of not only
treatment methods but also diagnostics (i.e. the methods used to identify a pa-
tient’s ailment). Today’s diagnostic arsenal contains all manner of such methods,
from blood analysis to electrocardiography. This thesis is about one such potential
diagnostic method being developed by the quantum information research group in
Lund, a method within the even narrower sub-field of optical diagnostic imaging.

1.1 Diagnostic imaging in tissue

Diagnostic imaging is the process of producing an image of the interior or exte-
rior of a body, depicting some part or functionality of the imaged tissue that in
turn can be used to draw diagnostic conclusions. The first such method for imag-
ing the interior of a body, was the x-ray photograph. This method uses a part
of the electromagnetic spectrum which interacts minimally with the body’s soft
tissues, allowing it to resolve the bones underneath. The first “medical x-ray” (see
Fig. 1.1a) was of Anna Bertha Ludwig’s hand and taken by her husband, the first
Nobel laureate in physics, Wilhelm Conrad Röntgen.

Since then, many more diagnostic imaging methods have joined x-ray imaging,
all with their own strengths and weaknesses. In the case of x-ray imaging, its
weakness is that it does not image soft tissue very well, and that x-rays may damage
genetic material, a typically unwanted outcome. This risk is avoided in medical
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Figure 1.1: Examples of medical images taken with different techniques. (a) An x-ray image of the hand of Anna
Bertha Ludwig (anno 1896). (b) An ultrasound image of a foetal heart [1]. (c) A magnetic resonance
imaging (MRI) cross-section image of a head [2].

ultrasonography (depicted in Fig. 1.1b), where images of soft tissues are created by
effectively measuring the relative difference in elasticity using sound waves. The
weakness is here the opposite to x-rays: hard tissues, such as bones, stops any
propagation of the sound used to create the image, limiting the use of medical
ultrasonography in regions such as inside the skull.

Superior in many ways to the two previous methods is MRI, which poses no risk
of damaging genetic material and allows for high-resolution imaging of soft tissues
anywhere – even inside the skull (as shown in Fig. 1.1c). The method works by
inducing an oscillation of the macroscopic magnetisation of a spatially select group
of protons. This oscillating magnetisation in turn generates a radio wave, which
can travel freely through the body and be detected with an external antenna. Not
only can the density of protons be discerned by the strength of this radio wave,
but measuring the decay time of this oscillation¹ further yields functional infor-
mation of the tissue in which the protons are embedded (e.g. if it is cancerous or
not). The weakness of MRI is instead that it is very difficult² to generate the by
necessity strong and well-defined magnetic fields required for this spatially selec-
tive oscillation in magnetisation to be possible. It is also a slow method, compared
to x-ray and ultrasound, as a full three-dimensional image can take over an hour
to capture. This poses a challenge for using MRI in regions where the tissue moves
around substantially, such as the chest.

¹ This can be done by measuring either the free induction decay or using spin echo techniques.
An optical analogue to the latter – photon echo spectroscopy – is explored further in Section 4.3.2.

² Read: expensive.
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Figure 1.2: Different tissue samples illustrating contrast available in optical images. (a) Vials with oxygenated (left)
and deoxygenated (right) blood [3]. (b) A large cell carcinoma of the lung [4]. (c) A liver tumour [4].

1.2 Diagnostic imaging using light

In comparison to these methods, imaging with light³ has strong potential for diag-
nostic imaging. This is primarily due to the large amount of optical contrast (i.e.
colour difference) exhibited by tissue or by matter in general. In simple terms,
one can differentiate and classify a sample of tissue by simply looking at it, as
when differentiating between oxygenated and deoxygenated blood (Fig. 1.2a) or
classifying tumorous tissues (Fig. 1.2b-c).

This contrast available to optical images is a consequence of the energy of individ-
ual light quanta (i.e. photons) being overrepresented in the electronic transitions
of atoms and molecules. A photon which energy matches such a transition thus
has a chance of being absorbed, a process discussed in Section 2.2 and Chapter 4.
A medium of molecules then appears green if its spectrum of energy transitions
lacks the colour green (i.e. all but the green colours are absorbed). In contrast
to ultraviolet and x-ray photons (the other parts of the electromagnetic spectrum
where photons match atomic transitions), light photons generally do not pose any
risk to genetic material and thus can be used much more freely in medical appli-
cations. The medical limit of light is instead set by the thermal effects of light in
tissue (i.e. how much light that can be sent into tissue before it is burned⁴).

Thus, what is resolved with light is different atoms or molecules, allowing for
light to provide the same functional imaging of tissue types as MRI. However,
where MRI can only differentiate between tissues with two parameters (i.e. proton
density and the decay time of the generated oscillation), different wavelengths of
light will interact differently with different types of molecules. In Figure 1.3, the

³ “Light”, in this thesis, refers to the visible and near-infrared parts of the electromagnetic spec-
trum, wavelengths ∼400 nm to ∼1.4 μm.

⁴ This limit in the near-infrared being 300 mW/cm2 (average radiation) [5].
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Figure 1.3: Major contributions of the absorption of tissue. The dark red line is the absorption of deoxygenated
blood diluted to 3.6%, and the bright red line is the absorption of oxygenated blood diluted to
3.6% [6, 8]. The dashed lines indicate points at which the absorption has been extrapolated to higher
wavelengths based on [9]. The blue line is the absorption of water. The green area indicates the posi-
tion of the tissue-optical window, a spectral range where light can penetrate deep into tissue.

largest absorption contributions in muscle tissue⁵ can be seen, where oxygenated
and deoxygenated haemoglobin in blood represent the majority of the absorption
in the wavelength range up to∼900 nm, after which water becomes the dominant
absorber. Blood is furthermore highly absorbing at wavelengths<600 nm (i.e. the
green, blue and violet light), which is why blood is red: in effect, all other colours
are absorbed. Furthermore, the higher absorption of deoxygenated blood in the
600–800 nm range explains why it is a darker red than oxygenated blood, as seen
in Figure 1.2a. Figure 1.3 further shows the so called “tissue-optical window”.
This is a wavelength range of light which is minimally absorbed in tissue. The
lower limit of the window is set by the strong absorption of blood, and the upper
limit is set by water.

The spectra of blood and water in Figure 1.3 can be seen as a molecular fingerprint.
Other molecules exhibit similar fingerprints, and this allows light to differentiate
between many different molecules. Even if two molecules have the same absorp-
tion for one wavelength, such as oxygenated and deoxygenated blood near 800 nm,
the so-called “isosbestic point”, they will certainly not have the same for all oth-
ers. This multispectral avenue available to light is why optical imaging contains so
much information – an image may “speak more than a thousand words”, but an
image with colour speaks more clearly. Compared to the large and strong mag-
netic fields required by MRI, light is also more easily generated and detected – all
one needs, technically, is a lamp and a camera. However, there is one glaring issue
with using light in tissue: tissue heavily scatters light. So, while tissue is translu-
cent in the tissue-optical window, it is far from transparent, as light is scattered to
such an extent that classical imaging with cameras is limited to depths of roughly

⁵ Estimated as tissue with ∼4% blood volume [6] and ∼80% water volume [7].
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1 mm.⁶ This is far from the practically limitless imaging depths of x-ray and MRI
and the decimetres available to ultrasonography.

1.3 Outline of thesis

This thesis details one method in which spatial information is encoded in light
using an ultrasound pulse, and in doing so, one can circumvent the issue of light-
scattering in tissue. Chapter 2 gives an overview of how light interacts with tis-
sue and the principles of the scattering-circumventing technique known as “ultra-
sound optical tomography” (UOT). Chapter 3 delves more deeply into the dif-
ferent ways in which light and ultrasound coherently interact in tissue and a first-
principle model for how images using UOT are formed is presented. Chapter 4
discusses how the tagged signal is separated and detected using spectral holes pre-
pared in rare-earth-ion-doped crystals, as well as the properties of these spectral
holes and crystals that are relevant for UOT. In Chapter 5, this detection method
is compared with others presented in the literature, both quantitatively and qual-
itatively.

Finally, in Chapter 6, an experimental UOT journey is presented, from the first
UOT signals detected in work underpinning this thesis, to the construction and
preliminary testing of a transportable UOT imaging system. Chapter 7 concludes
this thesis, where the future of UOT using spectral holes is examined.

⁶ Which is why, when you look at your hand or forearm, you can see some of your subcutaneous
veins (located 0.2–2 mm under the skin [10]) but no deeper lying structures.
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Chapter 2

Light in tissue

To obtain an overview of how light interacts with tissue, the term “tissue” must
first be defined. A specific type of tissue (e.g. muscle, adipose, nervous) is a col-
lection or structure of cells which perform a certain function. These cells can be
of different types and of different sizes and shapes: from the nerve cell, which can
stretch up to a metre long, to the large fat cells of up to 300 μm in diameter and
the blood cells of ∼7 μm in diameter. These cells are in turn comprised of smaller
elements, such as organelles and proteins, which are of the order of ≤0.1 μm.
The smallest such element of interest to this thesis is the molecule. As mentioned
in the previous chapter, the absorption of light is due to interactions with these
molecules (or atoms). A brief overview of this process is provided in Section 2.2.
When impinging on a piece of tissue however, light does not interact with it only
via absorption. It also scatters.

2.1 Scattering

The scattering process between light and tissue can be either elastic or inelastic.¹
The inelastic processes include Raman scattering, where the energy shift is used in
Raman spectroscopy to, among other things, determine the temperature of gases
[11, 12]. Raman spectroscopy is also used to study the structures of molecules,
which in turn can be used to determine pathogens or diseased tissue, though in
shallow lying regions such as the skin [13]. Dominating the scattering in tissue,
however, is the elastic scattering processes. One such process is Rayleigh scattering,
where light scatters off particles that are of the same size as (or smaller than) the

¹ For elastic scattering, the photon energy is preserved, which is not true for inelastic scattering.
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wavelength of the light. Rayleigh scattering arises when the light causes charges
in these particles to oscillate, and in turn becoming small radiating dipoles which
emit light with the same frequency as the incoming light. The strength of this
interaction – and thus also the rate of the Rayleigh scattering – is proportional to
λ−4, where λ is the optical wavelength.²

As the cells themselves are ∼10–100 times larger than the wavelength of light, it is
not Rayleigh scattering alone that constitutes scattering in tissue. Mie scattering³
also plays a role, as it describes how light scatters against particles larger than the
wavelength. This scattering process can be explained by examining the collection
of cells constituting tissue as a spatial variation of the refractive index, n, where
the refractive index is defined as the constant which relates the phase velocity in a
medium c with the speed of light in vacuum c0. In effect,

c =
c0
n
. (2.1)

As shown in Figure 2.1a, a wave of light impinging on such a collection of cells
is diffracted due to the cell membranes, nuclei, and cytoplasm all having different
indices of refraction. As the wave propagates deeper into the tissue, the wave front
quickly becomes less and less structured. The continuous diffraction that light
experiences due to the tissue thus leads to an initially structured wave front (e.g. a
Gaussian beam or a plane wave as in Fig. 2.1a) quickly being reduced to a random
wave front. However, while random, this wave front is in the wave optics regime
completely deterministic, as this scattering process – for a given distribution of
cells – is fully described by Maxwell’s equations. The arbitrary shape and positions
of cells, however, make solving these equations demanding, limiting the volumes
where these full-wave descriptions of light in tissue are accurate to a few mm3 [15].

Luckily, quantum mechanics teaches that light can be viewed simultaneously as
both a wave and a particle. This duality is important, as a particle passing through
a medium of higher and faster velocities will not have its direction changed, but
a “wave packet” will, as it is allowed to interfere with itself, and thus diffract ac-
cording to the same mechanics as before. A simplification (depicted in Fig. 2.1b)
is then that each such wave packet, or photon, bounces around inside the tissue at
discreet points (i.e. scattering points), and between these points the photons prop-
agate along straight paths. This simplification allows for light propagation in much

² This strong dependence on the wavelength is the main reason why the sky is blue and sunrises
are red: in the former case, blue light from the Sun scatters on air molecules and propagates down to
the earth’s surface, and in the latter case, only the red light from the Sun is seen, as the bluer colours
have scattered out into space or down to Earth.

³ Or an analogue to Mie scattering, as technically, Mie theory only concerns scattering from
spherical particles [14].
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Figure 2.1: Different models of light in tissue. (a) Light viewed as a wave, with a wave front that is scattered by
the cells, organelles, and molecules of tissue. (b) Light viewed as wave packets or photons which can
be seen as “bouncing” around inside the tissue. Each photon can be seen to contribute locally to the
global wave front, and as such, the two models are equivalent outside the medium.

larger volumes to be accurately described by reducing the light-tissue interaction
to only the scattering events and propagation between scattering events. Moving
onto the next section however, it is important to remember that the “bouncing
photon” description in Figure 2.1b, fails to fully depict the wave nature of the
photons.

2.2 Absorption

Another thing that quantum mechanics teaches is that the energy of atoms can
only adopt discrete energies. These are the intrinsic energies of the electronic or-
bitals, which in turn are the stationary solutions to the Schrödinger equation for
electrons trapped in a given atomic potential. These orbitals, and thus their ener-
gies, are defined by quantum numbers. Of these, the principal and orbital angular
momentum quantum numbers are used to define the electronic shell structure,
and by extension, the periodic table – topics that return in Chapter 4.

In the Bohr model, light may interact with an atom, causing it to transition from
one discrete energy state (i.e. orbital) to another. For two states with energies E1
and E2 (E1 < E2), such an interaction can occur with a single photon of frequency
f, when

hf = E2 − E1 (2.2)

where h is Planck’s constant. If the atom is in the state with energy E1, it can absorb
a photon and “excite” to the state with energy E2. Similarly, if the molecule is the
state with energy E2, it may emit a photon, either spontaneously or by stimulation,
and “de-excite” to the state with energy E1.

In the case of only two energy states, the molecule can – after absorbing a pho-
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ton – only de-excite to the lowest energy state (i.e. the ground state) by emitting
an identical photon again. In reality, atomic and molecular systems contain many
more states than two, and after absorbing a photon, it may de-excite to the ground
state via many more mechanisms, such as by de-exciting to a state with interme-
diate energy and emitting two photons which energies sum to the energy of the
absorbed photon. An excited molecule may also de-excite by interacting with its
surrounding medium, transmitting its internal energy to kinetic energy in itself
and its neighbours. This is essentially a transformation of the optical energy in
the photon to heat, and when light is absorbed in tissue, heat is what the majority
of the absorbed-light energy turns into. This generated heat is in turn cooled by
diffusion and the flow of blood.

The transition between the same two states, as described by (2.2), may be achieved
by light in a span of frequencies. This region of frequencies, the so-called “transi-
tion linewidth”, is discussed in more detail in Chapter 4. In general the less interac-
tion a molecule has with its surroundings, the sharper these transition linewidths.
Furthermore, the more complex the molecule (i.e. the more constituent atoms),
the more energy states exists due to additional rotational and vibrational degrees
of freedom. This is why the absorption spectra of blood in Figure 1.3 is a more
or less continuous graph, as the majority of the absorption stems from the com-
plex haemoglobin molecule, which when solved in a liquid interacts with other
molecules more strongly than it could as a gas. In contrast, gases have by compar-
ison almost discreet linewidths which become even narrower as the gas pressure
decreases [16, 17].

Even if the condition in (2.2) is fulfilled, it is not guaranteed that the molecule
interacts with the photon and transitions to a higher energy. This interaction prob-
ability is defined as the oscillator strength of the transition, and can be described
by the quantum mechanical selection rules [16, 17].

2.3 Modelling light transport in scattering media

Regarding the two major ways in which light interacts with tissue, it is interesting
to a physicist to see how this can be modelled mathematically. The model gen-
erally used for scattering in tissue is the radiative transfer equation (RTE). First
formulated to analyse how energy is transferred inside stars [18], the RTE – it was
quickly realised – could also be used to model energy transport in other types of
media, such as tissue.

The RTE is not examined in detail here, but in short, it is fundamentally an energy-
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conservation equation which balances the amount of power in a light beam along
the direction k. The losses to this beam per unit length are absorption and scat-
tering away from k into another direction k′. The sources are emission and light
in other beams propagating along k′′ which scatter into k [14].

Unlike the full-wave models based on Maxwell’s equations and the wave descrip-
tion of light [15, 19], the RTE treats light as stochastic beams of energy where
only the average energy flow is deterministic. It uses global parameters such as
the absorption rate μa [cm−1] for the average amount of light absorbed per unit
length. Similarly, the scattering rate⁴ μs [cm

−1] determines the average amount of
light per unit length that is scattered away from k. The transmission T of light that
is neither absorbed nor scattered in a beam which propagates a distance s follows
Bouguer-Beer-Lambert’s law [20]

T = exp(−μt s) (2.3)

where μ−1
t = (μs + μa)

−1 is the total attenuation rate.

The fraction of the scattered power that enters the direction k′ is determined
by a scattering phase function p(θ), where the deflection angle θ is defined as
cos θ = k · k′, assuming |k| = |k′| = 1. Figure 2.2 shows the geometry of scat-
tering of k to k′, as well as an example of the scattering phase function p(θ). In
addition to a deflection in the plane of k and k′, the beam is also scattered in the
plane perpendicular to k, defining the azimuthal angle ϕ with its corresponding
scattering phase function p(ϕ).⁵ A final useful global property that can derived
from the scattering phase function is the scattering anisotropy g. This parameter
is defined as

g = 2π
∫ π

0
p(θ) cos θ sin θdθ = ⟨cos θ⟩ (2.4)

or the cosine of the average deflection angle. The μs and g define the more broadly
used reduced scattering coefficient μ′s = μs(1 − g). This lumped property relates
to the rate at which a beam is scattered in a direction other than forward. It is also
the property most-often measured in tissue spectroscopy studies, as separating μa,
μs, and g is experimentally difficult, compared to only measuring μa and μ′s. In this
thesis, μa and μ′s are measured using time-of-flight spectroscopy [21], but examples
of experimental setups which can be used to measure all three parameters can be
found in [22].

In general, μa depends on the density of the absorbing particles and the oscillator
strength of the transition. Similarly, g and μs generally depend on the density

⁴ μa and μs are also referred to as the absorption and scattering coefficients, respectively.
⁵ This phase function is most commonly the uniform random distribution between 0 and 2π.
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Figure 2.2: (a) The geometry of a scattering event in the RTE, defining the deflection angle θ and the azimuthal
angle ϕ. (b) A polar plot of the probability density (i.e. scattering phase function) for scattering into the
angle θ defined in (a). The function depicted in (b) is the Henyey-Greenstein function for g = 0.3 [23].

of the scattering particles, though g additionally depends on the structure of the
scattering particles.

2.3.1 Light-diffusion approximation

If μa ≪ μ′s, something that is generally true for light in the tissue-optical win-
dow [6], the light propagation is said to be scattering dominated. In this case, the
RTE can be substantially simplified by viewing light as a criss-cross of many beams
going in every direction. For a source function S with a slow time variation, this
leads to the slow amplitude diffusion approximation of the RTE used in Paper I.
Here, the light fluence Φ is described by the light-diffusion equation [14]

(μa − D∇2)Φ = S (2.5)

where D = 1/[3(μa+ μ′s)] is the diffusion constant. The quantity which describes
the flow of light is the power flux J, defined from Fick’s law [14, 24, 25]:

J = −D∇Φ. (2.6)

The slow time variation requirement of S can be translated quantitatively to that
(2.5-2.6) are valid if the relative time t variation of the flux

ϵ =
||J(t+ tϵ)− J(t)||

||J(t)||
(2.7)

fulfils
n

c0(μa + μ′s)
ϵ ≪ tϵ (2.8)
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for some time of interest tϵ (e.g. the rise time of the source).

Confusingly, Φ and J have the same unit (W/m2) and both quantities relate to a
power flow. To differentiate between the two quantities, Φ can be seen as a sort of
density of light, though it is technically the optical power going into and out of
a given point. If one wants to calculate the power flowing through a surface, it is
instead J that should be turned to, where the power through the area with normal
vector n is ∫∫

Area
J · n dA. (2.9)

The main draw of using the diffusion approximation is the comparative ease with
which (2.5) can be solved, as for some geometries even analytical solutions exist.
One such geometry is the point source in a homogeneous and infinite medium,
which is counterintuitively a very useful result. For such a source

S = P(t)δ(r− rsource) (2.10)

where P(t) is injected power at time t and δ is the Kronecker delta function, the
solution to (2.5) becomes

Φ(r, t) =
P(t)

4πD|r− rsource|
exp

(
−
√

μa
D

|r− rsource|
)
, (2.11)

where r is the spatial coordinate and rsource the position of the point source. Using
this solution, solutions to geometries with infinite boundaries can be constructed
by applying computational tricks such as domain mirroring, further detailed for a
semi-infinite slab in Paper I and Chapter 6.

More complex problems with spatially varying absorption and scattering rates can
be computed with the finite element method (FEM), using standard FEM solvers.
This makes the light-diffusion model easy to use and analyse, though the draw-
backs are that μa ≪ μ′s must hold and also that the model has inaccuracies when
portraying boundary effects.

2.3.2 Monte Carlo modelling

In the Monte Carlo solution to the RTE, a probabilistic method is employed by
randomly propagating single computational photons.⁶ This random propagation

⁶ Note the distinction between a “real” photon and a “computational” photon. In general, there
are many, many more real photons than what can be reasonably simulated in a given problem for-
mulation, thus a computational photon is often seen as a group of co-propagating real photons.
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obeys the stochastic processes described by μs, μa, p(θ), and p(ϕ). A single such
computational photon is initialised somewhere based on the modelled source and
then travels a certain distance s before encountering a scattering event. The proba-
bility density function p(s) for a computational photon travelling this distance s is
in turn proportional to (2.3), but for μt = μs, that is p(s) ∝ exp(−μss). The frac-
tion of the computational photon that survives this propagation distance is equal
to T in (2.3), but this time μt = μa, that is T = exp(−μas). This transmission is
multiplied by theWweight of the photon, which in pseudo-code can be written as
W = W×T. After propagating, the computational photon is then scattered into a
new direction according to p(θ) and p(ϕ) and then propagates another distance s,
again sampled using the scattering probability density function, and it then has its
weight reduced even further, and so on. This continues until the photon weight
is below some threshold, whereupon it is terminated. To avoid biasing the mod-
elling, a technique called “roulette” can be employed, where there is a 1 in 10
chance that the computational photon survives termination and its weight instead
increases to W = W×10. This overview is only one example of how Monte Carlo
modelling can be implemented; and in Chapter 3, a more in depth description
of how Monte Carlo modelling of a medium without absorption (i.e. no weights
and no roulette) can be found.

Similar to other problems studied with the Monte Carlo method, this method
of modelling requires many random samples, corresponding to many generated
computational photons. Thus, compared to those of the light-diffusion model,
solutions using the Monte Carlo method are not deterministic but instead some-
times require billions of photons to be launched in order for the solution to con-
verge within a wanted error bound. For this reason, it is a computationally slower
method. The Monte Carlo solution is however much more versatile than the diffu-
sion approximation, as it has no issue with boundaries and it is accurate outside the
regime μa ≪ μ′s. Furthermore, quantities such as Φ may be reverse-engineered by
counting the photons that enter a given region. As such, the Monte Carlo method
for solving the RTE has become the “gold standard” for modelling light propaga-
tion in scattering media and is often the model which simpler models such as the
light-diffusion equation are validated against.

2.4 Ultrasound optical tomography

With an understanding of light-tissue interaction, a return to how medical imaging
can be performed with light is warranted. Using only light emitted and detected
at different points, it is possible to probe the regions between the sources and
detectors. Compiling numerous measurements, which each using different source
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detector pairs, it is possible to compute the underlying absorption and scattering
distributions. This is essentially the method of diffuse optical tomography (DOT),
a diagnostic imaging technique already adopted in some areas of medicine [26].
The issue with DOT is that its resolution is, as a rule of thumb, equal to 20–30%
of the imaging depth [27]. It also requires good physical access for placement
of the sources and detectors around the entire piece of imaged tissue in order to
obtain a good transillumination.

As stated in Chapter 1, the basic issue encountered by DOT and optical imaging in
tissue in general is that the scattering erases any information about where the light
has been. Light which has passed through a highly absorbing part of the medium is
therefore indistinguishable from light that has not. In DOT, this is circumvented
by using the models in Section 2.3 to calculate the most probable paths of the light
through the tissue, and from this conclude where the light has been. To circum-
vent this issue entirely requires either that the tissue is made non-scattering or that
the spatial information is somehow encoded in light which has passed through a
specific point inside the tissue. Looking only at this “tagged” light: if the tagging
occurred in a region with high absorption, then little of the tagged light would be
detected, and vice versa. This tagging can be performed with the aid of an ultra-
sound wave. This imaging method has been given various names in the literature,
including “acousto-optical tomography” (AOT) [28–30], “ultrasound-modulated
optical tomography” (UMOT) [31–35], and the preferred denotation in Lund
and the one used in this thesis, “ultrasound optical tomography” (UOT) [36, 37].

The principle of UOT is shown in Figure 2.3. Here, light is propagating inside
the tissue simultaneously insonified⁷ with an ultrasound wave. Light which passes
through the insonified volume is then frequency shifted via the acousto-optic ef-
fect, which is discussed in more detail in Chapter 3. For a frequency of the injected
light – in this thesis, referred to as the “carrier frequency” fC and “carrier light” –
this generates sidebands of tagged light with frequencies of fT = fC+nfUS, where
n is an integer (n ̸= 0) and fUS is the frequency of the ultrasound wave. Please
note that in this thesis, the subscripts C and T are recurringly used to separate
between the carrier and tagged light. As ultrasound waves are minimally scattered
in tissue, the position of the insonified volume may be known in advance. By
looking only at this ultrasonically tagged light (methods of which are discussed
in Chaps. 4–5), information about the absorption in the insonified volume can
be obtained. By moving the insonified region around, information about other
regions may be gathered and used to create an image of the absorption.

In this thesis, the UOT method is subdivided into two modes. First, there is the

⁷ “To insonify” is “to flood an area or an object with carefully-controlled sound waves, typically
as a part of sonar or ultrasound imaging”.
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Figure 2.3: Overview of ultrasound optical tomography (UOT). An ultrasound pulse propagates inside the tissue as
it is illuminated. Part of the carrier light (green) is frequency shifted by the ultrasound, giving rise to
the tagged sidebands (blue and red). The collected light then contains both the carrier and the tagged
light; and using a frequency selection device, the red sideband is selected. (a) The sideband signal has
been captured from a first few ultrasound lines and an image has begun to be formed. (b) A few more
lines have been captured and the ultrasound is passing over highly absorbing tissue; thus, no tagged
light is collected (i.e. all carrier light at the ultrasound is being absorbed). This yields a shadow in the
image. (c) The last signal required to form a full image has been captured and the imaging sequence
process now begins anew.

reflection mode, as depicted in Figure 2.3, where the light input, collection, and
ultrasound transducer are all placed on the same surface and in close proximity to
one another. Second, there is the transmission-mode geometry, where the light
input and output are placed on opposite sides of the investigated tissue (the po-
sition of the ultrasound in this mode is arbitrary). The pros and cons of the two
modes are discussed throughout the thesis, but in short, the close proximity of all
components in the reflection mode allows for this geometry to be incorporated
into a handheld probe as a general-purpose triage tool. The transmission-mode
geometry, in contrast, has the benefit of keeping the ratio of carrier to tagged light
approximately constant. In the reflection mode, the carrier light is constant, while
the tagged light is heavily dependent on the depth of the insonified volume. This
generally puts a greater demand on the method used to discriminate between the
tagged and carrier light for the reflection mode, compared to the transmission
mode.

Regardless of the mode used, the obtained UOT image contains spectral infor-
mation, but with the resolution of the ultrasound. As ultrasound pulses may be
less than a millimetre long, the potential resolution is on the same mm scale and
consistent at different imaging depths, allowing UOT to surpass DOT for imag-
ing over a centimetre into tissue. As the tagged light also traverses other parts of
the tissue, the model-based methods for computing images in DOT may also be
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used in UOT. Where DOT is confined to a static set of sources and detectors,
however, UOT can flexibly change the position of its source by moving the ultra-
sound. UOT thus both offers the potential for both higher resolution and more
flexible optical imaging of tissue, compared to DOT.
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Chapter 3

Modelling ultrasound optical
tomography

Model : a system of postulates, data, and inferences
presented as a mathematical description of an entity or
state of affairs

— Merriam-Webster Dictionary

Before discussing the experimental methods and concepts tied to UOT in Chap-
ters 4-6, it is necessary to first detail the first-principle model used throughout the
thesis to estimate the strength of UOT signals and simulate UOT images. The
model, designated as the sequential Monte Carlo (SMC) model, was first pro-
posed in [38] and has since been expanded to include pulsed ultrasound (Paper
II), heterogeneous absorption (Paper III), and an image formalism (Paper V).
These developments are detailed in chronological order in Section 3.3 and their
experimental validations are presented in Chapter 6.

While the SMC model is the main topic of this chapter, its description is prefaced
by a brief overview of the theoretical description of ultrasonic fields in Section 3.1.
The predecessors of the SMC model, as well as alternate models of the light-
ultrasound interaction, are then discussed in Section 3.2. Finally, in Section 3.4,
a brief overview is given of how the SMC model can be used to determine the
underlying and medically interesting absorption distribution in tissue by solving
the so-called “inverse problem” (i.e. using the same methods for image creation
in DOT). The entirety of the SMC model is implemented in MATLAB in the
open-source code package named “Tagged Light Simulator” (TLS) [39].
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3.1 Ultrasound modelling

As “ultrasound optical tomography” starts with “ultrasound”, so must the mod-
elling. The pressure P in a medium is defined as the ambient pressure P0 plus
some spatially and time-varying field, P1(r, t), that is P = P0 + P1. The scenario
of interest in this thesis is when P0 = 1 atmosphere and P1 is a wave generated
by a piston (i.e. an ultrasound transducer) driving an oscillating movement at the
medium boundary that propagates into the medium. This pressure wave is inter-
connected with a movement of the particles in the medium, called the “acoustic
amplitude” A. The pressure and this movement are, in an incompressible and
non-dissipative fluid, described by Euler’s equations [40] as

∇ · v = 0 (3.1)

ρ

[
∂v

∂t
+ (v · ∇)v

]
+∇P = 0 (3.2)

where v is the fluid velocity and ρ the density. For a solution to (3.1–3.2), the
acoustic amplitude is calculated as follows:

A(r, t) =
∫ t

−∞
v(r, τ)dτ. (3.3)

A wave solution of these equations can be derived by assuming that P1(r, t) ≪ P0
as the nonlinearity exhibited by (3.2) can be linearised in this regime, yielding
v = K(ρC)−1P1 for a plane wave P1 where C is the ambient speed of sound
and K is the propagation direction of P1. However, as will be seen, the light-
ultrasound interaction increases with the pressure; and thus, to achieve a strong
UOT signal, the highest medically permissive pressure is desirable. These pressures
are often in the order of a few MPa, which is >10 atmospheres. This means that
these waves produce negative “pressures”¹ (i.e. less than a vacuum), which is pos-
sible as the ultrasound-induced movement of the medium creates regions where
the vapour pressure acts more unidirectionally. However, this is only a meta-stable
state: if the conditions which allow this negative pressure to exist are upheld for too
long, or if the negative pressure is too low, the surrounding medium will vaporise
and form small bubbles. This is “cavitation”, which in tissue leads the rupture
and destruction of cells. Unsurprisingly, it is therefore the magnitude of the neg-
ative pressure and the length of time it is maintained that sets the medical safety
limit. For the peak negative pressure P−, the figure of merit is the mechanical

¹ Using the generalised description of pressure, where it is defined as the force created by particle
collisions acting on an infinitesimal sphere. Due to phase transitions of matter, this definition allows
the pressure to be negative [40].
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index MI = P−[MPa]√
fUS[MHz]

, where the medical limit is MI ≤ 1.9, according to the

FDA [41].

In the high-pressure regime, linearisation breaks down, and in its place, more ex-
otic phenomena begin to occur. One of these phenomena in the high-pressure
wave regime is that the peaks of the pressure wave propagate at faster velocities
than the troughs. For an initial harmonic and continuous waveform, the faster
positive pressure propagation warps the waveform towards a sawtooth shape, and
in doing so, transfers power from the fundamental ultrasound frequency fUS to
higher-order harmonics n fUS, where n is an integer. This transfer continues until
the peaks approach the troughs and a shock wave is formed. Paper II,² investigated
the time scales and ultrasound propagation distances where the spectral compo-
nents of measured high-pressure ultrasound pulses can be assumed constant. Here,
ansatz solutions to (3.1-3.2) were also investigated together with the limits of the
low-pressure approximation v = K(ρC)−1P1.

3.2 The different models of light-ultrasound interaction

With a description of the ultrasound in place, modelling of the coherent light-
ultrasound interaction in turbid media is possible. This modelling is not new and
has accompanied the field since the conception of UOT [30, 35, 38, 42–52]. With
the avenues of light-ultrasound interactions in scattering media mapped out in [30,
42, 43, 52], the models for UOT were split into subcategories: those using the
light-diffusion approximation for the optical transport, and those using the Monte
Carlo model. The first diffusion-based model was presented in [44] and has since
been used in multiple investigations [45–50]. The diffusion models can be further
subcategorised into those that attempt to model the light-ultrasound interaction
using first-principle modelling [45–47, 52], and those that take the shortcut of
describing the tagged and carrier fields using the coupled light-diffusion equations
(see Sect. 2.3.1) [48–50]; in effect,{

(μa − D∇2)ΦC = SC
(μa − D∇2)ΦT = κ(r)ΦC.

(3.4)

The shortcut approach is the one used in Paper I. This is flexible and easily applied
but has the drawback of requiring the a priori κ, which is the amount of light
converted from the carrier fieldΦC to the tagged fieldΦT at point r. This shortcut
model can only be used if κ is measured first, as in Paper I, or by simplifying the

² Especially in Appendix A of Paper II
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ultrasound field to a ball and estimating κ using Raman-Nath theory [36, 48,
49, 53]. Thus, the shortcut model is a poor choice if one wants to investigate
the limits of UOT resolution or the design space of the ultrasound pulse without
experimental feedback.

The other subcategory of diffusion-based models addresses this issue by using the
light-diffusion model to find the probability density of path lengths and how these
path lengths interact with an ultrasound. This approach to modelling the UOT
signal has historically been simplistic, as these distributions can only be known
analytically for specific geometries. Furthermore, a thorough examination of the
literature yielded that only continuous plane wave ultrasound [43–46, 54], and
plane waved pulsed ultrasound [47] has been investigated with this model. While
the path distributions may be calculated numerically for more complex geome-
tries, experimentally used ultrasound pulses are usually complex, with fully three-
dimensional ultrasonic pulse envelopes and frequency contents exhibiting multi-
ple harmonics. Implementing such complex ultrasound field descriptions in the
first-principle diffusion model is seemingly challenging.

In contrast, the Monte Carlo-based model [35, 38, 51, 52] is a direct interpre-
tation of the light-ultrasound interactions on individual computational photons.
As shown in both the literature and this thesis, the Monte Carlo-based models ac-
curately predict the light-ultrasound interaction for arbitrary acoustic and optical
fields. The main drawback with these models, however, is that each such photon’s
path through the medium and its interaction with the ultrasonic field must be
simulated individually, a task that is vastly more computationally expensive than
using the light-diffusion approximation. Historically, this has been additionally
worsened by the fact that the light-ultrasound interaction is simply tacked onto the
Monte Carlo light propagation, thus computational effort is wasted on photons
which are not detected. This is addressed in the SMC model by effectively swap-
ping computational time for greater memory usage. The comparatively slow com-
putational speed of the Monte Carlo-based models has also been a major drawback
when using the model for the inverse problem, discussed further in Section 3.4.
As will be shown, this computational slowness can be addressed for a subset of
inverse problems using the SMC model.

In short, if computations are sequenced in the Monte Carlo model, the compu-
tational expensiveness can be delegated outside the inverse problem, allowing for
rapid reconstruction of absorption distributions – more rapid even than solutions
to the inverse problem using the shortcut-diffusion models. This benefit was of
course not yet known when UOT was first started to be modelled in the presented
thesis work. A question is then why Monte Carlo-based models were chosen over
the diffusion models. The question posed in Paper II is how the pulse shape affects
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the UOT signal, a question the shortcut-diffusion model is inadequate to answer.
A Monte Carlo-based model was pursued over the first-principle diffusion model
simply because the latter, at the time of writing Paper II, seemed less intuitive and
required a larger amount of theoretical legwork. At the time of writing this thesis,
this opinion has not changed.

3.3 The sequential Monte Carlo model

3.3.1 Monte Carlo generation of optical paths

The SMC model begins with the generation of computational photons in the
medium which then propagate according to Monte Carlo light transport. This
generation is done without absorption included, and thus, all initialised photons
must terminate by exiting the computational domain. As each photon is termi-
nated, its scattering points define a path through the medium, from the injection
point to the point at which the photon leaves the domain. To avoid overwhelm-
ing the memory capability of the used machine, paths which do not terminate in
a predefined detection area are discarded.

There are many software packages that can perform the actual computation of the
paths [55–57]. These packages each have their own strengths and weaknesses, with
none really meeting the needs of the SMC model without heavy reworking of its
source code – the needs of the SMC model being no termination of photons mid-
flight and the saving of each terminated photon’s path. As such, a new software
package, Multiphoton, was specifically written to be compatible with the SMC
model. This package was validated against the CUDAMCML package [57].

As each computational photon requires several MBytes of memory to store the
paths during flight, running on the GPU³ with thousands of parallel computations
incurs large overheads, as when the GPU memory fills up it requires constant
offloading transfers to slower memory caches (at least on the machines that have
been used in the presented thesis work). Thus, Multiphoton, in contrast with
modern Monte Carlo simulators, runs on the CPU⁴ instead of the GPU.

As briefly outlined in Section 2.3.2, in Monte Carlo light transport [58], computa-
tional photons are injected in a source distribution that then propagates through
a computational domain, a domain which may be homogeneously or heteroge-
neously scattering. In Multiphoton, the medium is heterogenised by the definition

³ GPU: “graphical processing unit” – a computer’s graphics card.
⁴ CPU: “central processing unit” – a computer’s processor.
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of a set of planar faces X, Y and Z in the x, y and z Cartesian directions, where
the first and final face in each set defines the external boundaries of a cuboid-
shaped computational domain. If each set contains an integer Ex,y,z number of
faces, this domain contains V = (Ex − 1)(Ey − 1)(Ez − 1) cuboid voxels, where
a voxel denotes a three-dimensional pixel (i.e. “volume pixel”). The scattering
coefficient μs and scattering anisotropy factor g can, in this model, be defined as
the three-dimensional matrices μs and g, where each element corresponds to the
scattering and anisotropy in the voxel between its six surrounding faces in x, y and
z (see Fig. 3.1). The azimuthal angle ϕ is defined as a uniformly random variable
ϕ ∈]0, 2π]. The deflection angle is most commonly calculated using the Henyey-
Greenstein scattering phase function [23], which takes the scattering anisotropy g
as one of its input parameters. When computing a path using the Monte Carlo
method, it is not the actual phase function p(θ) that is of interest, but the func-
tion θ(χ) – in effect, the function which transforms the uniformly random vari-
able χ ∈]0, 1] to a θ that obeys p(θ). For the Henyey-Greenstein scattering phase
function, this function is defined as

cos θ(g) =
1
2g

{
1 + g2 −

[
1 − g2

1 − g− 2gχ

]}
. (3.5)

After a scattering event, the new propagation direction k′ = (k′x, k′y, k′z) is a func-
tion of the previous direction k, ϕ and θ [58], that is

k′x =
sin(θ)√
1 − k2

z
[kxkz cos(ϕ)− ky sin(ϕ)] + kx cos(θ)

k′y =
sin(θ)√
1 − k2

z
[kykz cos(ϕ) + kx sin(ϕ)] + ky cos(θ)

k′z = − sin(θ) cos(ϕ)
√

1 − k2
z + kz cos(θ)

(3.6)

which, when kz is close to one, can be exchanged for

k′x = sin(θ) cos(ϕ)

k′y = sin(θ) sin(ϕ)

k′z = sgn(kz) cos(θ)

(3.7)

to avoid numerical errors. Between two scattering events, the photon traverses a
subset of voxels with indices Ii, travelling a distance si in each voxel and obey-
ing [59]

ln(χ) =
∑
i

μs(Ix,i, Iy,i, Iz,i)si (3.8)
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Figure 3.1: (a) A single or (b) many path(s) generated with Algorithm 1 (implemented in Multiphoton in TLS [39]) in
a medium with six voxels. The computational photons were injected in a point source in the upper-left
(green triangle) and detected in a circular detection area in the bottom-right (red circle). In the centre-
left voxel, the scattering is high. In the bottom-left voxel, the scattering is low, while the other voxels
have intermediate scattering. The black lines indicate the position of the faces of the six voxels, with
three faces along x, two faces along y, and four faces along z.

where the χ ∈]0, 1] is again a uniform random variable. An example of how these
criteria are fulfilled – and how simulated photon transport without absorption can
be realised – is shown in Algorithm 1.

To simulate the light-ultrasound interaction, Algorithm 1 is repeated untilM paths
terminating in a predefined detection area have been generated, discarding paths
which do not. In this way, a total ofZ computational photons are initialised. Thus,
barring absorption, the transmission from the injection point to the detection area
is M/Z. Examples of paths generated this way can be seen in Figure 3.1.

3.3.2 Optical signal in the absence of an ultrasonic field

The optical source is defined by both its spatial distribution and its temporal dis-
tribution (i.e. its electric-field amplitude in space and time).⁵ In time, this field is
assumed to be a coherently oscillating field subject to some amplitude modulation
and can thus be described by the real part of the complex phasor,

E(t) = Eo(t) exp(i2πfCt) (3.9)

where Eo(t) is the complex amplitude and fC is again the optical carrier frequency.
The power is assumed to divide equally over all Z initialised computational pho-
tons, thus the field applied along each path is E/

√
Z. The division by

√
Z is

required, as the intensity I ∝ |E|2. If the speed of light c, and the average path
distance for a photon in the tissue ⟨D⟩ yields a time tϵ = ⟨D⟩/c which fulfils

Eo(t) ≈ Eo(t+ tϵ) (3.10)

⁵ The magnetic-field component of light is ignored because, compared to the electric-field com-
ponent, it interacts very weakly – if at all – with tissue.
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Algorithm 1 Pseudo-code algorithm for generation of a single propagation path
in a heterogeneously scattering media with scattering matrix μs and scattering
anisotropy matrix g, whose elements correspond to the properties of voxels with
indices I = [Ix, Iy, Iz].

1: Initialise an empty data structure R and initialise the counting variable j = 1.
2: Initialise a computational photon by drawing the position r and direction k

from a defined source distribution (e.g. a collimated top hat).
3: From r, calculate the current voxel index I.
4: while (r is inside the computational domain) do
5: R( j ) = r.
6: j = j+ 1.
7: ξ = ln(χ), χ is uniformly random in ]0, 1].
8: while (ξ > 0) do
9: Calculate the distance s to the next voxel I′ in direction k.

10: if [μ(I)s > ξ] then
11: s = ξ/μ(I).
12: ξ = 0.
13: else
14: ξ = ξ − μ(I)s.
15: r = r+ ks, I = I′.
16: k = k′{k, φ, θ[g(I)]}.
17: Calculate the position r′ where the photon exited the computational domain.
18: R( j ) = r′, export R.
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any time-delay effects due to paths having different lengths can be ignored.⁶ For
the optical fields examined in this thesis, (3.10) is assumed true.⁷ The expectation
value of the total detected field phasor, Edet, is the sum of all path’s individual
electric field phasors Em:

Edet(t) =
M∑

m=1

Em(t) (3.11)

Em(t) =
Eo(t)√

Z
exp

[
i(2πfCt+ φm)−

Dmμa
2

]
(3.12)

where Dm is the length of path m, and φm is the accrued phase of this path. The
absorption is here included according to the Bouguer-Beer-Lambert law: in effect
(2.3) but μt = μa. For a medium with homogeneous refractive index, n0, the
phase φm is defined as φm = kCn0Dm, kC being the optical wave number of the
carrier in vacuum. From this, the expectation value of the power spectral density
at the detection area Idet is defined as

Idet( f ) =
1
2
c0ϵ0

∣∣∣∣∣F
[

M∑
m=1

Em(t)

]
( f )

∣∣∣∣∣
2

(3.13)

where ϵ0 is the vacuum permittivity and F(· · · )( f ) denotes the Fourier trans-
form. If each path is subject to many scattering events, the phases φm are expected
to be uncorrelated and uniformly distributed. This, together with the linearity of
the Fourier transform, allows for the summation in (3.13) to be broken out of the
| · · · |2 brackets for large values of M [38, 60], yielding

Idet( f ) =
1
2
c0ϵ0

M∑
m=1

|F [Em(t)] ( f )|2 . (3.14)

By introducing the zero centred frequency ∆f = f − fC, (3.14) can be further
manipulated to obtain the slightly simpler expression:

Idet( f ) =
c0ϵ0
2Z

M∑
m=1

∣∣∣∣F {Eo(t) exp [iφm −
Dmμa

2

]}
(∆f )

∣∣∣∣2 (3.15)

where the factor exp(i2πfCt) present in (3.12) has been removed using the fre-
quency translation properties of the Fourier transform.

⁶ In essence the same criteria as the slow time variation requirement discussed in Section 2.3.1.
⁷ The validity of this assumption can be examined by putting some typical values into this criteria,

for example the electric-field rise time of 1 μs and ⟨D⟩ = 1 m. This yields the relative error between
the two sides of (3.10) as ∼3 × 10−3.
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Equation (3.15) describes the temporal power spectral density over the entire de-
tection area. Since the light emitted from tissue is not spatially coherent, the light
in the detection area is distributed in a so-called “speckle” pattern of spatially vary-
ing intensities. As done in Paper IV and Chapter 5, the intensity of a single speckle
in this speckle pattern can be estimated as Ispeckle( f ) = (Aspeckle/Adet)Idet( f ),
where Adet is the detection area and Aspeckle the speckle area.

The light-ultrasound interaction is now described by evaluating how φm varies in
time in the presence of an ultrasonic field. Before delving deeper into this topic
however, a second assumption is required in addition to the criteria in (3.10):
the ultrasound-induced changes in the scattering and absorption rates can be ne-
glected. This interaction is incoherent and does not yield any frequency shift.
Instead, due to the modulation of the scattering rate, the intensity is modulated
as light moves more slowly or more quickly through media with higher and lower
scattering rates, respectively – differences which in turn are induced by the com-
pression and rarefaction of the ultrasonic field. This incoherent effect has been
studied theoretically in the context of imaging [61, 62] but, to the best of the au-
thor’s knowledge, has not yet been measured experimentally. This lack of experi-
mental results are explained by this incoherent interaction being very weak [52],
and if it has been experimentally measured, it is not evident in the literature
due to the general lack of distinction between the coherent and incoherent light-
ultrasound interactions in turbid media. Due to its apparent weakness, the in-
teraction has been routinely ignored in the literature when modelling coherent
light-ultrasound interactions [35, 38, 52] and will, without further motivation,
be ignored here as well.

3.3.3 Coherent light-ultrasound interaction in homogeneously absorb-
ing media, Paper II

Each of the M paths generated using Algorithm 1 is defined by a set of Jm + 1
points: Rm = {rm,0, rm,1, ..., rm,Jm}. The first coherent light-ultrasound inter-
action in turbid media that is modelled is that these points move around their
equilibrium⁸ according to the acoustic amplitude A

rm,j(t) = rm,j +A(rm,j, t). (3.16)

⁸ Except the first and last, as these points are not scattering points but only indicate the points
at which the computational photons entered and left the computational domain.
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Figure 3.2: Depiction of how an optical path is affected by the passage of a single cycle ultrasound pulse: dark
green, high pressure; light green, low pressure. (a) The ultrasound has yet to interact with the path.
(b) The leftmost scattering point is dragged along by the high pressure, changing the path slightly.
Simultaneously, the part of the path in the low-pressure region experiences a lower index of refraction,
while the high-pressure region experiences a higher index of refraction, as indicated by the thinner and
thicker lines. (c) The leftmost scattering point has returned to equilibrium, while it is the rightmost
scattering point’s turn to be dragged by the high pressure, which again modulates the optical path. The
movement and oscillating index of refraction cause a frequency shift in the light which travels along this
path.

This leads to the free-path length between two subsequent scattering points

Lm,j(t) = ∥rm,j(t)− rm,j−1(t)∥,
Jm∑
j=1

Lm,j(t) = Dm(t) (3.17)

varying in time. In the presence of an ultrasound field, φm thus oscillates due to a
total oscillation of the optical-path length.

The second coherent light-ultrasound interaction in scattering media arises from
the ultrasound induced compression and rarefaction of the medium. This modu-
lates the refractive index n, which in turn yields a phase modulation. The interac-
tion between the refractive index and the pressure is called the piezo-optic effect
and is quantitatively described as

n(r, t) = n0

[
1 +

∂n

∂P
P1(r, t)

]
(3.18)

where ∂n
∂P is the piezo-optic coefficient. For the simulations of light-ultrasound

interaction in real and phantom tissues presented in this thesis, ∂n
∂P is assumed to

be the same as water (i.e. ∂n
∂P = 1.466 × 10−10 Pa−1 [63]).

The two coherent light-ultrasound interactions are visualised in Figure 3.2. Com-
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bining them yields the time-varying phase φm(t) for path m as

φm(t) = kC
Jm∑
j=1

∫ Lm,j(t)

0
n[xm,j(t, l ), t ]dl (3.19)

Lm,j(t) =
∥∥rm,j(t)− rm,j−1(t)

∥∥ (3.20)

k̂m,j(t) =
[
rm,j(t)− rm,j−1(t)

]
/Lm,j(t) (3.21)

xm,j(t, l ) = k̂m,j(t)l+ rm,j−1(t) (3.22)

where L is the free-path length, k the path direction, x the free path length coor-
dinate, and l ∈ [0, Lm,j(t)].

Inserting (3.19) into (3.15) now yields the power spectral density spectrum in
the presence of an ultrasound pressure pulse P1(r, t) with accompanying acoustic
amplitude A(r, t). As the perturbed total path distance Dm(t) = Dm + ∆m(t),
∆m(t) ≪ Dm, by neglecting the perturbation ∆m(t), the absorption can be ex-
tracted outside the Fourier transform which in turn allows the expression to be
simplified to the following

Idet( f ) =
c0ϵ0
2Z

M∑
m=1

|Sm(∆f )|2 exp
(
−Dmμa

)
(3.23)

Sm(∆f ) = F {Eo(t) exp[iφm(t)]} (∆f ) (3.24)

Some other resulting spectra |Sm|2 are seen in Figure 3.3, where simulation pa-
rameters are the same as those used in Paper III, discussed in the next subsection.
While some paths can be seen to interact substantially with the ultrasound, it is
important to note that most do not. In Paper II, the tagged and carrier signals are
estimated by the power in a given frequency band fa–fb, in effect

F =

∫ fb

fa
[Idet( f )]df (3.25)

where F is defined as the forward model for the UOT measurement of the sideband
in fa–fb.

3.3.4 Heterogeneous absorption, Paper III

To expand the model to describe heterogeneous absorption requires spatial infor-
mation to be encoded in (3.23–3.24). Returning to the Bouguer-Beer-Lambert
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Figure 3.3: Spectra of four paths perturbed by an ultrasound pulse. (a) Spectra of a path that did not interact
with the ultrasound – this is what the majority of the spectra look like. (b–d) Spectra of paths that
increasingly interact with the ultrasound – to the point that in (d), the second order sideband is the
dominant frequency.

law (2.3), in a passage through two consecutive regions (A and B) with absorption
coefficients μA and μB, the total transmission T through the regions can be seen
as the transmission first through A and then B, in effect:

T = exp
(
−DAμA

)
exp

(
−DBμB

)
= exp

[
−
(
DAμA + DBμB

)]
. (3.26)

In the discretisation of the medium performed in the Monte Carlo generation of
the paths, an absorption is assigned to each of these voxels (i.e. μa → μa). As
outlined in (3.26), the transmission of path m can be written as

Tm = exp[−
∑
Ix

∑
Iy

∑
Iz

Dm(Ix, Iy, Iz)μa(Ix, Iy, Iz)] (3.27)

where Dm is a three-dimensional matrix containing the total length of path m in
each of the V voxels, again defined by the set of faces X, Y, and Z. μa is the
matrix of the same size but instead containing the absorption in each voxel. Dm
is calculated by ray-tracing each path and noting the total distance travelled in
each voxel. As indicated in (3.26), if a path returns to a voxel with index I, the
additional distance travelled in this voxel can simply be added to the current value
in Dm(I). Furthermore, if a coarser voxel geometry is desired after calculating
Dm, a reduced D′

m can be calculated by joining voxels together and summing
their corresponding elements in Dm. This allows for arbitrary voxel geometries
to be created or the absorption to be linked in spatially disconnected areas. This
second property can be used for faster simulation of the signals acquired with some
a priori information, such as an ultrasound image, where different types of tissues
can be classified and superimposed on the simulated geometry. Similarly, a more
finely resolved absorption geometry can be found for the same paths by adding
more faces in the sets X, Y, and Z. The SMC model is updated to account for
heterogeneous-based absorption by simply exchanging the factors exp(−Dmμa)
in (3.23) with the corresponding Tm from (3.27). Furthermore, the structure of
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Figure 3.4: Signal from the UOT scan example for different inclusion absorptions μa,inc and pulse yn positions. (a) The
simulated first sideband forward model Fn. (b) The same data is shown as in (a), but with each value
normalised with Fn(μa,bcg), (i.e. normalised to the forward model when the medium is homogeneous,
highlighted in red in [a]). Reprinted with permission from Paper III © The Authors.

the SMC model allows for computationally cheap editing of the absorption, as
neither the spectra Sm nor Dm needs to be recalculated when μa is changed. This
is a significant advantage, as calculating these entities entails a considerably larger
computational expense than the final step of summing all spectra in (3.23).

This modelling of the heterogeneous absorption was first presented in Paper III.
Here, the tagged signal was simulated in a reflection-mode UOT setup where the
tissue is illuminated when the ultrasound is at a fixed depth of z = 2 cm, but
with varying lateral positions yn (n = 1, 2, ...,N) such that the forward model F
in (3.25) could be evaluated multiple times with the ultrasound at the Cartesian
coordinates rn = (0, yn, 2) [cm], denoting each such evaluation with the subscript
n (i.e. F → Fn). The ultrasound pulse P1 was a 6 MHz centre-frequency pulse
with a 1.5 mm full width at half max pressure envelope. The medium was divided
into two regions, one a 5 × 5 × 5 mm3 large voxel at (x, y, z) = (0, 0, 2) cm,
and the other a background voxel making up the rest of the 12 × 12 × 12 cm3

large medium. The medium had a homogeneous scattering with g = 0.7 and
μ′s = 5 cm−1. The background voxel had μa,bcg = 0.2 cm−1 but the inclusion
absorption μa,inc was successively changed from 0.2 cm−1 to 0.6 cm−1. The light
was injected as a point source at (-1.5,0,0) cm and detected in a circular area with
1 cm diameter and centre at (1.5,0,0) cm.

The results of this simulation, as published in Paper III, can be seen in Figure 3.4a.
To more easily discern the effect of the inclusion, in Figure 3.4b, each simulation of
different inclusion absorptions μa,inc is divided by the simulation μa,inc = μa,bcg.
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3.3.5 Image formalism, Paper V

Instead of the cumbersome three-dimensional matrices Dm and μa, a formalism
using vectors is preferred from a simplicity standpoint, transforming Dm to the
row vector DDDm with V elements, such that DDDm,v = Dm[key(v)], where the func-
tion “key” maps the voxel number v to the coordinate index I. With the same
treatment, μa → μ|μa, though here μ|μa is defined as a column vector. Now defin-
ing DDD as the M × V sized matrix, where each row m of DDD is equal to DDDm, the
transmission column vector T = (T1,T2, ...,TM)

T is defined as

T = exp
(
−DDDμ|μa

)
. (3.28)

where exp here denotes the element-wise application of the exponential function.

This simplifies the treatment of the absorption as (3.28) is essentially (3.27) but
for calculating all M transmissions simultaneously. But how to simplify the light-
ultrasound interaction? For measurement n and path m, a spectrum Sn,m(∆f )
can be calculated according to (3.24). The index n = [1, 2, ...,N] is added here
to differentiate between N different measurements performed in the same tissue
and optical input and output: in effect the same paths can be used to simulate
light-ultrasound interaction for different ultrasound configurations. Examples of
such configuration differences, or measurements, are illumination of tissue with
an ultrasound pulse at different positions, as in Paper V, or illumination of tissue
insonified with ultrasonic plane waves with different propagation angles [64].

The m-th path’s signal strength of measurement n, an,m, can now be defined as
follows:

an,m =

∫ fb

fa
|Sn,m(∆f )|2df. (3.29)

Basically, an,m is the area under a sideband in Figure 3.3, or the contribution of
path m to the total tagged signal contained between the frequencies fa–fb. For
a given measurement n, the forward model Fn calculated using (3.25), can be
expressed as

Fn =
c0ϵ0
2Z

M∑
m

an,mTm = An exp
(
−DDDμ|μa

)
(3.30)

where the row vector An is defined as An = c0ϵ0
2Z [an,1, an,2, ..., an,M]. If many

measurements are performed (i.e. an image is taken), the image (i.e. the vector)
forward model F is defined as

F = A exp
(
−DDDμ|μa

)
(3.31)
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where A is the matrix where each row n corresponds to the vector An. This image
or matrix formulation is the final form of the SMC model for light-ultrasound
interaction, and as well as being simple, has other properties beneficial for solving
the inverse problem discussed in Section 3.4.

3.3.6 Additional numerical considerations

There has already been discussion of some numerical considerations, such as the
Monte Carlo path-generation algorithm and how the discretisation of the medium
is performed by sectioning it into V voxels. However, this geometry of cuboid vox-
els is a choice left to the implementer, as tetrahedron-shaped voxels could be used
just as well, as in the VALOMC Monte Carlo simulator [55]. In addition to the
previously discussed computational aspects of the SMC model, two other numer-
ical aspects are of importance: (1) how the Fourier transform when calculating
Sn,m(∆f ) is implemented and (2) how the line integral in (3.19) is implemented.

Starting with the Fourier transform, it is preferably implemented using the fast
Fourier transform (FFT) by first discretising the time into S points, such that
t → ts = s/fsample where s = 0, 1, ..., S− 1. The integer S and the sampling fre-
quency fsample are then chosen to be sufficiently large that the time of interest
is covered by ts and aliasing of significant sidebands in Sn,m(∆f ) is avoided. To
make the FFT algorithm as efficient as possible, S should be chosen as a power
of two. Furthermore, for energy conservation (c.f. Parseval’s theorem), an ad-
ditional factor 1/fsample must be included in the FFT. Overall, the numerical
implementation of (3.24) becomes

Sn,m(∆f ) → Sn,m(∆fs ) =
1

fsample
FFT{Eo(ts) exp[iφn,m(ts)]}(∆fs ) (3.32)

where ∆fs = (s/S− 1/2)fsample is again centred around zero.

To complete this calculation, the optical envelope Eo and the phase φn,m need to
be sampled S times. The optical envelope is given by whatever light source being
simulated, (e.g. a Gaussian pulse or constant amplitude).⁹ The phase, however,
must be evaluated at each time point ts. The movement of the scattering points
rm,j(ts) is calculated using (3.16), where A is calculated from a pressure field P1
using (3.1–3.3). P1 is in turn either an analytic fit of a measured ultrasound pulse,

⁹ For constant amplitude illumination, which has not yet been implemented in TLS [39], in-
stead of using FFT, the short-time Fourier transform (STFT) can be applied [65]. This yields a
spectrogram, instead of the single-time spectrum of the FFT. Here, some care needs to be placed
on the choice of window function though, as this represents a trade-off between the spectrogram
containing non-physical sidelobes or preserving energy conservation.
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as in Papers II and V, or a hypothetical field (e.g. the Gaussian pressure pulse
in Papers III–IV). From the calculated scattering positions rm,j(ts) is calculated
from which Lm,j(ts) and k̂m,j(ts) follow from (3.20) and (3.21), respectively. The
free-path length coordinate xm,j(ts, l) in (3.22) is discretised intoQ segments, such
that l → lq = qLm,j(ts)/Q, where q = 0, 1, ...,Q. The integrals in (3.19) are then
estimated numerically using the trapezoidal method, in effect:∫ Lm,j(t)

0
n[xm,j(t, l), t ]dl →

Lm,j(ts)
2Q

Q∑
q=1

{n[xm,j(ts, lq−1), ts] + n[xm,j(ts, lq), ts]}.
(3.33)

where the refractive index n is defined in (3.18). In Paper II, it is shown that the
effect of the movement of the scattering points can be neglected and still achieve a
good agreement with experimental data. The light-ultrasound interaction can then
be simulated using only the refractive index change, which is a faster computation
than when including the effects of A. Furthermore, as the pressure wave P1 used
to calculate n can be directly interpolated, the absence ofA removes the need to fit
analytical expressions to measured pulses. Using an interpolated P1 in (3.1–3.3)
to calculate v will, due to numerical errors, yield residual velocities in the wake of
the ultrasound pulse, which would be unphysical.

The discretisation of l this way leads to a non-uniform step length in each of the
terms of (3.19), where the median step-length is ln(2)/(μsQ). Choosing Q thus
entails relating this median step-length to the wavelength of the simulated ultra-
sound. In the example in Paper III, the wavelength of the ultrasound pulse is
∼25 μm. For the scattering properties used in that example, the choice of Q = 16
yields a median step length an order of magnitude shorter than this.

Accelerating computations

The speed of the simulations is dependent on choosing as small as reasonably pos-
sible values for fsample, S, and Q. What follows is an outline of a practical method
for choosing these values. First, for the problem that is examined, generate a few
hundred paths and calculate the spectra Sn,m(∆f ), using high values for fsample, S,
and Q. Then discard the paths which show no sideband interaction. Then further
discard all but the five paths with the smallest non-zero sideband peaks and also
the five paths with spectra containing the largest sideband peaks (i.e. the paths
with the five largest and five smallest an,m ̸= 0 values). Re-calculate Sn,m(∆f ) for
these 10 paths with decreasingly large fsample, S, and Q – each time examining

35



the resolution in comparison with the first simulation. When reaching a point at
which these spectra begin to change dramatically, increase the values of fsample, S,
and Q slightly above this point and run the simulation for the examined problem
in full (i.e. a large M). Prior to this, double-check that the found values of fsample,
S, and Q do not breach the Nyquist criteria for the examined sidebands, that ts
covers the time of interest, and that the median step-length is short in comparison
with the ultrasound wavelength.

Another way of accelerating the simulation is to realise that not all free-path coordi-
nates xm,j interact with the ultrasound. Those free paths which have no interaction
whatsoever may, in fact, be removed from the summation in (3.19), as they only
add a time-constant term to the phase, which does not affect the spectral contents
of |Sn,m|2. By setting an estimated distance L, past which a path is not expected
to interact with the ultrasound, a smaller subset of scattering points R′

m ∈ Rm
may be used instead by discarding all scattering points inRm that are further away
than L. This distance can be defined to a specific point (e.g. the position of the
ultrasound at the time the tissue is illuminated by a light pulse), or the distance
to a line (e.g. the path along which the ultrasound travels). Calculating whether a
scattering point rm,j or xm,j is within L is a simple exercise in linear algebra¹⁰ that
is significantly less computationally complex than (3.32) and (3.33).

3.4 The inverse problem

The SMC model has been referred to as a “forward model” because it takes a
set of input parameters (e.g. μa and P1) and projects this forward to produce
an estimated signal value. This is useful when estimating things such as possible
signal strengths in UOT, as done in Paper IV. However, a forward model can also
be used to solve the so-called “inverse problem”. Here, instead of estimating the
signal levels from a given set of input parameters, one attempts to estimate the
input parameters from a given set of signal levels. For UOT, this input parameter
is either the scattering matrix μs or the absorption matrix μa, as all other input
parameters (e.g. P1, Eo) or the position of the light detection can be identified
from other sources.¹¹

The inverse problem is usually defined using a scalar valued objective function
Ω(F,b), which compares the forward model F(μs, μa) with, for example, an ex-
perimentally obtained image b. This objective function is then defined as having

¹⁰ This is implemented in interaction_prediction.m in the tagged light simulator package.
¹¹ Technically, the anisotropy g is also an unknown, but since it is quite consistently equal to

∼0.9 in tissue [66], it is not normally solved for in the inverse problem.
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a global minimum of b ≡ F(μ̄s, μ̄a), where the goal of the inverse problem is
to find μ̄s and μ̄a. The simplest version of this goal function is Ω = ||F − b||,
which is also the goal function used in Paper V. However, usually N ≪ V, and
thus the inverse problem is grossly underdetermined, which in the case of UOT
means there are many equivalent μ̄s and μ̄a. This can be somewhat alleviated by
the regularisation of the objective function by, for example, limiting the values
that the input parameters can take, penalising deviations from a mean value, or
penalising high spatial gradients of the input parameters. For UOT, regularisation
thus allows some preconceived notions to be forced on μ̄a and μ̄a – for example:
μ̄a, μ̄s should be larger than zero, μ̄a, μ̄s should not differ too much from their
mean values (which can be measured using DOT), or μ̄a, μ̄s should be spatially
smooth. In addition to solving some issues, regularisation introduces others, as
excessive use of it may impose too many of these preconceived notions upon μ̄a,
μ̄s, which – in extreme cases – means that μ̄a and μ̄a can be whatever solution the
user wants. Too little regularisation, however, and the inverse problem continues
to have equivalent solutions.

These solutions are typically found by iterating between values of μa and μs and
evaluating Ω for these values. In this iteration process, the forward model is in
turn evaluated multiple times, and thus the speed at which the inverse problem
can be solved is determined by the speed of the forward model that is used. As a
result, the SMC model is both ill- and well-suited to the UOT inverse problem,
as calculating the forward model for a new μs is very computationally expensive,
given that both the DDD and A matrices must be recalculated. A change in the
absorption, however, only requires a new evaluation of (3.27) for a new μ|μa. The
resolution of the inverse problem to reconstruct μa in phantom tissue is explored
in Paper V and is further discussed in Section 6.2 of this thesis.
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Chapter 4

Detecting frequency-shifted
diffuse light with spectral-hole
burning

A key aspect of performing a UOT measurement is the separation of the frequency-
shifted (i.e. tagged) light from the unshifted carrier. Although there are many
techniques for separating the tagged light from the carrier (some of which are
discussed in Chap. 5), the filtering technique of greatest importance to this thesis
– and which produced all the experimental results presented in Chapter 6 – is the
spectral-hole filtering method, using inorganic crystals doped with rare-earth ions.
This is a quite cumbersome designation, and as such, this method is often referred
to as simply “spectral-hole filtering” (SHF) or, when the slow-light effect (to be
discussed later) is used, “slow-light filtering”.

As the name suggests, this method employs rare-earth elements that, in low con-
centrations, are doped into inorganic crystalline materials. The rare earths are a
group of elements (highlighted in Fig. 4.1a), consisting of the 15 lanthanides (i.e.
La–Lu in Fig. 4.1), with yttrium and scandium typically included as well. The
first rare earths were discovered from an analysis of the mineral gadolinite mined
in Ytterby, Sweden – a town which gave the names to four of the rare earths: yt-
terbium, yttrium, erbium, and terbium. Despite the nomenclature “rare”, these
elements are fairly common in the earth’s crust, where even the two “rarest” (Tm
and Lu) are 200 times more abundant than gold. However, they do not tend to
concentrate into ores (i.e. pure, as in Fig. 4.1c), making extraction expensive [67].

The other necessary ingredient for creating a spectral-hole filter is inorganic crys-
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Figure 4.1: (a) The rare earths’ position in the periodic table. (b) A silicon crystal being grown by the Czochralski
process. (c) Pure thulium. (d) A polished Tm3+:LaF3 crystal.

talline material. This exists in abundance, with sapphire being one example. When
used for application in science or technology, these crystals are made synthetically,
primarily using the Czochralski or Bridgman-Stockbarger methods. The Czochral-
ski method (depicted in Fig. 4.1b) involves slowly drawing a seed crystal out from
a melt of the desired crystalline components. The cooling melt deposits onto the
seed crystal, growing a rod with the same crystal structure [68]. The resulting rod
of crystalline material (i.e. boule) is then cut and polished to the desired crystal
shape, such as the Tm3+:LaF3 crystal in Figure 4.1d.

4.1 Properties of the rare-earth-ion-doped crystal

Doping a crystal is as simple as adding a small amount of the dopant (e.g. Tm in
the case of Fig. 4.1d) to the melt. As the boule grows, some ions in the ordinary
crystalline structure will be replaced by the dopant ions. This process is made
easier if the dopant ion is of similar size and has similar chemical properties to
the replacement ion, as in the case of Eu3+:Y2SiO5, where one rare earth (Y) is
replaced by another (Eu). As the dopant levels are usually low (less than 1%), the
macroscopic properties of the crystal (e.g. index of refraction, thermal properties,
and hardness) remain largely unaffected. The dopant ions themselves, however,
act as a trapped dense gas due to the special properties of the rare-earth electron
configuration.

The electron configuration of the lanthanides can be written as [Xe] 4 fa 5db 6s2 for
some integers, a ≥ 1 and b ≥ 0, where a 4f electron is always removed when a lan-
thanide is ionised [69]. This valance 4f orbital, however, has a radial distribution
inside that of the filled 6s, 5s, and 5p orbitals. These outer orbitals effectively act
as a Faraday cage for the 4f orbital, shielding it from the environment. The crystal
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Figure 4.2: (a) Energy level structure of the 4f orbital of a dopant ion, with levels typically denoted with the Russell-
Sanders notation 2S+1LJ, where S is the total electron spin, L the total orbital angular momentum, and
J the total electronic angular momentum. Energy separation of different levels are on the order of
100 THz, the crystal field split on the order of 100 GHz and the hyperfine split on the order of 10 MHz.
(b) Each ion absorbs with an homogeneous linewidth. Due to the disrupted crystal lattice, the crystal
field split in (a) will differ for different ions. The total ensemble of all ions in the crystal absorbs over a
large frequency range.

field also disturbs the orbital of the ion,¹ such that the normally disallowed dipole
transitions within the 4f shell become weakly allowed (i.e. transitions within the
levels in Fig. 4.2a). While seemingly not hugely significant, transitions within the
shielded 4f shell – together with the spatial density of ions in the crystal – make
rare-earth-doped crystals a unique system for optical manipulation.

To start with the shielded 4f–4f transitions, as the transition is only weakly allowed,
it is noted that the excited state in any such transition is comparatively long-lasting,
with radiative lifetimes τ1. This gives the potential of very sharp homogeneous
linewidths Γhom for the optical transition, as

Γhom =
1
πτ2

≥ 1
2πτ1

. (4.1)

Equality between the centre and right-hand side of (4.1) is achieved when the
coherence time of the excited state τ2 fulfils τ1 = 1/2τ2.² If this relation is true,
Γhom is said to be “lifetime limited”.

Although the 4f shell is shielded, τ1 is still reduced due to acoustic quanta (i.e.
phonons), which bridge the gaps between levels in Figure 4.2a, causing more rapid

¹ This can be seen as the crystal field mixing in an opposite parity configuration to the wave
function which describes the electron cloud (e.g. mixing in 5d into the 4f configuration).

² Another commonly used notation in the literature for the radiative and coherence state lifetimes
is T1 and T2.
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decay from the excited state. The phonon-induced decay can be heavily reduced
by cooling the crystal to a temperature at which the crystal lattice will support very
few such phonons (i.e. <4 K). This cooling is achieved by placing the crystal in
a cryostat. Even when efforts are made to cool the crystal, the transition is still
often not lifetime limited due to other effects – such as spin flips – which limit the
coherence of the upper state. Nonetheless, due to the shielding of the 4f orbital
and the weakly allowed 4f–4f transition, some of the narrowest optical linewidths
ever measured in a solid were of a 4f–4f transition in a rare-earth-doped crystal
(specifically Er3+:Y2SiO5 and Eu3+:Y2SiO5 [70, 71]).

The reduction of phonons also increases the lifetime of the lowest-lying hyperfine
states,³ as the ions are otherwise very well-protected from the environment due
to the shielded 4f orbital. This leads to some materials having exceptionally long
hyperfine lifetimes (e.g. Eu3+:Y2SiO5 , where a lower limit of several weeks has
been measured [72]). This means that if an ion is placed in a specific ground
state, it will stay there for a long time, given that the crystal remains cold. As the
hyperfine states are typically only separated by ∼10 MHz, they are even at a few K
equally likely to be populated in the Boltzmann distribution [73].

The next section details why it is worth the trouble of using cryostats to achieve a
narrow Γhom and long hyperfine lifetimes. Before that, there is one more property
of the rare-earth ion-crystal that is important to mention: the inhomogeneous
broadening. As the dopant ion is not of the exact size of the atom it is replacing,
a slight irregularity is introduced to the crystal lattice (as seen in Fig. 4.2b). This
irregularity produces a spatially heterogeneous crystal field, which in turn slightly
affects the energy of the crystal field splitting. Thus, two ions in the lattice will
have slightly different transition energies due to its position, while still preserving
its homogeneous linewidth properties. When the crystal is examined as a whole,
the absorption of all the dopant ions builds up a ∼10 GHz-wide inhomogeneous
absorption profile (Γinhom) for a given optical transition. Due to the density of
the ions, the absorption of the inhomogeneous profile can be incredibly strong,
where attenuations of over 100 dB are possible in crystals that are only 1-2 cm
long.
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Figure 4.3: Overview of the spectral-hole burning in a 2 × 2-level system. As the inhomogeneous broadening is
larger than the hyperfine split, all transitions between the two ground states and two excited states
are driven by the pumping field in different ion classes I–IV, as seen in (a). This gives rise to a main
spectral-hole at fpump in (b), as well as several side-structures. The anti-holes with more absorption
arise from the other hyperfine state, now hosting up to twice the number of ions. The side holes arise
from the empty states and now cannot be excited to the other excited state either. The colours in (b)
indicate which ions in (a) are involved in the different structures.

4.2 Spectral-hole-burning filters

Properties of a spectral hole

A spectral hole is created by optically pumping ions between the hyperfine ground
states in which energy separation is hfpump (see Sect. 2.2) and where fpump is the
pumping frequency. Optical pumping is a process in which the ion is repeatedly
excited by light and the excited ions then have a chance to de-excite to any of the
other ground states. The probability of the ion de-exciting to a specific ground
state is the “branching ratio”. For the example system given in Figure 4.3a, where
the ground state and excited state have two hyperfine states each, an equal proba-
bility of de-exciting to any ground state would give a branching ration of 1/2 for
every excited state. In reality, a spin projection in the excited and ground states
is often strongly preserved, granting a branching ratio skewed heavily toward de-
excitation to the original ground state of the ion [74]. This means that optical
pumping requires many cycles in order to create a spectral hole.

Due to the inhomogeneous broadening, the same optical wavelength drives all
four possible transitions between the ground states and the excited states (though
in different ions). As seen in Figure 4.3b, pumping at one frequency thus gives rise

³ Meaning the lowest crystal field and hyperfine states in Figure 4.2a.
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to additional structure in the inhomogeneous profile outside of the main spectral
hole. These structures are called “side holes” or “anti-holes”, depending on whether
they have less or more absorption than the equilibrium absorption. For a system in
which the excited state and ground state have different hyperfine splitting, there
are 2(ng − 1) side holes, ng being the number of hyperfine ground states. The
number of anti-holes is more complex, and the number of anti-holes there are for
a given ng and number of excited states ne is given in Table 4.1.

Table 4.1: Number of anti-holes produced by a single optically pumped spectral hole for the number of excited
states ne and ground states ng in the used transition, assuming arbitrary splitting of said states. Some
anti-holes may be degenerate if the splitting of the ground state or upper state are the same, or if multiple
levels are equidistant.

ng⧹ ne 1 2 3 4 5

2 2 6 14 26 42
3 6 18 42 78 126
4 12 36 84 156 252
5 20 60 140 260 420

When the ions are pumped in a frequency region, a wider spectral-hole (or fil-
ter) can be created. This spectral-hole filter has a few properties, outlined in
Figure 4.3b and set by the material properties. The maximum width WSHF of the
spectral filter is set by the difference between the minimum frequency separations
in the excited and ground hyperfine states. The filter falloff δf – or “sharpness”
– is set by the Lorentzian profile of the optical transition; thus, δf ∝ Γhom. The
transmission T( f ) at any point on the profile is given by Bouguer-Beer-Lambert’s
law:

T( f ) = exp [−α( f )L] (4.2)

where α( f ) is frequency dependent absorption⁴ and L is the crystal length. It
is here useful to define the filter transmission TF = T( fpump) and the carrier
transmission, TC = T( fC). The equilibrium or background absorption αB is
determined by the density of dopant ions and the oscillator strength of the targeted
transition. The internal filter absorption αF = α( fpump) is set, in part, from the
absorption of ions with centre frequencies outside the hole but whose Lorentzian
absorption profile stretches into the hole. αF is also contributed to ions that have
not been optically pumped. This remaining population depends on a mix of the
efficiency in the optical pumping, the branching ratio, and the hyperfine-state
lifetime.

⁴ For historical reasons, α is the symbol used when referring to absorption in these contexts.
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Temporal evolution of a spectral-hole

These dependencies can be explored by examining the following rate equations for
a two ground-state system and a single excited state:

E ′ = − 1
T1
E

N ′ = R
τ1
E+ 1

τh
(M− N)

M ′ = 1−R
τ1

E− 1
τh
(M− N)

(4.3)

where N is the population of the pumped state, M the other hyperfine-state popu-
lation, and E the excited-state population (N+M+ E = 1). τh is the hyperfine-
state lifetime and R is the branching ratio. The population evolution after pump
pulse k is given by solving (4.3), with the initial conditions

Ek(t0,k) = (1 − ζ)Ek−1(tf,k−1) + ζNk−1(tf,k−1)

Nk(t0,k) = (1 − ζ)Nk−1(tf,k−1) + ζEk−1(tf,k−1)

Mk(t0,k) = Mk−1(tf,k−1)

N0 = M0 = 0.5, E0 = 0

(4.4)

where ζ is the population transfer efficiency in the optical pumping pulse, t0,k is
the start time of the evolution after pump pulse k, and tf,k is the time point just
before the k+1 pumping pulse. This model for the pumping is quite simplistic as
it assumes instantaneous transfer between the states, that the transfer efficiency is
independent of the number of ions in N and E, and that no off-resonant transfer
occurs between the M and E populations. The model also only accounts for a
single ion class in the crystal lattice. As the same optical pulse targets different
transitions, ζ will differ depending on the ion class. In practice, this means that
some ion classes will be more difficult to optically pump than others.

Despite these issues, (4.3) and (4.4) can be used to understand the evolution of
the filter during pumping and how the filter evolves after the last pumping pulse.
τpump = tf,k − t0,k is the time between optical pumping pulses and should be suf-
ficient to perform the transfer pulse and wait for the excited state to empty. As a
rule of thumb, τpump ≈ 4τ1 to allow for a short and coherent transfer pulse and
for the excited state to empty before the next transfer. With N determined, α fol-
lows from α ∝ N. A crystal with the background absorption αB gives α = 2αBN
(the 2 in the expression coming from that the background absorption is given at
the equilibrium population N = 0.5). The transmission through a crystal is given
by (4.2). As an example, the transmission of a filter from ζ = 0.05 and 104

pumping pulses can be studied from a solution to (4.3) and (4.4). Jumping ahead
a bit, one sees that the parameters τ1 = 150 us, τh = 30 s, and R = 0.9 are taken
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Figure 4.4: Rate-equation solutions to the spectral hole-filter transmission, TF, for different parameters in (4.3) and
(4.4). The blue traces in each subfigure are created using the same parameters.

to be similar to the 794 nm transition in Tm3+:LiNbO3 used to create the filters
in Section 4.3.2. The impact of individually tuning ζ, R, and τh is shown in the
subfigures of Figure 4.4. The results show that a smaller R, larger ζ, and longer τh
are all desirable for both creating filters faster and ensuring that the filter is long
lived.

All three parameters affect the maximum transmission. As the proportional chan-
ges of R and ζ in Figures 4.4a and 4.4b are the same, the similarity between the
two indicates that a high R can be compensated by increasing the transfer effi-
ciency in each pumping cycle. However, due to the high optical density of the
crystal, initially very little of the population is transferred with each pulse, as the
pumping “digs” its way through the crystal. While this digging can be made faster
by increasing the optical power used, this also causes power broadening [75, 76],
which increases δf in Figure 4.3. Thus, decreasing R is preferable. This may be
achieved by introducing an electromagnetic radio frequency field over the crystal
which matches the hyperfine splitting of the excited state. If this field is driven
strongly enough, one can achieve a 50:50 population distribution of the excited
ions by effectively “scrambling” the excited state. This, in turn, forces a branching
ratio of 0.5 (in the case of a two level hyperfine state). A more sophisticated ap-
proach is to flip the excited state populations using a radio wave π-pulse – as done
in [77] – which effectively inverts the branching ratio. An appropriately oriented
magnetic field of the right magnitude may be used in a similar way to either re-
move or increase the preservation of the spin projection in the transition, which
in turn changes the branching ratios [74, 77, 78].

There is no similar trade-off for τh. A longer hyperfine lifetime is always prefer-
able, especially as it increases the window in time in which the hole has high trans-
mission after it has been created. This lifetime can be extended by decoupling a
transition mechanism between the different hyperfine states. A common way of
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doing this is to apply a magnetic field, which has the added benefit of narrowing
Γhom by reducing interaction between the ions in the lattice [79–81]. To achieve
the longest lifetimes, a specific alignment of the magnetic field in relation to the
crystal axes is often required [78]. Furthermore, τh is often not uniform for all
ions trapped in the crystal lattice. This has the effect that the hole transmission
initially decreases rapidly and then more slowly.

Designing a spectral filter-creation sequence

What now might be apparent is that the task of finding the optical pumping se-
quence which generates good filters in a specific rare-earth-doped crystal can be
arduous. What follows is a general outline of the process used in this work to
find this sequence. First, one must find the shape of the desired transfer pulse.
Secant hyperbolic pulses are preferable, being robust in transferring population
from the ground to the excited state [82, 83]. To find the correct pulse shape, one
can either solve the Bloch equations for some light pulse or, if a stronger descrip-
tion of the ion-crystal interaction is required, solve the Lindblad master equation
for the same pulse [16, 84]. This yields much faster feedback when testing pulse
parameters than what is achievable in the lab, thus making it a good place to start.

Once a pulse shape has been decided, some experimental trial and error is needed
to obtain a good filter. There are two parameters left to optimise: the peak intensity
of the pulse (i.e. the Rabi frequency) and the number of repetitions of the transfer
pulse. The goal is to reach the maximum transmission while using the lowest
number of repetitions and limiting the power broadening. In this way, the best
possible filter is prepared in the least possible time. The maximum transmission
can be deduced by starting with a sequence of many high-intensity pulses. The
optimal pulse sequence can then be found by walking down both the number of
repetitions and the peak intensity to shorten the filter creation and narrow δf.

Cycling between probing and optical pumping

With the optical pumping sequence in place, one can use the generated filter inter-
mittently for UOT measurements. Extension of the timeline of the blue traces in
Figure 4.4 provides a visualisation of the time periods in which the crystal can be
used for filtering in between the re-pumping of the filter. In Figure 4.5, a 300 ms
window for UOT measurements is provided between each filter re-pumping. Dur-
ing this time, the filter transmission falls from ∼80% to ∼50%. As a single UOT
frame takes <10 ms to capture, the transmission drop in this example filter would
not have to be taken into account for a single frame, but some compensation
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would be prudent when comparing multiple frames taken within a given probing
window.

Figure 4.5: Rate-equation solution to the spectral-hole filter transmission, TF, over several optical re-pumping and
probing windows, where the latter is highlighted in grey.

The ratio of time available for probing to time dedicated to re-pumping is referred
to as the “duty cycle” of the UOT filter. Obviously, this ratio should be as high as
possible. However, since the optical medical safety limit is 300 mW/cm2, the loss
of available probing time due to filter re-pumping may be compensated by using
higher-intensity pulses during the probing, such that the average signal acquired
per second is the same. The only drawback to this is a lopsided frame-rate (i.e. the
frames are acquired unevenly in time).

4.2.1 The slow-light effect

There is one more property of the spectral-hole filters which demands attention,
and that is the so-called “slow-light effect”. As light propagates inside the spectral
hole, it interacts off-resonantly with the ions outside the spectral hole. This inter-
action drives the ions on the same frequency as the incoming field, and the ions
in turn generate a field which oscillates 90◦ out of phase with the incoming field.
The total electric-field propagating inside the hole is now the sum of the incoming
field and the generated field. As the latter is small in amplitude, compared to the
first, the total field looks like the incoming field but with a phase shift opposite to
the propagation. This backward shift happens for each unit length that the incom-
ing field propagates inside the crystal, which aggregates to the entire field slowing
down. The closer the incoming field is to the edge of the hole in frequency, the
more strongly the ions will be driven and thus the stronger the generated field will
be. This leads to a larger retardation for light, with frequencies closer to the edge
of the hole.
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This describes how monochromatic light becomes retarded inside the crystal and
propagates with the phase velocity. However, light is only ever truly monochro-
matic in theory. What is interesting to consider is how a change in amplitude,
an example of information, propagates inside such a structure. The speed of this
amplitude change is said to propagate with the group velocity vg and can be found
by dividing up the light into its Fourier components: vg not only depends on
the index of refraction n, but is also affected by a component depending on the
derivative dn/df,

vg =
c0

n+ f dndf
(4.5)

where c0 and n is again the the speed of light in vacuum. Derivations of the
group velocity can be found in undergraduate textbooks (e.g. [85]), and the ar-
ticle on Wikipedia includes excellent animations that clearly describe the phe-
nomenon [86].

Regarding the spectral hole, as the strength of the induced field sets the monochro-
matic retardation (i.e. n) a stronger induced field equates to a higher n. As the
ions have such narrow linewidths, a small change in frequency strongly affects
the driven field when close to resonance and thus n. This equates to a very high
dn/df for light inside the hole, yielding a very slow vg. Using the Kramers-Kronig
relations, the group velocity can quantitatively be described as [87]:

vg =
π2WSHF

αB
. (4.6)

In a filter with WSHF = 1 MHz and αB = 40 cm−1, (4.6) shows that the filtered
light propagates with vg ≈ 10−5c0. In a 1 cm long crystal, this equates to a
4 μs delay of the filtered light, compared to any light outside the hole that is not
absorbed. Thus, the tagged light can be filtered from the carrier both by the normal
absorptive filtering, but also by time-gating the detected signal.

In addition, the strong slow-light effect achievable in rare-earth crystals also has
a potential application for laser stabilisation, which is an important component
of optical atomic clocks [88]. The vision is that the traditional mechanical issues
with stabilising a laser to a cavity can be avoided by instead using an optically long
but physically short cavity. This research is ongoing in the quantum information
group in Lund, where a proof of concept was recently presented in [87].

Filtered UOT signal

After the SHF, the signal is acquired on a photodetector. An example can be
seen in Figure 4.6a, showing data traces acquired from light which has either been
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Figure 4.6: Example of filtered UOT signal acquired in Papers I-III, using a 1 μs optical probe pulse. (a) Depiction
of the filtered signal with the ultrasound on (blue) and with the ultrasound off (red). (b) Depiction of
the same signal, but with the probe frequency outside the inhomogeneous line, thus the carrier and
tagged light are not separated.

tagged or not in the setup used in Papers I–III (see Sect. 6.1). This is to be
compared to Figure 4.6b, which shows the signal using the same experimental
parameters – with the exception that the frequency of the probing light lies out-
side the inhomogeneous line and thus nothing is absorbed. Of the pulse shown
in Figure 4.6b, which is mainly comprised of carrier light, a small fraction leaks
through, seen as the peak at t = 0 in Figure 4.6a. This leakage can still be sep-
arated from the filtered tagged light due to the slow-light effect, which in the
Pr3+:Y2 Si O5 filter (see Sect. 4.3.1) retards the tagged light by more than 5 μs.

4.3 Rare-earth-doped crystals for UOT

Other than burning the filter, the main challenge when using rare-earth-doped
crystals as a filter is finding a suitable ion doped in a suitable host-crystal material.
The first step is to identify which ion to target, based on its available 4f–4f transi-
tion wavelengths. In Figure 4.7, the theoretical crystal field levels for all 4f terms
for all the lanthanides doped into LaF3 [90] are plotted together with the tissue-
optical window from Figure 1.3. As the crystal field will not shift the terms by
more than ∼10 nm, this can act as a guideline as to which ions would be suitable
for UOT filtering. Once an ion has been selected, a suitable host material must
be found. This involves performing an empirical and resource-intensive spectro-
scopic study of the desired ion when doped into different crystals. Such a search
was one subject of the thesis by Alexander Bengtsson [37]. Contrarily, in the cur-
rent thesis, only the properties of the crystals used for the UOT imaging presented
in Chapter 6 (i.e. Pr3+:Y2 Si O5 and Tm3+:LiNbO3) will be discussed.

A third promising crystal (Tm3+:LaF3) has been studied extensively; but due to
equipment issues, this material has yet been used in UOT. For details of this ma-
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Figure 4.7: Calculated energy of the 4f terms of the lanthanide ions doped into LaF3. Each term is in turn comprised
of several Stark levels, indicated by the thickness of the term in the plot. Since the spin-orbit and
electrostatic potential will not be noticeably affected by the change of host material, the energy of the
terms is expected to be roughly the same in another host, so long as the lanthanides are also triply
ionised in the other host. Diagrams such as this are referred to as “Dieke diagrams”, named after the
first such diagram presented in [89]. The plot was generated from the calculated results presented
in [90].

terial, again, see the thesis of Alexander Bengtsson [37].

4.3.1 Praseodymium-doped yttrium orthosilicate

Praseodymium-doped yttrium orthosilicate (Pr3+:Y2 Si O5) was the crystal used
for the experimental results in Papers I–III and V. In those papers, the 3H4–1D2
transition was used, which is outside the tissue-optical window, thus making this
transition inappropriate for imaging in tissue. Nevertheless, this transition in
Pr3+:Y2 Si O5 has been extensively studied [91, 92] and the quantum informa-
tion group in Lund has accumulated substantial experience in manipulating this
material. Thus, Pr3+:Y2 Si O5 was initially a given test bed for developing UOT in
Lund.

In Pr3+:Y2 Si O5, the Pr3+ ions replace Y in the crystal lattice in one of two possible
sites. This gives rise to two inhomogeneous lines for the 3H4–1D2 transition, one
at 605.977 nm and one at 607.934 nm. The work presented in the current thesis
only concerns the first of these, and all following mentions of the transition are
referring to that.

The crystal field splits the ground state into several Stark levels and, doing so,
quenches the orbital angular momentum – making each Stark level a singlet state.
This also cancels out the first-order hyperfine interaction, though there is a second-
order interaction. The crystal field thus gives rise to a hyperfine split of each such
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Figure 4.8: (a) Illustration of the hyperfine states of the excited and ground states involved in the 606 nm transition
in Pr3+:Y2 Si O5 [91, 92]. (b) Illustration of the ground state and excited state involved in the 794 nm
transition of stoichiometric Tm3+:LiNbO3 in the presence of a magnetic field.

Stark level, where each hyperfine level is doubly degenerate due to Pr3+ having an
even number of electrons [93]. In the ground state of praseodymium, three such
states exist due to its only stable isotope having a nuclear spin of 5/2. These states
are illustrated in Figure 4.8a, where they are denoted by their hyperfine quantum
numbers mI = ±1/2, ±3/2, ±5/2. Similarly, the lowest-lying Stark level in the
excited state 1D2 is also comprised of three hyperfine levels. The coherence time
τ2 of the 1D2 state at 606 nm in Pr3+:Y2 Si O5 is in the order of 100 μs, giving the
optical transition a linewidth on the order of kHz [94].

A final property of Pr3+:Y2 Si O5 in regards to UOT filters is that the transition
dipole moment of the 3H4–1D2 transition is tilted in relation to the principal axes
of birefringence in Y2SiO5. These orthogonal axes are denoted D1, D2, and b,
where the transition dipole moment is practically orthogonal to b and angled 75◦

from D1 towards D2. If light is propagating along b, this misalignment means
that only the minimal absorption polarisation, which turns out to beD1, is stable.
Thus, even if the polarisation were initially along the axis of highest absorption (i.e.
D2), it would rotate towards and propagate with the polarisation along D1 [95].
For the Pr3+:Y2 Si O5 crystal used in Papers I-II and V, this polarisation rotation
occurs after approximately 5 mm propagation alongb, after which the polarisation
is mainly along D1. Thus, light polarised along D1 after passage through the
crystal is comprised of carrier light, which can be removed using a polariser set to
transmit polarisation along D2, as was the case in Paper I and II.

The polarisation dependence of the absorption in Pr3+:Y2 Si O5 comes with an-
other dilemma, in that half of the intensity collected from the tissue must be re-
moved in order to achieve high-contrast filters. However, this is preferably avoided
to reach the maximum possible imaging depth in UOT and can be avoided in crys-
tals where the absorption is polarisation-independent. This can be achieved if the
transition dipole moments of the doped ions are equally distributed in a plane
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Table 4.2: Properties of 0.05%Pr3+:Y2 Si O5, as reported in [91, 94]. Properties may vary due to boule-dependent
differences.

αD1 [94] αD2 [94] T1 [91] Γhom [94]

3.6 ± 0.5 cm−1 47 ± 5 cm−1 164 μs 2.4 kHz (B = 0)

inside the crystal.

In Papers I–III and V, a 10× 10× 12 mm3 large 0.05%Pr3+:Y2 Si O5 crystal was
used for filtering where the long axis was parallel tob. For these filters,TF ≈ 60%.
For collimated light, TC ≈ −45 dB; and TC ≈ −32 dB for diffuse light (atten-
uation including the ∼5 μs slow-light effect in Fig. 4.6). This decreased filter
suppression is expected to arise from a lower polarisation purity when polarising
the diffuse light prior to SHF, as a similar drop in suppression for scattered light
compared to collimated light was not seen in the Tm3+:LiNbO3 filter.

4.3.2 Thulium-doped stoichiometric lithium niobate

Lithium niobate as a host material

One host-crystal structure which allows for planar symmetry of the transition
dipole moments is lithium niobate. This can achieve polarisation-independent ab-
sorption when the to be filtered light propagates along the crystal c-axis. Moreover,
Figure 4.7 suggests that Tm has up to four transitions within the tissue-optical
window. The transitions at ∼700 nm and ∼800 nm are especially well-suited
for imaging. The 3H6–3H4 transition at 800 nm is close to the isosbestic point
of blood, thus an image at that wavelength would be mainly an image of the
blood volume. For the other transition, 3H6–3F3 at 700 nm, oxygenated and
deoxygenated blood have the largest differences in absorption. Combining the
two wavelengths thus allows for blood volume-independent imaging of the tissue
oxygenation.

An issue with Tm is that the only stable and naturally occurring isotope, 169Tm, has
a nuclear spin of 1/2. Similar to Pr3+:Y2 Si O5, the first-order hyperfine interaction
is quenched, and thus due to the nuclear spin, there is only one non-degenerate
hyperfine level. This means that spectral holes cannot be generated in the hyperfine
levels of Tm3+ without breaking the degeneracy of the hyperfine quantum numbers
mI = ±1/2. This degeneracy may be broken by the application of a magnetic
field, splitting the hyperfine state according to the Zeeman effect [16] (depicted in
Fig. 4.8b). As discussed in Section 4.2, applying this field along a specific crystal
axis direction may further increase τh.
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The 3H6–3H4 transition has been studied in congruent Tm3+:LiNbO3,⁵ and the
properties are reported in [96, 97]. From these results and correspondence with
one of the authors (Charles Thiel⁶), it does not seem possible to create high-
transmission spectral holes in this material due to the significant overlap of the
crystal field levels for inequivalent Tm3+ sites. The 3H6–3H4 in Tm3+:LiNbO3
does, however, display a very strong oscillator strength compared to Tm3+ in other
hosts and a narrow linewidth, which would allow sharp and high attenuation filters
in relatively short crystals.

As LiNbO3 does not contain any similar ion with the same ionisation, the doping
process is not as simple as Tm replacing one specific atom in the crystal lattice.
Instead, Tm replaces both Nb and Li in the lattice to varying degrees, depending
on the concentration of Tm [98], though it most commonly replaces Li [99]. As
Tm3+ replaces Li2+ or Nb5+ in LiNbO3, the doping leads to a nonlocal charge
compensation for the Tm ion, which may be the cause cause of a less Lorentzian-
shaped inhomogeneous broadening.

The significant lack of of Li in the lattice of congruent LiNbO3 is believed to
increase the crystal lattice strain and thus induce a larger inhomogeneous broad-
ening. This lack of Li is addressed in stoichiometric LiNbO3, and thus it was hy-
pothesised that better dopant properties could be found in this host. Based on un-
published data showing Eu doped into stoichiometric LiNbO3 (information ob-
tained through communication with Charles Thiel et al.), this hypothesis seemed
plausible. To investigate this further, Kovács László⁷ was contacted, and who sub-
sequently and graciously lent the quantum information group at Lund University
a stoichiometric 0.005%Tm3+:LiNbO3 with the dimensions 4.7×4.7×6.0 mm3

such that a spectroscopic survey could be performed. In this crystal, the c-axis was
parallel to the 6.0 mm long side. As of the present writing, this survey is still ongo-
ing, though the results are sufficiently promising that the crystal was intermittently
used during this survey as a filter for a UOT experiment.

Inhomogeneous broadening of stoichiometric Tm3+:LiNbO3

The inhomogeneous line of stoichiometric Tm3+:LiNbO3 – or in this case, the
more aptly named “profile” (displayed in Fig. 4.9a) – was measured by László et al.
using a Fourier transform spectrometer. This absorption spectra has been partially
confirmed by transmission spectroscopy measurements performed in Lund and

⁵ The term “congruent LiNbO3” being used to describe the crystalline material with the same
structure as the theoretical structure of LiNbO3, but which has a significant lack of Li.

⁶Montana State University, Bozeman.
⁷Wigner Research Centre for Physics, Budapest.
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Figure 4.9: Inhomogeneous profile of 3H6–3H4 in stoichiometric 0.005%Tm3+:LiNbO3. (a) The relative absorption
at 8 K, measured by László et al. The grey area in a depicts the region where the absorption was
measured in Lund at 3 K, the results of which are shown in (b). The maximum measurable absorption
in (b) was limited to 21 cm−1 due to thickness of the crystal and the amplified spontaneous emission
(ASE) of the laser, hence the “flat” central peaks. The red arrow in (b) indicates the position at which
the filter in Figure 4.10 was created.

displayed in Figure 4.9b. Compared to the congruent Tm3+:LiNbO3 spectrum
reported in [97], stoichiometric Tm3+:LiNbO3 has more resolved peaks, which
may indicate less overlap of the crystal field levels. The spectral hole used in the
UOT measurement described in Section 6.3 was created at the highlighted peak,
as this was the position on the inhomogeneous profile that – at the time surveyed
– showed the sharpest and highest transmission holes, while still providing high
carrier attenuation.

Though the peak at ∼794.3 nm has higher absorption,⁸ the hole burning proper-
ties were not favourable, as the peak achievable filter transmission was TF ≈ 20%
and the filter edges were not very sharp. As there is a small hint in Figure 4.9b
of two peaks at ∼794.3 nm, the limited transmission could, like the congruent
crystal, be the result of overlapping crystal field levels.

At the highlighted peak in Figure 4.9b, much sharper filters could be created with
TF = 75%. One such filter is depicted in Figure 4.10a1, where a 4.5 mT field is
applied along the crystal c-axis. As the ground-state Zeeman splitting for this field
angle was measured to 1.3 MHz/mT, this field also place the anti-holes at±6 MHz
from the main hole, yielding additional carrier attenuation for a UOT signal gen-
erated by a 6 MHz ultrasound. Fitting solutions of (4.3) to the decay rate of the
filter yielded τh = 31 s, though this was not a good fit (R2 = 0.74). By splitting
the ion population into two classes, each with different lifetimes τh1 and τh2 , a
better fit (R2 = 0.998) to the model was found when τh1 = 6.8 s, τh2 = 67 s,
and the population split was 38:62 (i.e. a larger population with the lifetime τh2).

⁸In this experiment, the maximum absorption of this peak could not be measured by our setup
due to the ASE of the lasers outside the inhomogeneous profile. The ASE suppression was roughly
60 dB for this laser (M-squared SolsTiS).
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Figure 4.10: (a1) Single filter for collimated light. (a2) Single filter but with scattered light and pumped orthogonally
to the filtered light propagation. (b) Double filter for collimated light where absorption at ∆f = 0 has
been increased using the anti-holes of spectral holes outside the trace.

That a single hyperfine lifetime, τh, could not accurately describe the filter-decay
rate is attributed to circumstantial differences for ions in the lattice, which in turn
affect their individual lifetimes. Such differences could be an ion’s distance to its
nearest Tm3+ neighbour or its unique local host-crystal structure [100]. In ad-
dition to these measurements on the marked spot in Figure 4.9b, photon echo
spectroscopy was performed as well to study the homogeneous linewidth Γhom.

Photon echo spectroscopy

In short, photon echo spectroscopy works similar to the example of MRI given in
Chapter 1, but instead of a macroscopic magnetic dipole oscillation generating a
radio wave, it is instead a macroscopic electric dipole oscillation which generates
an optical field. A short optical π/2-pulse induces a coherent superposition of
the ground state and the excited states, generating many small oscillating dipoles.⁹
Initially, these dipoles are in phase, generating a macroscopic dipole oscillation
(i.e. the free induction decay). This signal quickly disappears however, as the am-
plitude of the macroscopic dipole rapidly becomes zero. This happens because the
individual dipoles – the sum of which yields the macroscopic one – are generated
by ions from different parts of the inhomogeneous line, and thus oscillate with
different frequencies, which in turn makes an individual dipole de-phase in rela-
tion to the others as time moves on. A π-pulse sent a time τ after the first, flips
the direction of this de-phasing by inverting the phase of the superposition states.
A time τ after this second pulse, the ions still in this coherent superposition again

⁹ In the case of MRI, the ground state of hydrogen is split into two states by an external magnetic
field, where the lower state is slightly more populated. A radio-wave π/2-pulse into this ensemble of
protons generates two π-phase-shifted superposition states – one from the protons in the upper state
and one from the protons in the lower state. Due to the population imbalance, the amplitude of
the sum of these two states is larger than zero, thus a radio wave is emitted as the total state evolves.
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come in phase. This leads to an “echo” being emitted a time 2τ after the first
pulse, as the individual dipoles are again in phase. The strength of this echo as
a function τ can be used to measure coherence lifetime, τ2, of the excited state.
More in depth discussions of photon echo spectroscopy can be found in [93, 101].

Using this technique and (4.1), the homogeneous linewidth at the marked position
in Figure 4.9b was estimated to Γhom ≈ 10 kHz and the excited-state lifetime was
concluded to be similar to the 160 μs measured in congruent Tm3+:LiNbO3 [97].

UOT filter in Tm3+:LiNbO3

The filter generated at this position is used in the measurements in Section 6.3,
where the filter properties in Figure 4.10a2 were measured for diffuse light. The
increased attenuation at 6 MHz in Figure 4.10a2 (compared to Fig. 4.10a1) is
attributed to the optical pumping in Figure 4.10a2 being performed orthogonally
to the filtered light propagation and the lack of complete overlap between the
filtered and pumping fields inside the crystal.

Using the filter’s anti-hole to increase the carrier absorption (as in Fig. 4.10a) re-
quires a low probability of direct de-excitation to the opposite nuclear spin state.
Otherwise, ions excited by the carrier produce radiation with the same frequency
as the tagged light when they de-excite, creating a “false signal”. This can be
avoided by using another magnetic field strength in which the anti-hole is placed
away from the carrier. This leaves the filter with less carrier suppression. This
loss in suppression can then be addressed by pumping an additional spectral hole,
which produces an anti-hole at the carrier frequency. This additional absorption
can be increased again by pumping two spectral holes at a higher and lower fre-
quency to produce anti-holes at the carrier frequency. Such a filter can be seen in
Figure 4.10b, where – in addition to the two stacked anti-holes at ∆f = 0 – two
spectral holes have been prepared for filtering both first order sidebands generated
from a fUS = 6 MHz ultrasound. This filter is otherwise created at the same
position on the inhomogeneous profile as Figure 4.10a, but with a 19 mT field.

A drawback of using a filter such as that in Figure 4.10b is that it takes longer to
create than a filter such as the one in Figure 4.10a, which in turn means a slower
image-acquisition rate. To put this into context, the filter in Figure 4.10a took
∼100 ms to prepare while the filter in Figure 4.10b took four times longer, but
only allowed for twice the signal to be detected (disregarding any false signals). If
the filter can only be used for ∼300 ms due to decay of the hyperfine states, this
additional filter-creation time seriously reduces the image-acquisition speed.
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Figure 4.11: (a) Transmission of the carrier when either matching the antihole to carrier (full blue) or not (dashed
red). The smaller axis in (a) is a zoom at the start of the trace. (b) The normalised fluorescence
spectra, unfiltered (full blue) or after an interference filter (dashed red). The spectral resolution of the
spectrometer used was <0.3 nm.

There is thus a trade-off to take into account for a single-hole filter: place the anti-
hole off the carrier frequency, yielding less attenuation (i.e. more noise), or place
the anti-hole at the carrier, risking a false signal (i.e. more noise). The preferable
option is effectively determined by the probability of direct de-excitation from the
excited state to the opposite nuclear spin state. As the difference in attenuation for
the carrier is 15 dB when placing the anti-hole on/off the carrier, the additional
noise in the two cases is roughly equal for such a probability of 3%. A lower
probability means that placing the anti-hole on the carrier is preferable, a higher
indicates that placing it off the carrier is preferable.

Fluorescence analysis of Tm3+:LiNbO3

To investigate this trade-off, the filter in Figure 4.10a2 was studied using a 20 μs
square optical pulse with a frequency of ∆f = 0. This pulse acted as a synthetic
carrier in the imaging experiment discussed in Section 6.3.

The result of “carrier light” hitting the filter is seen in Figure 4.11a. The decay in
the trace is attributed to false-signal fluorescence from the excited 3H4 state to the
other nuclear spin ground state. However, the fluorescence may also be from the
excited state to a higher lying 3H6 crystal field Stark level. As these higher Stark
levels are not populated, the fluorescence at this transition is not absorbed by the
crystal but is close enough in wavelength to be detected within the used detector
wavelength bandwidth.¹⁰

An examination of the two traces in Figure 4.11a, reveals that the fluorescence tails
are almost identical, while direct transmission is considerably higher when placing

¹⁰ 350-850 nm, GaAs photomultiplier tube.
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the anti-hole off the carrier. This indicates that the fluorescence is predominantly
to a higher-lying Stark level and that de-excitation probability favours placing the
anti-hole on the carrier frequency, as in Figure 4.10.

Figure 4.11b shows the fluorescence spectrum of the used Tm3+:LiNbO3 at 3 K,
captured in a direction orthogonal to the excitation light. The first peak located at
794.2 nm is direct fluorescence or scattering, while the second peak shifted 0.5 nm
is attributed to fluorescence to a Stark level. This agrees with [97], which found
the first Stark level in congruent Tm3+:LiNbO3 8 cm−1 above the ground state.
The third peak, roughly 1 nm from the first peak, is attributed to absorption of
the second peak in other ions at other crystal sites (i.e. other positions in the
inhomogeneous line; see Fig. 4.9) and subsequent re-emission to the close Stark
level. The wider peak at ∼804 nm is attributed to another Stark level.

The fluorescence in Figure 4.11a is mainly attributed to the third peak in Fi-
gure 4.11b as the two previous should be largely absorbed in the inhomogeneous
profile.¹¹ This fluorescence can be filtered using an interference bandpass fil-
ter [102]. However, the central-transmission wavelength λT of such filters is de-
pendent on the angle of incidence θ of the light, as

λT =
λ0

n

√
n2 − sin2(θ) (4.7)

where λ0 is the normal-incidence central-transmission wavelength of the filter and
n is the refractive index of the spacer layer of the filter [102]. As the light that is to
be filtered is diffuse, it will have a distribution of normal incidences. This means
that even using an infinitely sharp interference filter, it is not possible to com-
pletely separate the first peak in Figure 4.11b from the fluorescence peaks. As seen
in the filtered spectra in Figure 4.11b, the last peak may however be eliminated
completely. This was accomplished using an interference filter with a peak trans-
mission of 57%, λT = 795.6 nm, and a transmission full-width at half-max of
10.1 nm.

¹¹ The first two peaks are visible in Figure 4.11 due to the orthogonal excitation, thus any fluo-
rescence does not need to traverse the entire crystal absorption.
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Chapter 5

Comparison of methods for
detecting diffuse frequency-shifted
light

The use of spectral-hole filtering (SHF) is far from being the only method for
separating the carrier from the tagged components in the detected light, and a
myriad of methods has been investigated and used since the birth of UOT research
30 years ago [103]. These methods can generally be divided into two categories:
spectral and temporal.

One example of a spectral method is SHF. This is defined as applying frequency
selection in frequency space by some optical component and then detecting the
unfiltered light. This frequency selection can be absorptive, as in SHF, or in-
volve the selection of optical modes (e.g. using optical cavities). One of the first
demonstrations of UOT involved an example of the latter, with the frequency-
shifted light matched to a Fabry-Perot cavity [42]. However, as the light emitted
from tissue occupies many spatial light modes, very little light will couple to the
cavity (they have low etendue) and thus the detected power of the tagged light will
be low. This is to a large extent solved in SHF, as the frequency selection of a
spectral hole is independent of the optical spatial modes. Instead, the only spatial
light mode selection in SHF is that of the optics and the crystal itself – where both
can be designed to have large etendue.

Temporal methods base the tagged-light measurement on an examination of a beat
frequency of the light intensity due to the mixing of two optical frequencies. The
simplest case is just to examine the field on a single-element photodetector, where
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the intensity Idet is

Idet ≈ IC + IT + 2
√

ICIT cos(2πfUSt+ ∆ω) (5.1)

where IC and IT are the intensities of the carrier and tagged light, and ∆ω is
the relative phase of the tagged light to the carrier. The strength of the intensity
modulation at the frequency fUS is thus proportional to

√
IT. The approximation

in (5.1) holds for fC ≫ fUS and the equation further requires that the phase ∆ω
is constant. As the tissue moves, however, the second criteria is challenged in
a process called “speckle decorrelation”, where movement of tissue causes ∆ω to
change. This leads to a fundamental limitation in temporal methods, which need
to acquire their signal in the short time before speckle decorrelation kicks in, which
is ∼100 μs for light propagation through only a few mm in vivo [104]. This is
technically not very limiting, as the ultrasound has gone through the tissue many
times over in this time-frame. It does, however, limit how averaging is performed,
as each signal must be acquired individually.

To reach their full potential, temporal methods also require that multiple detectors
are used where the area per detector is minimised. This can be seen by examining
(5.1) again, but with the replacements IC → MIC, IT → MIT where M is
now the number of speckles (i.e. the regions where the emitted light is spatially
coherent) on the detector and where IC and IT denote the average intensity of the
carrier and tagged light in a speckle (i.e. the temporal analogue to Ispeckle, which
was introduced in Sect. 3.3.2). As the shot noise is proportional to the square
root of the total signal on the detector, increasing the number of speckles on the
detector yields no increase in signal-to-noise ratio (SNR), as both signal and noise
(in the shot-noise regime) scales with

√
M. Reducing the size of each detector

below the speckle size generally does not yield any benefit, as measurements on
the same speckle are completely correlated; thus, this does not improve the SNR.

In simple terms, spectral methods are mainly limited by etendue, as light must
be guided through the spectral element. On the other hand, temporal methods
are mainly limited by speckle decorrelation, as detectors can be placed directly
on the tissue. In reality, there is a mix of the two limitations for any technique.
Quantitatively, different methods can be compared in terms of their respective
achievable contrast-to-noise ratios (CNR). This was the aim in Paper IV, where
three temporal methods are discussed and compared to SHF.

We define the CNR as the difference in tagged signal IT between tissue voxels A
and B, divided by total noise Inoise:

CNR =
|IT,A − IT,B|

Inoise
. (5.2)
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For SHF detection of both first-order sidebands, the signal in the number of de-
tected photons is Sηdet(2NT + TCNC), where S is the area from which light
is collected at the tissue and ηdet the detection efficiency. NT and NC are the
numbers of tagged first sideband and carrier photons per unit area at the collec-
tion point. As SHF can be realised with low noise detectors that may operate in
the single photon regime, shot noise may be assumed (i.e. that the noise is the
square root of the average signal¹). This yields the CNR for spectral-hole filtering
as follows:

CNRSHF =
√

2Sηdet
|NT,A −NT,B|√

NT,A +NT,B + TCNC
. (5.3)

For quantitative comparison, numbers must be assigned to the variables ηdet and
TC (NC and NT are discussed in Sect. 5.2). Here, ηdet = 7% is assumed from
a 15% detector quantum efficiency² and a numerical aperture NA = 0.71 of the
optics (yielding a NA2 = 50% collection efficiency). The transmission for the
carrier TC is set to either −30 or -80 dB.

What follows is a description of the three other prevalent methods that were com-
pared to SHF in Paper IV and their respective expressions for the CNR. As men-
tioned in Paper IV, other detection methods exists, where one particularly promis-
ing method not discussed here being laser feedback detection [105].

5.1 Overview of the methods that were compared to SHF
in Paper IV

5.1.1 Single-shot and digital off-axis holography

In off-axis holography [106], the emitted light field exiting the tissue, which con-
tains tagged light, is polarised and overlapped with a planar reference field, prop-
agating at an angle with the frequency fC + nfUS, n ∈ Z. The resulting spatial
interference pattern is captured on a camera with a sufficient integration time that
the beating term between the carrier light and the reference field is averaged out.
The method can thus be used to measure either the carrier or an arbitrary side-
band intensity by selecting the corresponding optical frequency of the reference
field. The capture of the interference pattern can in turn be done in a “single-shot”
regime (i.e. the integration time is one to a few ultrasound periods) and thus the

¹ Assuming that NC is equal when probing voxels A and B.
² The efficiency of an average photomultiplier tube.
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method is not sensitive to speckle decorrelation. The captured interference pat-
tern is then subject to a digital two-dimensional Fourier transform, after which
the strength of the carrier can be discerned by examining the spectral intensity at
the spatial frequency that corresponds to the spatial frequency of the expected in-
terference pattern. To adequately resolve the spatial frequency of the interference
pattern, more than one camera pixel is assigned to each speckle, where the signal
is maximised when a speckle on the detector is n = 4 pixels wide [106]. If the
angle of the interference pattern is unknown, n = 16 pixels must thus be assigned
to each speckle. Based on the SNR presented in [106] for a camera with Npx

pixels, the following expression for the off-axis holography CNR was presented in
Paper IV:

CNRHOL =
√
Npx

ηdet|NT,A −NT,B|/n√
4ηdet(NT,A +NT,B)/n+ 2

. (5.4)

Compared to that in (5.3), the signal in (5.4) is the average photons per speckle
N T. The detection efficiency was estimated to ηdet = 30% from a pixel quantum
efficiency of 60% and a 50% loss in power due to the polariser. As the number of
photons per speckle is preserved, the NA does not affect ηdet. The two variations
of the setup used in the comparison for this detection method used either a 1 MPx
camera or a 50 MPx camera.

5.1.2 Photorefractive crystal detection

Instead of mixing two fields and capturing the interference pattern with a camera,
it is possible to mix the emitted field and a plane reference field in a photorefrac-
tive material. An interference pattern is formed inside the photorefractive material,
which results in the formation of a grating in the index of the refraction of the ma-
terial due to the photorefractive effect. Part of the reference field will diffract off
this grating in the direction of the emitted field, with an efficiency of ηpr, repli-
cating the emitted fields wavefront. The signal is then integrated by the detector,
removing any beating terms. From here, there are many schemes for deducing the
tagged-light intensity by measuring either the tagged sidebands [31, 107, 108] or
the untagged carrier [33, 109, 110].

As an example of the former case [108], the frequency of the reference field is set
as fC + fUS and the interference pattern replicates the tagged wavefront. Flipping
the phase of the ultrasound by π will also flip the phase of the optical field by π.
However the diffracted field “remembers” the previous phase, due to the limited
response time of the photo-refractive material and thus the tagged field, and the
diffracted field will now destructively interfere on the detector. The difference
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in intensity between constructive and destructive interference on the detector is
then ∆I ≃ 4ηprIt. This method requires continuous ultrasound to keep the grat-
ing active and to continually frequency shift light in the tissue. The continuous
ultrasound might seem to be a drawback, but any apparent loss in resolution is
circumvented to great success and good image-acquisition speeds by measuring
the UOT signal using plane waves at different angular frequencies, with spatial
information collected via spatial Fourier transform [64, 111].

The detection of the tagged light by measurement of the carrier works slightly dif-
ferently, and in the scheme chosen for the comparison in Paper IV, pulsed ultra-
sound can be used. The photorefractive grating is now constructed in the absence
of an ultrasound pulse. As an ultrasound pulse then travels through the medium,
the energy conservation in the tagging process means that the only difference in
the intensity on the detector is the difference in the interference term between
the diffracted field and the emitted field. This yields the intensity difference of
∆I ≃ 2ηprIT [108].

While the signal is theoretically higher when detecting the sideband, the scheme
using the carrier measurement was chosen for the comparison because it was more
flexible to pulsed ultrasound (which was used in the simulated case study) and
because experimental implementations of the two techniques have yielded simi-
lar SNRs (i.e. they seem experimentally equivalent). Thus, the following CNR
expression for this photorefractive method was presented in Paper IV:

CNRPR =
√

2Sηdet
ηpr|NT,A −NT,B|√

NC(1 + ηpr)2
. (5.5)

This method depends on having large crystals with high ηpr, but there is an issue
with sourcing materials for which the photorefractive grating can be generated in
the time that the emitted field is spatially coherent (i.e. within the tissue correla-
tion time³). The to the author known fastest crystals are reported to have response
times of a few ms [31, 112], which makes them ill-suited for in vivo applications.
For the comparison, it was assumed that this issue had been solved and a crystal
with a fast response time – either ηpr = 10% with ηpr = 35% – had been sourced
of sufficient size to accommodate for all the collected light. ηdet = 40% was esti-
mated from an 80% detector quantum efficiency⁴ and with an NA = 0.71 of the
optics.

³ A response time that is too fast (i.e. <10 μs) is also unwanted as the “memory” of the diffracted
wavefront would be too short.

⁴ For example, a large photo diode.
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5.1.3 Speckle contrast

As indicated by (5.1), each speckle in the speckle pattern will “blink” with the
frequency of the ultrasound. Imaging this speckle pattern and integrating it for
some time will thus produce an image of a speckle pattern that is either “smoothed”
or “blurred” when compared to a speckle pattern with no blinking speckles. The
contrast (i.e. the magnitude of the blurring) can thus be used to determine the
intensity of the tagged light [113–116]. This contrast measures the tagging of light
into all sidebands simultaneously. Truncating it to the first-order sidebands, the
contrast C can be written as [117]:

C = 1 − 2NT

NC
. (5.6)

Equation (5.6) is the contrast in the ideal case (i.e. where the speckle pattern is
fully developed and each speckle is uncorrelated). From this, the CNR can be
written as

CNRSC =
√

2Npx
|NT,A −NT,B|

NC
. (5.7)

where the noise of the contrast is estimated by assuming a normal distribution
for C, with the standard deviation estimated to

√
1/Npx, using the algorithm

in [118]. This noise estimation only accounts for the stochastic variation in each
pixel and not for any noise associated with CCD or CMOS cameras that become
relevant for the low signal and fast readout rate required by rapid UOT imaging.
As such, (5.7) should be seen as the upper limit of what is achievable for the
speckle contrast. This is supported by the generally lower contrasts reported in the
experiments.

As shown by (5.7), any detection efficiency in the CNR exists in both the numer-
ator and denominator and is thus cancelled out. The only equipment dependent
variable for speckle contrast is thus Npx, which – as in digital holography – was set
to either 1 or 50 MPx.

5.2 Quantitative contrast-to-noise comparison of detection
schemes

Using the expressions for the CNR of the four methods, a numerical comparison of
the three methods was made. The fraction of tagged and carrier photons that were
collected from an area S = 1 cm2 was calculated using the SMC model described
in Chapter 3 for the geometry depicted in Figure 5.1. Assuming that 900 voxels
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Figure 5.1: Simulation domain for calculating tagged signals when probing regions A and B, where the latter had a
larger absorption than the background. (a) The domain shown in the plane of the light input and output
locations. (b) The domain shown in the image plane (which is orthogonal to the plane in a) with the
ultrasound pulse probing region A. (c) The domain shown in the image plane with the ultrasound pulse
probing the absorbing region B. Reprinted with permission from Paper IV ©2022 Optica Publishing
Group.

are probed per second, the total input signal allocated per voxel per second was
∼1015 photons. This number was derived from the medical maximum of 300 mW
allowed for the 1 cm2 optical input area and 800 nm wavelength [5]. The speckle
diameter used to determine the average photons per speckle was 600 nm, which
is determined by both the the wavelength and NA = 0.71 [119]. The reduced
scattering coefficient used was 5 cm−1 based on average parameters for muscle
tissue from [6, 120], and g = 0.9 was used [6]. The background absorption was
set to μa = 0.2 cm−1. The region A was set to a 3× 3× 3 mm3, with a different
absorption than the background. Region B was set 5 mm from region A at the
same depth. In the case of homogeneous absorption, the optical fluence in regions
A and B would be identical due to the symmetry.

Based on the simulated tagged and carrier strengths, the CNR could be calcu-
lated for different depths and detection schemes. The results of this are seen in
Figure 5.2a, while the depth at which the CNR = 1 is for the different schemes
is seen in Figure 5.2b.

Starting with the obvious conclusion from Figure 5.2, SHF strongly outperforms
the other techniques, with Figure 5.2b showing that SHF can be used to image at
twice the depth of the others. At low depths, the -30 dB and -80 dB filters yield
the same CNR, as the noise is dominated by the tagged photons. At the 2 cm
depth, the two traces diverge, as the untagged noise becomes significant for the
-30 dB filter. The -80 dB filter continues along the beneficial noise scaling, where
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Figure 5.2: (a) CNR as a function of depth for an inclusion with μa = 0.4 cm−1 and background μa = 0.2 cm−1.
(b) The imaging depths at which CNR = 1. I is the SHF method using a TC = 10−3 or TC = 10−8.
II is photorefractive detection using a grating efficiency ηpr = 0.1 and ηpr = 0.35. III is the digital
holography method, with a Npx = 1 Mpx or Npx = 50 Mpx camera. IV is the speckle contrast method
using a Npx = 1 Mpx or Npx = 50 Mpx camera. CNR = 1 indicates the point at which the two
regions cannot be differentiated. Adapted with permission from Paper IV © Optica Publishing Group.

the imaging depth is ultimately limited by a lack of detected tagged photons.

The clear underperformer is the speckle contrast method. As the setup is similar
– in terms of equipment requirements – to digital holography, the findings sug-
gest that the digital holography method is almost always preferable to the speckle
contrast method. The comparison between the two holography methods is more
nuanced, however. Although the photorefractive method is slightly superior ac-
cording to the results presented here, the inclusion of noise terms – that in the
present analysis are neglected – may shift the CNR of photorefractive method
down to the point that off-axis holography becomes superior. As argued in Pa-
per IV however, these noise terms (e.g. crystal defects which scatter light and
beam fanning [121, 122]) may still in the best case scenario be dominated by the
shot noise.

5.3 Qualitative comparison of detection schemes

As shown by the quantitative comparison in the previous section, SHF is supe-
rior to any of the discussed techniques in both the current and the here conceived
future setups. While SHF yields the best CNR in this limited comparison, the
method has other pros and cons which may make it more or less attractive than
the other filtering techniques. Table 5.1 provides an overview of some of the softer
traits of the different techniques. These traits, while to some degree subjective in
their evaluation, are as important for the comparison of the techniques as the re-
sults in Section 5.2. The first trait in Table 5.1 is the geometry of the setup’s effect
on the achievable CNR. While a general-use UOT device would follow a “reflec-
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tion geometry” such as the one in Figure 5.1, “transmission geometries” – where
the light input and output are on opposite sides of the tissue – could be used in
some medical applications such as breast imaging. In the reflection geometry, the
number of carrier photons would remain largely unchanged for imaging different
depths, as the majority of the detected light flows close to the surface. In the trans-
mission setup, however, the losses for the carrier and the tagged light both scale
with the thickness of the tissue being imaged. Thus, as only the CNR of off-axis
holography (5.4) is independent of NC, only this detection method is indepen-
dent of the geometry (in respect of noise from the carrier). The other techniques
instead favour transmission geometries, as NC is smaller here in relation to NT.

Another important trait to consider is the complexity and cost of the equipment.
Here, SHF stands out, as it requires both cryostats and laser sources with prac-
tically no frequency drift.⁵ These are considerable upfront costs, which limit the
accessibility of SHF for many research groups. Conversely, the other methods
require simpler light sources that are narrow to the extent that the tagged and car-
rier light are spectrally separable and that the laser does not drift over the period
of a single measurement. The equipment which replaces SHF’s cryostats and crys-
tals in the other techniques (i.e. cameras and the photorefractive materials) are
comparatively much cheaper as well.

As illustrated by Figure 4.7, SHF is also very limited in available operational wave-
lengths. SHF is joined here by the photorefractive method, however, as the pho-
torefractive materials can be wavelength-selective. This must be compared to the
wavelength independence of the cameras for the other techniques. However. SHF
is the only one of the discussed techniques that is insensitive to speckle decorre-
lation. For the camera techniques, this should theoretically not be a major issue,
as the signal acquisition is performed quickly. However, this is not the case for
the photorefractive method, where speckle decorrelation in relation to the material
response time is the largest issue. It is worth pointing out that speckle decorre-
lation has, to the author’s knowledge, only been investigated in vivo at depths of
a few millimetres [104]. The impact of speckle decorrelation at depths of several
centimetres may thus be an unknown factor.

Finally, in relation to scaling up the amount of captured signal, SHF and the
photorefractive method provide more straightforward paths. Here, one needs to
increase the size of the collection optics and the size of the crystals (rare-earth-
ion-doped and photorefractive crystals alike). This requires more power in the
pumping of both techniques, as larger crystals mean more ions to pump and larger
refractive index gratings. Scaling up the detection area also requires a larger single-

⁵ In SHF, if the laser drifts, the hole will become wider and less deep, yielding a higher carrier
leakage while simultaneously giving less signal.

69



element detector for these techniques. Increasing the detected area (or etendue) of
the camera techniques requires the same increase in size in the collection optics (if
any are used), and a higher pixel count camera is also required. This then increases
the amount of data generated per signal acquisition. This puts additional strain
on the data analysis, which scales with Npx for the speckle contrast method, and
Npx ln (Npx) for the digital holography method.⁶

⁶ Assuming that two-dimensional fast Fourier transform is used.
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Chapter 6

Ultrasound optical tomography
using spectral-hole burning filters

Tomography: a method of producing a three-dimensional image
of the internal structures of a solid object by the
observation and recording of the differences in the effects
on the passage of waves of energy impinging on those
structures.

— Merriam-Webster Dictionary

With the spectral-hole filtration method in place, it is now possible to discuss the
details of how one acquires an actual UOT image. As outlined in Section 2.4,
image acquisition entails gathering the sideband intensity generated in an image
plane, defined by the ultrasound propagation paths inside the tissue. The depth
of the image point is determined by the deterministic propagation speed of the
ultrasound. As an ultrasound propagates at ∼1.5 mm/μs, the depth of the im-
age point may simply be determined by measuring the time difference between
the image-point acquisition and the emission of the ultrasound pulses. For lat-
eral resolution, the ultrasound source itself must somehow be manipulated. For a
single-element transducer, this is achieved by mechanical movement of the trans-
ducer head [34, 106], while for a linear array transducer, the lateral resolution
can be achieved from parallel lines of ultrasound pulses, as in [114]. In the case
of a phased array transducer, the ultrasound pulse can be steered in an arbitrary
direction.
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Section 6.1 discusses the experimental setup and results in Papers I–III, where
a medical ultrasound machine was used in its pulsed Doppler mode. This gen-
erated the equivalent of a single-element ultrasound, which was used to capture
UOT signals in homogeneous media. In Section 6.2, the experimental details of
Paper V are discussed, where the same ultrasound machine was used but with
a linear array transducer. This yielded lateral resolution and enabled imaging in
a two-dimensional plane of simple but heterogeneous media. In Section 6.3, the
most recent experiments are presented, demonstrating UOT using SHF at a tissue-
appropriate wavelength and with a transportable setup. In the experiment, a re-
search ultrasound machine with a linear array transducer was used to perform
UOT imaging on breast tissue, phantoms with phantom breast-tumour mimick-
ing inclusions.

6.1 UOT signal strength in homogeneous media

In Papers I–III, the framework for performing a UOT measurement was studied,
using the Pr3+:Y2 Si O5 filter in Section 4.3.1. The aim of the first experiment to
be discussed, presented in Paper I, was to both verify the calculations in [36] and
explore the technical limitations of the absolute signal strength achievable in UOT.

6.1.1 Experimental setup

The setup for these experiments can be seen in Figure 6.1a. The laser system
was a Coherent CR-699 dye laser, operating with rhodamine 6G at 606 nm.
The laser was locked to an ultra-low-expansion reference cavity using the Pound-
Drever-Hall technique [123], achieving an optical linewidth of a few Hz. The
Pr3+:Y2 Si O5 crystal was kept at the 2.17 K (the lambda point of helium) in a
helium bath cryostat.¹ The same laser was used to create the filter and probe the
tissue, and the optical path for each task was switched using a mechanised flip
mirror with a 0.4 s switching time.

Double-pass acousto-optic modulator (AOM)

Light pulses were generated from the continuous wave laser source using an acou-
sto-optic modulator (AOM) setup in a double-pass configuration. An AOM, or
Bragg cell, is a small transparent crystal attached to a small piezoelectric transmit-
ter. Aligning an optical beam through this crystal and driving the transmitter with

¹ Oxford Instruments Spectromag.
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Figure 6.1: Illustration of the setups for the (a) acoustic field strength and (b) tagging efficiency measurements used
in Papers I–III. i: motorised translation stage, ii: hydrophone probe iii: ultrasound (US) transducer. The
US field was measured in the plane of the US focus (fixed y position). iv: Beam-path selector for filter
creation or probing, v: Intralipid phantom with US, vi: waveguide and spectral-hole filter, vii: PMT
detector with shutter.Reprinted with permission from Paper I © Optica Publishing Group.

an RF frequency,² fAOM, generates a sound wave, which in turn – via the acousto-
optic effect – generates a travelling index of refraction inside the crystal. The in-
cident beam diffracts from the grating in a new direction and is frequency shifted
by the frequency of the sound wave (i.e. fdiffracted = fincomming + fAOM) [124].
By changing fAOM and the driving RF power, an AOM may thus be used as both
an intensity modulator and a frequency shifting element, a device allowing us to
first generate a filter and then probe the tissue with light shifted in frequency by
fUS.

An issue with using only a single pass through an AOM is that the diffracted angle
of the beam is dependent on fAOM, which causes problems if one wishes to couple
different frequencies of light into the same optical fibre, for example. This can be
solved with the double-pass configuration, where – in short – the diffracted beam
is mirrored back onto the AOM and, aligned correctly, the twice-diffracted beam
has no angle-dependence on fAOM [37, 125]. A double-pass AOM thus allows
for arbitrary frequency shifting within twice the working range of the AOM (i.e.
fdiffracted = fincomming + 2fAOM), while simultaneously allowing for arbitrary
intensity-modulation via modulation of the sound wave amplitude in the AOM
crystal. In our experimental setup, this ultrasound wave is produced by an arbitrary
waveform generator (AWG), a typically networked device that can be programmed
to create the many sequences of pulses required to generate the spectral holes for
SHF and probe the tissue. The AWG can also be used to generate the TTL pulses
used to control the position of the flip mirror.

² Typically 50-200 MHz.
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Table 6.1: Parameters for the setup used in the experiments and for an improved setup. Reprinted with permission
from Paper I ©2019 Optica Publishing Group.

Parameter Symbol Experiment Improved

Reduced scattering coefficient μ′s 6.1 cm−1 -
Absorption coefficient μa 0.008 cm−1 -
Photons per input pulse Nin 8.1 × 1010 2.5 × 1013

Laser probe FWHM τ 1.0 μs 1.0 μs
Probe repetition rate - 1.25 kHz 25 kHz
Light guide coupling efficiency ηLG 20% 20%
Light guide aperture area ALG 0.79 cm2 0.79 cm2

Transmission from light guide output to PMT Toptics 0.05% 20%
Slow light filter transmission TF 60% 100%
Detector quantum efficiency QEdet 1.7% 15%
Tagging factor (+1st order sideband) κ 0.026 cm2 0.026 cm2

Number of sidebands used Nside 1 2
Total setup efficiency ηtot 10−6 0.6%

Experimental sequence and beam paths

With the flip mirror set to the probe path, the light illuminates a tissue-mimicking
phantom, from which light is collected using a liquid-core light guide.³ The phan-
toms were 7 × 7 × L cm3, where L is the thickness of the phantom along the
z-direction (L was varied during the experiments). This light is guided to the
cryostat housing the Pr3+:Y2 Si O5 filter, which hits the detector after filtration.
The detector was a photomultiplier tube (PMT).⁴ Its quantum efficiency was in
turn measured using a heavily attenuated HeNe laser and a power meter. While
optically pumping the filter, the detector was closed using a shutter.⁵

In the filter-creation path, light illuminates the crystal counter-propagating the
probe path. The setup required a beam splitter to allow for both detector and
burn-path input on the same side of the cryostat. For this a 50:50 beam splitter
was chosen. For the filter preparation, the filter centre frequency (see Fig. 4.3) was
set to the tagged-light frequencies: fpump = fC+fUS (for measuring the first-order
tagged light), fpump = fC + 2fUS (for measuring the second-order tagged light),
or the carrier frequency fpump = fC (for measuring the untagged light), where fC
is again the carrier frequency used when performing the UOT measurement.

The generated filter was the same as the one discussed in Section 4.3.1 and had a
TF = 60% and, when measuring tagged light, a TC ≈ −32 dB for diffuse light.

³ Rofin Australia Pty Ltd, 0.59 numerical aperture and 1 cm diameter.
⁴ Hamamatsu, R943-02, 10 × 10 mm2 photocathode effective area.
⁵ Vincent Uniblitz VS14.
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The ultrasound source was the Phillips Epic-7 system, with the X5-1 phased array
transducer used in Paper I and both the X5-1 and L12-3 linear array transducers
used in Papers II–III. The ultrasound pulses generated by these transducers were
measured using a needle hydrophone in a water tank, depicted in Figure 6.1. The
pulses were measured in a plane 3.5 cm from the surface of the transducer. The
phantoms were created using a recipe based on [126], with Intralipid 20%, water,
and agar. The phantoms’ optical properties were measured using time-of-flight
spectroscopy [21] to μ′s = 6.1 cm−1 and μa = 0.008cm−1. As the phantoms were
more than 95% water and the acoustic velocity in the phantom was approximately
that of water, the difference in the other acoustic properties was assumed to be
negligible. The ultrasound pulse in the centre of the phantom in Figure 6.1a could
thus be assumed to be identical to that measured in Figure 6.1b.

With the flip mirror set to the probe arm, a 1 μs full-width at half-max Gaussian
light pulse with peak intensity of ∼25 mW was synchronised to illuminate the
phantom tissue when the ultrasound pulse had reached the centre of the tissue
phantom. The timing of the optical pulse to the ultrasound position was set by
delaying the ultrasound pulse TTL marker output before sending it to trigger the
AWG, which generated the optical pulse. This delay was implemented using a
digital delay box,⁶ allowing the timing to be changed quickly and without having
to reprogramme the AWG sequence each time.

Finally, all loss terms in the UOT setup were identified and quantitatively mea-
sured. These loss terms are shown in Table 6.1.

6.1.2 Absolute signal comparison (Paper I)

The experimental measurements were compared to a quantitative analytic model,
based on the diffusion approximation detailed in Paper I, Appendix C. As shown
by the parameters in Table 6.1, this model predicted the number of detected carrier
photons, NC, and tagged photons, NT:

NC,T = NinNsideηLGTopticsTFTC,T (6.1)

where the carrier TC and sideband TT transmissions are the model-predicted ratios
of the carrier or sideband light hitting the light guide over the input power, thus
TC and TT are proportional to the light guide area ALG. Using the light-diffusion
approximation, TC and TT were calculated using the fluxes JoutC,T at the light
guide, calculated using Fick’s law (2.6) from the optical fluences ΦC,T(r) inside

⁶ Stanford Research Systems, Inc. Model DG535.
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Figure 6.2: Positions of sources and drains in the slab diffusion model. Each source outside the medium was gen-
erated by inverse mirroring of the two sources inside the medium over the extrapolated boundaries.
Green denotes the carrier and blue the tagged. Reprinted with permission from Paper I © Optica Pub-
lishing Group.

the slab. These fluences were modelled analytically, using the point source solution
(2.11) and inversely mirroring (source ↔ drain) the original carrier and tagged-
light point sources over extrapolated boundaries. The offset of these extrapolated
boundaries from the real boundaries was equal to 2AD, where D is the diffusion
constant and A = 2.35 for an air-water boundary [127]. The field inside the
domain of interest (i.e. the slab) was then the sum of all the sources and drains
generated by the inverse mirroring, whose positions are depicted in Figure 6.2.
The original source for the carrier-light fluence ΦC was located at a depth of 1/μ′s
in the tissue (i.e. the depth where an isotropic source estimates a thin, collimated
beam hitting the surface of the medium). The original tagged-light fluence ΦT

source was located at the ultrasound pulse position at the centre of the phantom.
In contrast to the carrier source, the magnitude of the tagged-light source is not a
simulation constant but rather scales with κΦc(r = rUS): in effect, it is modelled
using the shortcut diffusion model (3.4), where κ is a parameter that defines the
ultrasound interaction. Thus, using the diffusion model, TT ∝ κ.

Figure 6.3a shows the experimental results and the results of this model together
with the predicted carrier and tagged-light signal. The model for the carrier is
entirely without fitting parameters, and the model for the tagged-light is fitted
using κ as the only free parameter. In addition to the diffusion-model fit to the
data presented in Paper I, Figure 6.3a also contains results for TC,T calculated
using the SMC model with the pulse in Figure 6.4. These traces are entirely first-
principle and do not require any fitting parameter κ for the tagged signal.

With the theory being very well-matched to the experimental results, we can start
to examine ways of finding and then improving the absolute limit of imaging with
UOT. The improvements estimated to be possible at the time of writing Paper I
are presented in Table 6.1. These parameters were used (with 6.1) to estimate
achievable signal levels when imaging through breast tissue (μ′s = 11 cm−1, μa =
0.05 cm−1) and muscle tissue (μ′s = 5 cm−1, μa = 0.2 cm−1), the result of which
can be seen in Figure 6.3b.
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Figure 6.3: (a) Measured tagged and carrier signals compared to the diffusion model and the SMC model. The
phantoms had μ′s = 6.1 cm−1 and μa = 0.008 cm−1. Signal values were obtained by averaging 1,000
probe pulses. The vertical and horizontal error bars represent two standard errors and our estimated
phantom thickness accuracy, respectively. The full lines correspond to the diffusion model and the
dashed to the SMC model. (b) The diffusion-model predicted number of tagged photons incident on
the detector per probe pulse for an optimised UOT transmission-mode setup probing muscle and breast
tissue. The ultrasound depth fromwhich tagged photons are generated is set to half the tissue thickness.
Adapted with permission from Paper I © Optica Publishing Group.

In the three years since the publication of Paper I, no evidence indicating that any
of the optimal experimental parameters are unrealisable have come forth, except
perhaps TF = 100%, which is very challenging to achieve in a strongly absorbing
crystal (αBL > 18 for a crystal length L). The estimation that Toptics = 20%
may actually be slightly pessimistic, as Toptics = 9.4% was achieved in the setup
in Section 6.3, and this was with a crystal area one quarter of what the optics
were designed for. Instead, ray-trace simulations for these optics together with the
correct crystal size predict that Toptics ≥ 50%.

6.1.3 Investigating UOT tagging efficiency (Paper II)

The acoustic setup in Figure 6.1 was used to measure ultrasound pulse shapes with
1.6 MHz and 3.5 MHz centre frequencies. These pulses were generated with the
X5-1 phased array transducer and the L12-3 linear array transducer, respectively.
The transducers were used to produce pulses with three and two different pulse
lengths. In Figure 6.4, one such pulse is depicted with its spectral components
displayed.

It was found that this pressure pulse and the others measured could be adequately
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Figure 6.4: Characterisation of the X5-1 4mm ultrasound pulse, propagating toward positive y. (a) The pulse in the
x = 0 plane, where the dashed lines correspond to the fitted envelope. (b) The frontal profile of the
pulse in the xz-plane, where the dashed line corresponds to where the pulse is evaluated in (a), (c) and
(d). (c) The projection of the pulse on the plane y = −7 mm. (d) is a top-down view of the pulse. (e)
The normalised Fourier transform of the pulse centreline with f1 = 1.6MHz. The peaks of this spectrum
correspond to the values a′n, from which an = a′n/

∑
a′n is calculated. (f) The a

′
n coefficients for different

peak pressures. Reprinted with permission from Paper II © Optica Publishing Group

modelled with the template

P1(r, t) = Γ(x−x0,Ct−y+y0, z−z0)
N∑

n=1

an sin [nK(Ct− y+ y0) + φn] (6.2)

where the pressure envelope Γ is defined as follows:
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(6.3)

In (6.2), K = 2πfUS/C is the wave number with C being the speed of sound. The
acoustic harmonies in the ultrasound pulses were truncated the to the first 5 (i.e.
N = 5). As

∑
an = 1 and φn ≡ π/2, Γ0 in (6.3) represents the peak pressure of

the pulse if the constraint
∑

Ri = 1 is added. The parameter Ri then represents
the relative size of the terms within the large square brackets in (6.3). These terms
represent a central lobe and “wings” in the x and y directions of the pulse, as seen in
Figure 6.4, which are most adequately described by the super Gaussian function.
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Figure 6.5: Tagged fractions as a function of peak pressure for the five investigated pulses. Full blue line is the
SMC-simulated tagged fraction from the fitted US pulses. The shaded areas arround each line depict
the standard errors of the means of the simulations. The red dots depict the mean values, and the bars
the standard deviations of the experimental measurements. Reprinted with permission from Paper II
© Optica Publishing Group

The sharpness of the falloff of the wings was set by fitting the even integers Nx
and Ny. The fitting parameters of all measured pulses can be found in Appendix B
of Paper II. With these fitted pulses, the SMC model could be validated and the
dependencies of κ investigated.

To compare the model to the data with minimal experimental impact, the tagged
fraction ηn of sideband n can be used. This quantity is defined as

ηn =
NT,n

Nref
(6.4)

where NT,n is the number of detected tagged photons in the n-th sideband and
Nref is a measurement of NC at P1 ≡ 0. The total tagging efficiency ηall of all
sidebands can similarly be defined as

ηall =
Nref −NC

Nref
(6.5)

where NC is again the detected carrier photons. This quantity is insensitive to
linear experimental losses, as these are applied equally to the nominator and de-
nominator. The carrier and tagged signals were measured for the five different
pulse shapes at different peak pressures in a 3.8 cm-thick phantom. From these
measurements, ηall, η1, and η2 were calculated, and the results – as published in
Paper II – are presented in Figure 6.5, together with the respective SMC-model-
predicted counterparts.
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Figure 6.5 shows that the tagged fraction of the sidebands are well predicted by the
SMC model, but the total tagged fraction is underrepresented by ηall. This dis-
crepancy has been the focus of much internal discussion, and the exact source has
not yet been verified. As the UOT Monte Carlo model has been validated in the
literature many times [38], the discrepancy is attributed to unidentified nonlinear
experimental parameters which are not cancelled out when calculating η. One
such possible parameter is a loss or saturation term that is ∼K for strong signals
(i.e. NC) and ∼0 for small signals (i.e. NT). Such a loss term can originate in a
reduced photocathode sensitivity at higher light-intensities for the PMT detector.
This effect was not calibrated for, as the measurement of the PMT quantum ef-
ficiency was performed at low signal levels. This loss term leads to an increase in
both ηn and ηall, though the change in ηn is negligible in comparison to the error
of the experimental results. Another possible cause of the discrepancy is the low
amount of absorption in the filter, which is saturated for high signals (i.e. NC)
but not low signals (i.e. NT). This would entail a partially nonlinear TF. As TF

in Table 6.1 was measured with high signals, this loss term should not affect the
carrier measurements. In the low signal regime, this absorption is not saturated,
which would lead – in the first approximation – to a linear loss of the signal, with
a proportionality constant Aunsat. These two nonlinear parameters transform the
terms in (6.4) and (6.5) to

Nref → Nref − K
NC → NC − K
NT → (1 −Aunsat)NT.

(6.6)

Compensating the data with fitted K and Aunsat yields the results shown in Fig-
ure 6.6 for a K equivalent of a 30% reduction in radiant sensitivity at high intensi-
ties and Aunsat ≈ 20%. Furthermore, these compensations applied to the data in
Figure 6.3 still fit the model, with the caveat that K must decrease with the signal
level and that κ becomes 20% larger. However, this discussion of the discrepancy
is only that: a discussion. Further experimental investigation is necessary before
any conclusions can be drawn.

6.1.4 Lessons from single point UOT measurements

The results presented in this section so far are the first ones acquired during the
underpinning thesis work, and some of the first ever captured in Lund. It may
therefore be an understatement to say that many experimental insights arose dur-
ing this time that was to be of real importance in future experimental work. One
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Figure 6.6: Tagged fractions as a function of peak pressure for the five investigated pulses, where the experimental
values have been adjusted for an hypothesised low signal level absorption of 20%, which is saturated
at high signals, and a 30% drop in photocathode sensitivity for high signal levels. Full blue line is the
SMC-simulated tagged fraction from the fitted US pulses. The shaded areas around each line depict
the standard errors of the means of the simulations. The red dots depict the mean values, and the bars
the standard deviations of the experimental measurements.

such insight concerns the use of specular-reflecting film on the input and output
surfaces of the phantom to increase boundary reflectivity. To accommodate for
the input and output of the light, a 1.6 mm diameter hole was cut for the beam
on the input side and a 1.2 cm diameter hole was cut for the light guide. Reflect-
ing films can, for instance, be found in LCD screens, where they are at the back
of the screen to increase the forward radiance of the generated light. The impact
of the films on UOT can be understood by returning to the diffusion model de-
picted in Figure 6.2, where the variable A ∝ (1 − R)−1 (R is the reflectivity of the
bound) sets the location of the extrapolated bound. Thus, as R → 1, all drains are
removed and only the original sources affect the signal, which has a positive effect
on the signal level.

The use of these films was not reported in Papers I–III, as their use in UOT was
included in a patent application, though all the experiments which produced the
data in Figure 6.3a were repeated using reflecting film on the output and input
surfaces. The impact of reflecting film on the signal is seen in Figure 6.7, where the
number of tagged photons without film⁷ is compared to the number of detected
photons with film. The net result is an increase in the average signal level by a
factor of 2.8. Furthermore, the film has an effect when placed on both the input
and output side, which can be understood by again examining the placement of
the extrapolated boundaries in Figure 6.2. In qualitative terms, placing reflecting
film on the input forces the carrier flux into the medium, allowing more light to

⁷ The same data shown in Figure 6.3a.
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Figure 6.7: The impact of reflecting film on a transmission measurement where blue is with film and red is without
film. (a) The tagged signal as recorded through a 6.8 cm thick phantom. (b) The number of photons as
a function of phantom thickness. (c) The Lund University logo (to the left) mirrored in a square piece of
reflecting film (to the right).

be tagged, while film on the output side prevents light exiting the medium except
into the light guide. As the inclusion of reflecting film was not intrusive to the
measurement and the impact was significant, reflecting films were used to boost
signal levels in all future experiments.

Another important lesson worth reiterating is that it was possible to determine,
with confidence, all experimental losses – making it in turn possible to predict
absolute signal levels with the presented models. The many loss terms recall the
saying, “many brooks make a strong river”, as improving the total signal level re-
quires many small, individual improvements. Many of the measured parameters
in Table 6.1 were also used for the signal level appreciation in Paper IV, and an
understanding of the losses was vital for performing the absolute signal reconstruc-
tion in Paper V.

6.2 Imaging of heterogeneous phantoms and
image-reconstruction, Paper V

After a single-point measurement had been acquired, the next natural experimental
step was full-image capture. As discussed at the start of this chapter, this required
the ultrasound pulse to have the ability to quickly perform lateral movements.
This was achieved using the same ultrasound machine (Phillips EPIC7) used in Pa-
pers I–III. With the help of Phillips engineer Jeff Powers, a specific UOT sequence
using the L12-3 transducer was programmed into the EPIC7. This sequence emits
ultrasound pulses at 6 MHz in 30 equidistant and parallel lines, where the pulses
were designed to be as “narrow” as possible to achieve good lateral resolution. This
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Figure 6.8: Two of the phantoms created for imaging. (a) The moment before the inclusion was covered by another
layer of phantom material. (b) A finished phantom is viewed from the side, and the end of the including
rod can be seen as well.

pulse was again characterised using the setup in Figure 6.1b) and the pulse could
be fitted using (6.2) and (6.3), with the fitting parameters given in Appendix A of
Paper V.

Heterogeneous tissue phantom creation

The ultrasound source, once characterised, was used to image heterogeneously
absorbing phantoms. These phantoms were made following the same recipe as
in Papers I–III [126] but were created in two stages. First, a mould with side
dimensions 9.5×9.5 cm2 was used to cast the bottom half of the phantom. After
this layer had solidified, a previously prepared rod of the inclusion material was
placed on top of it. To create a contrast in the image, the phantom material of
this rod contained some concentration of Indian ink, which is strongly absorbing
but weakly scattering [128]. A second layer of phantom material was then cast in
the mould, covering the inclusion rod. This procedure allowed for the creation of
phantoms with heterogeneous inclusions at various depths. The rod shape of the
inclusion was chosen to make the alignment of the image easier and insensitive
to translation along one dimension. Figure 6.8 provides a snapshot taken during
the creation of one such phantom, with a finished phantom where the end of the
rod-shaped inclusion can be seen from the side. The scattering and absorption
of all parts of the phantom were measured using time-of-flight spectroscopy [21].
For the inclusions, the measurement was performed in a bulk phantom, from
which the inclusion was cut. The background properties were measured on the
phantoms after we had performed the UOT measurements in a region away from
the inclusion.
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Figure 6.9: Experimental setup in Paper V. An AWG controls the pulsed light source (LS). One of two paths is
selected by the AWG using a motorised flip mirror (FM). With the FM in, the beam from the LS enters
the “probe path”, where light enters the tissue phantom and is collected with a light guide (LG). Inside
the phantom, the light interacts with pulses from the ultrasound transducer (UST) in the image plane
(IP). The light from the LG is imaged through the crystal onto a photomultiplier tube (PMT). A linear
polariser (LP) sets the polarisation parallel to the crystal D2-axis. With the FM out, the beam enters the
“filter-preparation path”. Here, the beam passes through a beam expander (BE) and illuminates the
crystal directly where the closed shutter protects the PMT from stray light-fields. At the end of each
b-mode sequence, the ultrasound source (USS) emits a TTL pulse, which is delayed in the tuneable delay
box (DB) before triggering the AWG sequence. The AWG also controls the shutter.

6.2.1 Experimental setup

These phantoms were imaged in a reflection-mode setup: in effect, the light in-
put, light collection, and ultrasound source were all placed on the same tissue
surface. This configuration is interesting, as it is how a general UOT probe would
be constructed. The total experimental setup is depicted in Figure 6.9. The setup
contained some of the same components as the setup discussed in Section 6.1,
but with some key differences. The first such difference was the direction of the
optical pumping beam path. This previously propagated in the opposite direction
to the light from the tissue, but here illuminates the crystal perpendicularly to the
direction of the light from the phantom. This allowed for the losses from the beam
splitter used to be removed entirely from both experimental paths. Another im-
provement of the losses was the use of a smaller cryostat⁸ with a larger numerical
aperture. However, this cryostat had less cooling power than the previous one,
which meant that the crystal could only be kept at <6 K. Nonetheless, the in-
creased optical access overshadowed this loss in cooling power, as the transmission
through the optics improved from Toptics = 0.05% to Toptics = 6%.

Another addition to the setup was a small magnetic field to increase Th. This

⁸ Oxford instruments Optistat CF-V, a helium flow cryostat.
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Figure 6.10: Geometries of the SMC simulations used to compare the reflection-mode imaging experimental results.
(a) The geometry used when comparing the experimental results directly in Figure 6.11. (b) The voxel
geometry used to reconstruct the absorption in Figure 6.12.

∼10 mT field along the crystal D1 axis was generated using two coils set in an
almost Helmholtz configuration (the width of the cryostat was slightly larger than
the radii of the used coils). The magnetic field strength and homogeneity at the
crystal was instead estimated using a magnetic-field simulation tool [129]. Overall,
this effort yielded TF ≈ 80%, a slight improvement on the previous TF ≈ 60%.
The carrier attenuation for this filter was weaker, with TC ≈ −27 dB. This lower
carrier suppression was mainly due to a lesser slow-light effect arising from a wider
filter,WSHF = 2 MHz. In turn, this led to both direct leakage (due to the rounded
corners of the filter) and a diminished slow-light effect.

Synchronisation of the light and ultrasound pulses was performed as in Section 6.1
(i.e. using a digital delay box). This time, however, the TTL output used to trigger
the light pulse was markers of the first of the 30 ultrasound pulses emitted by the
ultrasound, a so-called “frame marker”. After being triggered by a frame marker,
the AWG was programmed to generate 30×25 optical pulses. These optical pulses
were separated in time by the ultrasound pulse-repetition rate FUS ≈ 7.5 kHz.
For every 30th pulse, however, the next optical pulse was delayed by 0.5 μs or
0.6 μs in order for the next 30 probed points to be performed at a slightly larger
depth. The zero-depth delay was measured by imaging the edge of the phantom
– in effect, a delay where the UOT image was abruptly cut in half due to a lack of
tagged light before an ultrasound pulse entered the medium. The measurements
of zero depth also gave information about TC and the noise, as image points taken
at times where the ultrasound pulse had not yet entered the tissue could only
be comprised of carrier and stray light hitting the detector. In total, each image
consisted of N = 30 × 25 image points and took ∼100 ms to capture.

6.2.2 Results and discussion

Comparison of the experimental and simulated images

One of the captured images can be seen in Figure 6.11, where – in addition to the
actual experimental image – a comparison using the SMC model and showing the
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Figure 6.11: Simulation vs experiment for a phantom with μ′s = 4.5 cm−1, μa = 0.024 cm−1 in the background
and μa = 2.4 cm−1 in the inclusion. The inclusion was at z = 21 mm, x = 0 mm and had the
dimensions 5 × 5 × 80 mm3. (a) Experimental image. (b) Projected SMC image. (c) Percentage
difference between experiment and simulation, mean difference = 21%. The signal in (a–b) is the
incident number of photons on the detector.

difference between the two images is also presented. The modelled signal values
were estimated using (6.1), with TT → F for the given imaging sequence, F,
defined in Section 3.3.5. The voxel geometry for the simulation with V = 2
voxels is seen in Figure 6.10a, where one voxel is the same as the inclusion in the
phantom and the other, irregular voxel is everything else in the phantom (i.e. the
background).

The comparison in Figure 6.11 shows an average error of 21%, with a large dis-
crepancy in the centre (the location of the inclusion) and the bottom-right. As
the difference is dependent on perfectly matching the experimental image to the
simulated image, a small misalignment would result in an error. Furthermore, in
order to get the light guide, light input, and transducer as close as possible, the
transducer and light guide were held with mechanical claws that were as little in
the way as possible. They did, however, introduce some difficulties to the aligning
of the light input and light guide to the centre of the transducer. Such a misalign-
ment would again introduce differences between the experimental and simulated
images. Failing to align all three components along the centre of the transducer
would allow a non-symmetric light fluence in the image, which could explain the
artefact in the lower-right corner.

With these caveats out of the way, the agreement between the simulated and ex-
perimental images is good, considering it was achieved without fitting to the data
and using only a priori information. However, in this quest to image the inclusion,
Figure 6.11a is somewhat lacking, as the size and shape of the inclusion remains
open to interpretation. This ambivalence is due to the fact that the fluence of light
is exponentially decreasing along z in the image, causing a fluence-distribution
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Figure 6.12: Reconstructed μa with resulting image ηF(μa), using experimental image of a phantom with
μ′s = 4.5 cm−1, μa = 0.024 cm−1 in the background and μa = 2.4 cm−1 in the inclusion. The
inclusion was at z = 21 mm x = 0 mm and had the dimensions 5 × 5× 80mm3. (a) Reconstructed
absorption image, μa = 0.025 cm−1 outside the image. (b) SMC image obtained using the recon-
structed absorption. (c) Percentage difference between the experimental and SMC images, with a
mean difference of 7.9%. The signal in (b) is the incident number of photons on the detector.

artefact. This artefact is – to a lesser degree – also visible along the x dimension of
Figure 6.11a, again due to the reduced light fluence away from x = 0. Further-
more, Figure 6.11a gives no details about the absolute absorption of the imaged
structure.

Reconstruction of underlying absorption

One solution to both of these issues is to use the SMC model to reconstruct the
underlying absorption by solving the inverse problem. The simulation voxel geom-
etry on which this was attempted can be seen in Figure 6.10b, where the number
of voxels is V = N + 1 (with N being the number of measurement points). This
geometry confines the absorption to one large background and irregular voxel, as
well as N rods of the same width and height position as the pixels in Figure 6.11
and the same length as the inclusion.

The reconstruction was performed by solving the inverse problem using the ob-
jective function

Ω(μ|μa) =
∥∥ηF(μ|μa)⊘ b− 1

∥∥2
2 (6.7)

where b = [b1, ... , bn, ... , bN]T denotes the vectorised experimental image, such
that the elements in F correspond to the experimental image points in b, and
η = ηLGTopticsTF are the losses incurred between the light guide and detector.
The ⊘ symbol in (6.7) denotes the Hadamard division [130], which is performed
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to normalise the error function and simplify the use of standard solvers already
implemented in many programming languages (e.g. MATLAB).

The minimisation of (6.7) was performed using the Levenberg-Marquardt algo-
rithm [131] implemented in MATLAB’s optimisation toolbox [132]. This algo-
rithm can be sped up by providing the analytic Jacobian J of the expression inside
the norm in (6.7), in effect,

J = −Ab
[
DDD ◦ expV

(
−DDDμ|μa

)]
(6.8)

where each row in Ab is An/bn (see Chap. 3), ◦ denotes the Hadamard product
(i.e. the element-wise multiplication of two matrices of the same size [130]), and
expV denotes the V times column-wise repetition of exp, making expV

(
−DDDμ|μa

)
a matrix with M × V elements, M being the number of paths and V the number
of voxels (see Sect. 3.3.5).

The experimental image in Figure 6.11a was used to reconstruct the absorption
in two minutes,⁹ and the resulting image is seen in Figure 6.12a. This was con-
siderably faster than the several hours reported in [50], which used the shortcut-
diffusion model for the light-ultrasound interaction. The reconstructed absorp-
tion accurately reflects the general size and absorption of the inclusion. The er-
ror between the reconstructed image (Fig. 6.11b) and the experimental image
(Fig. 6.11a) can be seen in Figure 6.12c, which is considerably less erroneous than
Figure 6.11c, where the average error is now 7.9% (down from 21% in Fig. 6.11c).
The absorption of the inclusion is slightly lower than expected, at ∼1.9 cm −1,
in contrast to the ∼2.4 cm−1 measured on the inclusion material prior to the
phantom creation.

Fast correction of the fluence-distribution artefact

If two minutes is too long to wait to image the relative absorption, an image of the
inclusion can be acquired more quickly using another approach. By simulating a
UOT image taken in a homogeneous medium,¹⁰ one obtains the reference image
Fref. If the fluence-distribution artefact stays roughly the same in the absence of
the inclusion, an image proportional to the absorption is obtained asb⊘Fref. This
can be used to remove the fluence-distribution artefact. Furthermore, a database
of Fref :s, calculated using different homogeneous medium properties, can be pre-
pared to allow an operator to quickly test the different references. Figure 6.13
shows this image refinement method for three of the imaged phantoms, each with

⁹ PC specification: 32 GB RAM, Intel i7 4.20 GHz CPU.
¹⁰ Using the SMC model or any other model estimating the UOT signal.
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Figure 6.13: Fluence distribution artefact removal using Fref of images in three phantoms where the dashed white
lines depict the position of the inclusions. (a) Image of the same phantom imaged in Figures 6.11–6.12.
(b) Image in a phantom with μ′s = 7.1 cm−1, μa = 0.024 cm−1 in the background, and
μa = 0.9 cm−1 in the inclusion. The inclusion was at z = 13 mm, x = 0 mm and had the di-
mensions 5.5 × 5.5 × 70 mm3. (c) Image in a phantom with μ′s = 7.1 cm−1, μa = 0.024 cm−1 in
the background, and μa = 0.6 cm−1 in the inclusion. The inclusion was at z = 14 mm, x = 0mm

and had the dimensions 5 × 5 × 90mm3. The image in (a) is slightly longer, as each line here was
separated by 0.6 μs compared to 0.5 μs for (b–c).

different inclusion absorptions and background-scattering, where Fref was gener-
ated using the measured background-scattering coefficient and absorption.

6.2.3 Lessons from first UOT imaging experiments

Fluence-distribution artefact

As with the single-point measurement, this first imaging experiment came with
some lessons that were, in hindsight, obvious. The first one was the magnitude of
the effect of the fluence-distribution artefact, which was strong enough that the
inclusion was not clearly visible even in the raw image taken of an entirely black
inclusion. This artefact can, as discussed, be circumvented via treatment of the
images. However, these treatments carry some risk of allowing misinterpretations
of the data. Thus, it is preferable to address the fluence in the actual measurement.
In the reflection-mode setup, the fluence-distribution artefact along z cannot be
addressed experimentally, but along x, it can be addressed by manipulating the
shape of the light input and collection areas.

Image-acquisition speed

One detail that came to the fore during these measurements was the image-acqui-
sition speed. As stated earlier, each image consisted of N = 25 × 30 = 750
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image points, where each image point was captured with an individual light-
ultrasound pulse pair. The limiting factors were the average light-intensity and
ultrasound pulse-repetition frequency, FUS, where the latter was more limiting
in terms of imaging speeds. Thus, the time taken to capture a single image was
N/FUS = 100 ms for the settings used. This could be shortened somewhat by
probing the same ultrasound pulse with multiple light-pulses and increasing FUS,
although here hard limits quickly emerge, as light pulses cannot have too small
separations if the slow-light effect is to be used, and FUS can only be increased to
15–20 kHz before multiple ultrasound pulses can be seen propagating simultane-
ously in the tissue.

Another issue exacerbated by measuring the pairs of light-ultrasound pulses con-
cerns the requirements of the data treatment. In the experiment, the signal from
the detector was captured using an oscilloscope,¹¹ with each image consisting of
750 traces. These traces were transferred to a computer using TCP/IP over a dedi-
cated ethernet cable. Due to the speed of the TCP/IP protocol (∼10 MByte/s)
and some pre-processing performed by the oscilloscope, this transfer took 4 s and
the imaging and filter-creation sequences took a total of 300 ms. Even without
this transfer wait, the imaging would include a 2 × 0.4 s long pause during each
cycle, required by the flip mirror for switching between the two paths in the setup.
In total, the possible duty cycle of the experiment was ∼33%, but due to the 4 s
wait time, it was experimentally ∼2.5%. This limited data-transfer speed could
be addressed by the use of a PCIe-connected capture card to load the captured
data directly into the computer memory. Even the older PCIe 3.0 x4 version has a
4 GByte/s throughput capacity, easily allowing for a card capturing at 500 MS/s
in four channels simultaneously. The switching between the two paths could be
addressed by exchanging the flip mirror for a device with minimal mechanical
movement. Examples of fast-switching devices include a Pockels cell and polaris-
ing beam splitter, a MEMS fibre-optic switch, and an AOM.

Implementation of these measures could potentially reduce the amount of dead
time in the imaging cycle, including the time required to open the shutter pro-
tecting the detector from stray light-fields during the filter-preparation sequence.
The time required to open and close the shutter.¹² was 4 ms

Reflecting film

Again, a piece of reflecting film was used in these experiments, this time cut to
accommodate the ultrasound transducer, light guide, and input light. This film

¹¹ Teledyne Lecroy, WaveRunner HRO 66Zi.
¹² Vincent Uniblitz VS14.
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Figure 6.14: UOT image in the phantom with μ′s = 5.5 cm−1, μa = 0.024 cm−1 in the background and
μa = 7.8 cm−1 in the inclusion. The inclusion was at z = 42 mm, x = 0 mm and had the dimensions
4.5× 4.5× 70 mm3. (a) UOT image without any reflecting film. (b) Photo of reflecting film with holes
for the transducer, light guide, and light input. (c) UOT image using the reflecting film.

– and the effect it had on the image – can be seen in Figure 6.14. As in the
transmission case, the film increased the signal by a factor of approximately three.
In the regime in which the CNR is dominated by the shot noise, this equates to an
increase in CNR of a factor

√
3. As the CNR falls exponentially, this effectively

only increases the depth at which theCNR = 1 by 2–3 mm (as seen in Fig. 5.2b).
In conclusion, since including the film in a setup is so unobstructive, the benefit
– though small – still outweighs the cost.

6.3 UOT in breast-tissue phantoms with tumour-like in-
clusions

So far, the UOT experiments discussed have all used optical wavelengths which
have poor penetration in tissue (i.e. wavelengths outside the tissue-optical win-
dow). Moving to another wavelength required, first, a suitable filter material.
This material was the 4.7 × 4.7 × 6.0 mm3 stoichiometric Tm3+:LiNbO3 crys-
tal discussed in Section 4.3.2. The UOT experiments also made use of cryostats
dependent on cryogenic liquids. Such systems pose both logistical and safety chal-
lenges, as the cryogenic liquids and subsequent gases need to be handled. These
challenges are exacerbated when moving to a clinical setting for clinical testing of
the UOT.

The experiments discussed in this section were designed to explore these issues in
preparation for our UOT experiment to move into a clinical setting. The experi-
ments tested a fully moveable setup (i.e. built on wheels), using a “cryogenic-free”
cryostat (i.e. a closed-cycle cryostat), and operating with a wavelength in the tissue-
optical window. This system was then tested again on phantoms, though this time
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the phantoms were made with the aim of representing breast tissue, with a small
inclusion indicating malignant cancerous tissue.

Tumorous breast-tissue phantoms

The phantoms were prepared similarly to those in Section 6.2. In a cuboid mould
with a base area of 9×9 cm2, a layer of healthy-breast-tissue-mimicking phantom
material was cast. Once this was solidified, cuboid pieces of phantom tissue mim-
icking cancerous tissue were placed on top. This “cancerous” phantom was made
in the same way as the “healthy”, but with other concentrations of Indian ink and
Intralipid. Over this, another layer of healthy phantom tissue was cast. This sec-
ond layer was as thick as the first, plus the height of the tumorous inclusions. The
“tumours” were thus placed in the centre of the phantom.

The absorption and scattering parameters of the healthy and tumorous tissue can
be seen in Table 6.2. To remain as close to a future measurement on real tissue
as possible, these values were based on in vivo measurements. For bulk healthy-
breast tissue, in vivo parameters are easily sourced in the literature [133, 134]. This
is not the case for in vivo cancerous tissue, where the literature is more sparse. The
measurements closest to 794 nm, the wavelength required by the Tm3+:LiNbO3
filter, of in vivo cancerous tissue were 811 nm [135] and 811 nm [135], which
report very different μ′s for both the healthy and cancerous tissues. The reported
μ′s of the healthy tissue in [135, 136] differs from the average reported in the
literature [133, 134], while the μa reported by these sources is comparable to the
literature average. Interestingly, the ratios of healthy and cancerous μ′s in [135,
136] are the same.

Table 6.2: Properties used to create the healthy- and cancerous-tissue phantom types, based on [134, 136].

μ′s [cm−1] μa [cm−1]

Healthy tissue 8.1 0.041
Cancerous tissue 12 0.12

The healthy tissue in Table 6.2 is based on the 786 nm data reported in [134],
which was taken from a large number of women. The cancerous μ′s is the healthy
scattering parameter, scaled with the ratio of cancerous and healthy μ′s reported
in [135, 136]. The cancerous μa was taken directly from [136]. Incidentally, the
ratio of the healthy and cancerous tissue μ′s is approximately the same in ex vivo
measurements as in the in vivo measurements (of which there are more sources
in the literature [6, 137, 138]), though the values of μ′s and μa for healthy tissue
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Figure 6.15: Two pictures of the same phantom. (a) Phantom under construction the moment before the “tumour”
inclusions were covered by another layer of “healthy” phantom tissue. (b) The same phantom after it
had been used for imaging, sliced along the red dashed line in (a).

can differ widely from the in vivo counterparts. This difference can be explained
by the physiological processes that change the scattering and absorption that start
immediately after the tissue is removed (e.g. dehydration and deoxygenation) or
by the changes incurred due to some samples being frozen prior to the optical
measurement.

To ensure consistent accuracy in the optical properties of the phantoms, it was
necessary to perform the time-of-flight spectroscopy during the mixing of the
phantom, before they were cast in the mould. A phantom with three “tumour”
inclusions is depicted in Figure 6.15.

6.3.1 Experimental setup

As in Section 6.1, the phantoms were imaged in a transmission-mode geometry.
Many of the same components as in the previous experiments were employed, but
with some updates. The ultrasound was a Verasonics system,¹³ using the linear ar-
ray L7-4 transducer with a 6 MHz centre-frequency ultrasound pulses. The light
source was a continuous wave titanium-sapphire laser¹⁴ frequency locked using
the Pound-Drever-Hall technique [123] to a vibration isolated and temperature-
stabilised reference cavity,¹⁵ which has a drift of ∼1 Hz/s. This stabilised source
was aligned through a double-pass AOM setup, with optical pulses generated
using an AWG.¹⁶ The output from the double-pass AOM was coupled into a
polarisation-maintaining fibre and routed to the experimental table depicted in
Figure 6.16. The available output power of this laser is considerably greater than

¹³ Verasonics Vantage 32LE – Research ultrasound platform.
¹⁴ M-squared SolsTiS pumped with a Lighthouse Photonics Sprout system at 15 W.
¹⁵ Menlo Systems GmbH , ORS-Cavity.
¹⁶ Agilent N8241A.
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Figure 6.16: Setup used for imaging breast tissue phantoms.

that of the laser used in the previous experiments, and as such, approximately
200 mW could be delivered to the phantom (a factor 10 improvement). An engi-
neered diffuser¹⁷ was used to evenly distribute this probe light over a ∼1 cm2 area
at the phantom.

The mechanised flip mirror used previously to swap between probing and optical
pumping paths was exchanged for a dual AOM setup. When these AOMS are
turned on, the positive first-order diffracted beam of the first AOM is aligned into
the second AOM. Here, the first negative order is selected; thus, if both AOMs
operate with the same frequency, the optical frequency before and after the two
AOMs will be unchanged. This switch can be activated within 1 μs and is thus
considerably faster than the 0.4 s required by the mechanised flip mirror. One
drawback concerns efficiency. For the optical path to the phantom, the losses are
minimal; but for the filter-preparation arm through the AOMs, transmission is
roughly 30%. This is low and could be improved; but as only ∼30 mW was
required for the filter preparation, this level of efficiency was deemed sufficient.

Another new component is the cryostat shown in Figure 6.17. This is a custom-
designed closed-cycle cryostat made by MyCryoFirm, with large optical access and
2” windows and a 3” diameter bore along the probe beam path. This allowed for 2”
and high-numerical aperture lenses¹⁸ to be mounted inside the cryostat, yielding
Toptics = 9.4%, which is larger than in the previous experiments, even though
the crystal area is a quarter of that of the Pr3+:Y2 Si O5 crystal used in Sections 6.1
and 6.2.

To prevent unfiltered light reaching the detector, all entrances to the cryostat (other

¹⁷ Viavi Solutions, Inc., EDS-2-08168-A.
¹⁸ Thorlabs ACL5040U-B.
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Figure 6.17: (a) Cryostat with vacuum enclosure removed, making the magnet coil and central bore visible. (b)
Cryostat placed in the setup in Figure 6.16. The crystal is viewed from the side and the probe arm
is incoming from the right-hand side. (c) Crystal mount inside the cryostat, viewed from the same
direction as the probing light. The solid-copper shield with a small square window in the centre of (c)
blocks any light going around the crystal. The lower right of (c) depicts a three-dimensional model of
the crystal (purple) in its mount (orange) and shield (grey transparent).

than the light guide) were made light-tight. For the filter-creation path, this re-
quired a mechanised shutter that was closed during the probing part of the se-
quence.¹⁹ After the shutter to the detector had been closed, the light was filtered
by the bandpass filter²⁰ discussed in Section 4.3.2. This had the added benefit of
also filtering out any other light. As such, the setup could be run with dimmed
room lights, without any increase in detector dark counts, something that was not
previously possible (actual measurements were, as a precaution, carried out with
room lights switched off).

To stop any light from the light guide circumventing the crystal, a sample mount
was designed with a shield to stop any light from passing around the crystal. The
sample mount can be seen in Figure 6.17c. To monitor the temperature of the
crystal, two thermal sensors were used. The first was placed at the bottom of the
sample mount and the second was placed on a part of the mount only connected
to the cryostat cold finger via the crystal. From this, the crystal could be seen to
maintain a temperature of 2.8–3.1 K while imaging and 2.8–3.4 K during the
filter-creation sequence.

The imaging sequence consisted of a frame of 21 parallel ultrasound lines emitted
with 1 ms separation. The timing of the light and ultrasound pulses was imple-
mented programmatically, using the AWG to trigger the ultrasound pulse, thus
making the delay box obsolete. This separation allowed the fluorescence still leak-

¹⁹ Thorlabs SHB1T.
²⁰ Quantum Design GmbH, 795FS10-50.

97



ing through the bandpass filter to subside. Otherwise, a separation of 200 μs was
possible without any risk of overheating the ultrasound transducer. The pulses
were measured to a peak negative pressure of above −3 MPa, which – for the
6 MHz centre frequency – yielded a mechanical index below the medical safety
limit (see Sect. sec:US).

Before each filter-preparation sequence, a total of four frames were captured. More
frames could have been used, as the TF only fell by 14 percentage points during
this time. To limit the time overhead associated with the pre-processing of the
oscilloscope and transfer-speed bottleneck, the signal was continuously averaged
100 times on the oscilloscope before being transferred. The total acquisition time
of these 4 × 100 frames was 25 s, which is roughly the time that a patient can be
expected to hold still and hold their breath. With the ∼100 ms acquisition time,
the UOT duty cycle is 25% with a (lopsided) 16 frames/s.

To provide rapid experimental feedback, in addition to images of the embedded
inclusions, a reference image of a part of the phantom with no inclusion was
also acquired. This reference image was then used in a similar manner to Fref
in Section 6.2.2 to remove the fluence-distribution artefact.

In addition to the UOT images, ultrasound images of the same area with the inclu-
sions – which were visible on the ultrasound due to air bubbles trapped between
the first phantom-tissue layer and the placed inclusions – were also captured.

6.3.2 Images of realistic breast-tumours

Figure 6.18 shows images of 25 s and 250 s image-acquisition times, taken in the
4.2 cm-thick phantom in Figure 6.15, and divided by a reference image. Accom-
panying each UOT image is a corresponding ultrasound image.

Decreasing the noise and increasing the probing power would further increase the
contrast-to-noise ratio, making the images clearer in a shorter image-acquisition
time. Further increasing the UOT duty cycle by acquiring more frames before
repreparing the filter is also possible, though this would require some type of
filter-decay compensation – something not performed for the results presented
in Figure 6.18. A power increase in the current setup is highly possible, as the
laser-to-tissue transmission was 10% and could be increased to 50% by optimised
optical components.

Attempts were also made to image similar inclusions in a 5 cm-thick phantom;
though here, the noise was too strong to acquire sufficient contrast. Since the
noise was dominated by the fluorescence, future imaging using the Tm3+:LiNbO3
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filter at 794 nm should address this issue. One interesting possibility would be
filtering using a rubidium gas cell, as Rb has a sharp transition at 795 nm that
could be tuned by varying the pressure of the gas [139].

Even with the correction using the reference image, the fluence distribution im-
poses itself onto the image. In contrast to the reflection geometry discussed in
Section 6.2, the fluence distribution in the transmission mode is more shapable
in both image axes by collecting and injecting light over larger areas. There was
an attempt in the presented experiment to increase the size of the injection area,
but due to the restricted collection area, an increase of more than 1 cm2 had little
effect on the fluence-distribution artefact.

Though the results here are limited in terms of depth of analysis, these images
nonetheless demonstrate that UOT can image medically relevant contrasts in med-
ically relevant tissue volumes. This result is therefore encouraging for the future
development of UOT.
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Figure 6.18: UOT images of one of the< 5×5×5 mm3 large inclusions in the phantom in Figure 6.15. In the first
column the ultrasound image is acquired over 25 s, (i.e. averaged from 400 captured frames). The
second column is acquired during over 250 s (i.e. averaged from 4, 000 frames). In both columns, the
image is the result of a capture- image divided by a reference image. The last column is the ultrasound
B-mode image of the same area as the UOT images in each row. The ultrasound image is performed
with the largest possible gain and emitted pulse intensity, and the inclusions are believed to be visible
in the ultrasound images only due to trapped air between the two layers of phantom tissue.
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Chapter 7

Outlook and conclusion

“The most important step a man can take. It’s not the first one, is it?
It’s the next one. Always the next step”.

— Brandon Sanderson, Oathbringer

Ultrasound optical tomography has been a developing technique now for almost
30 years, and the use of spectral-hole filters may represent the final push that the
technique needs to become clinically viable. The results in Section 6.3 thus enable
a hopeful outlook to the research project, as the equipment and methods presented
in this thesis have proven to be transportable and to work in scenarios directly
translatable to clinical application.

That said, the results in Section 6.3 also show that further improvements are needed
before UOT using SHF is sufficiently optimised to warrant clinical trials. The re-
sults in Section 6.3 also show the impact of the ever-present fluence-distribution
artefact, a problem that will require increasing attention as the project moves for-
ward into more toward heavier implementation of image analysis tools.

Experimental outlook

At the time of writing, experimental development is moving forward with the
quantum information group at Lund University focusing on applying UOT to
mammography imaging. In the ongoing work to increase the “many brooks” of the
signal level, a new detector with above 20% quantum efficiency is being acquired
and efforts to optimise the transfer efficiency from laser head to tissue are being
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made. Removing the fluorescence in Tm3+:LiNbO3 is another goal that is close at
hand and which, when achieved, will allow for UOT frames to be taken an order of
magnitude more quickly, without risking oversaturation of the detector. Overall,
these fairly straightforward improvements will allow for major improvements in
the signal and contrast-to-noise ratio achieved in the same amount of imaging
time as in Section 6.3.

Looking further into the future, the implementation of multiple wavelengths pre-
sents an interesting avenue of development. Instead of relying on a reference image
produced by a simulation or image of a known “blank” region, as in sections 6.2-
6.3, the multispectral properties of light could be utilised instead. Imaging tissue
oxygenation would be made possible by dividing an image taken at 690 nm, for
example, by an image at the isosbestic point of ∼790 nm. This operation would
thus remove the effects of blood volume and, to an extent, scattering. This will
require both high suppression filters and stabilised sources at both of these wave-
lengths. The former is close at hand, with the Tm3+:LaF3 crystals investigated in
the thesis of Alexander Bengtsson [37], where high suppression filters at 689.5 nm
are demonstrated. The latter requirement for multispectral imaging is further away
and presents greater technical difficulty. This difficulty may be partially solved by
the ever-developing laser industry: as high-powered and cheap diode lasers in near
infrared spectrum become more prevalent, it may be possible to move away from
the complex Ti:Sapphire system used in Section 6.3.

Future of the sequential Monte Carlo model

With multiple wavelengths come more opportunities and challenges in image anal-
ysis. It remains to be seen whether the SMC model will be the correct tool with
which to meet these future challenges. It is a safe bet, however, that some type
of model will be required, and the SMC model has so far proved promising in
accuracy, flexibility, and speed – though of course, this speed is only acquired if
considerable time is first spent computing the matrices presented in Section 3.3.5.

The SMC model still requires some development, as it is not currently well-opti-
mised for simulating continuous illumination of the tissue as the ultrasound pulse
propagates. Here, fundamental changes will be required. One such change is that,
instead of producing a power spectrum in the pulse interaction, a spectrogram (i.e.
a time-varying spectrum) is to be calculated. Another change will concern the han-
dling of the interaction distance used to speed up simulations, which – as discussed
in Section 3.3.6 – is implemented as the distance to a fixed point or line and not
the actual current position of the ultrasound pulse (i.e. the interaction distance
must be defined larger than the actual size of the ultrasound due to it propagating).
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Also regarding implementation, there is no doubt that many improvements can be
made by simply moving from MATLAB to some other, more efficient program-
ming language, such as C. Another avenue of promising development would be to
integrate the model with an acoustic simulator, such as the k-Wave toolbox [140].

However, even in its current state, the SMC model is already being used by others
in the quantum information group at Lund University to analyse UOT imag-
ing setups. A master’s student, Henrik von Friesendorff, is pursuing one such
study [141], using the model for a study on computer tissue phantoms from the
radiological department at Lund University Hospital [142]. Another such study,
headed by Kevin Shortiss, post-doc, is investigating imaging through the skull
and inside the brain. A personal hope is that the TLS source code [39] will spread
outside of its crucible and provide a benefit to the community at large, be it for
analysing experimental setups or for simulating clinical use cases.

Another personal hope is that you, dear Reader, having reached this point, feel
that you have become ever-so-slightly wiser. For it has been a true privilege to
have been able to share with you the research in this thesis, and to have had your
attention until now.
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