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Theoreticd investigations of the structure and function of the blue @wpper pro-
teins and the dimeric Cu, site ae described. We have studied the optimum vac-
uum geometry of oxidised and reduced copper sites, the relative stability of tri-
gonal and tetragonal Cu(ll) structures, the relation between the structure and
eledronic spedra, the reorganisation energy, and reduction potentials. We dso
compare their eledron-transfer properties with those of cytochromes and iron—
sulphur clusters. Our cdculations give no suppat to the suggestion that strain
plays a significant role in the function of these proteins; on the ntrary, our
results $row that the structures encountered in the proteins are dose to their
optimal vaauum geometries (within 7 kJ/mole) and that the favourable properties
are adieved by an appropriate dhoice of ligands. We use the density functional
B3LY P method for the geometries, multiconfigurational second-order perturba-
tion theory (CASPT2) for cdculations of acarate energies and spedra, point-
charge models, continuum approadches, and combined classcd and quantum
chemica methods for the environment, and classcd force-field cdculations for
estimation of dynamic efeds and free aergies.

1. INTRODUCTION

The blue cpper proteins or cupredoxins are agroup o proteins that exhibit a
number of unusual properties, viz. a bright blue wlour, a narrow hyperfine split-
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ting in the dedron spin resonance (ESR) spedra, and high reduction potentials
[1-3. Moreover, crystal structures of these proteins $1ow an extraordinary cupric
geometry: The copper ion is bound to the protein in an approximate trigonal plane
formed by a oysteine (Cys) thiolate group and two histidine (His) nitrogen atoms.
The oordination sphere in most blue-copper sites is completed by one or two
axial ligands, typicdly a methionine (Met) thioether group, but sometimes also a
badckbone cabonyl oxygen atom (in the azirins) or instead an amide oxygen atom
from the side dchain of glutamine (in the stellacyanins) [1-4].

The blue @mpper proteins srve & eledron-transfer agents. Their distorted tri-
gonal geometry is intermediate between the tetrahedral coordination preferred by
Cu(l) and the tetragonal geometry of most Cu(ll) complexes. As a result, the
change in geometry when Cu(ll) is reduced to Cu(l) is small [2,3,5], which gves
a small reorganisation energy and allows for a high rate of eledron transfer [6].
These unuwsual properties, unprecadented in the dchemistry of small inorganic
complexes, aready in the 196G led to the propasal that the protein forms a rigid
structure, which forces the Cu(ll) ion into a cordination geometry more similar
to that preferred by Cu(l) [7,8]. These hypotheses were later extended into gen-
eral theories for metall oproteins, suggesting that the protein forces the metal cen-
tre into a cdalyticdly poised state, the entatic state theory [9,10] and the induced
rack theory [11,12].

However, this suggestion has recently been challenged [13,14]. In particular,
we have shown by guantum chemicd cdculations that the aupric geometry in the
blue copper proteinsis very close to the optimal vaauum structure of a Cu(ll) ion
with the same ligands [14]. Why then are the properties of the blue @wpper pro-
teins 9 unwsual, if not by protein strain? During the last five yeas, we have tried
to answer this question using theoreticd methods. In this review, we describe our
results and discussthem in relation to the strain hypotheses. We dso compare the
blue @pper proteins with related metal sites, such as the Cu, dimer, cyto-
chromes, and iron—sulphur clusters. Altogether, this gives an ill ustration of how
theoreticd methods, ranging from high-level quantum chemicd caculations to
pure dasscd simulations, can be used to study and solve biochemica problems.

2. METHODS

It is not yet possble to perform acarate quantum chemica cdculations on a
whole protein. Therefore models have to be onstructed that are & redistic as
paossble but at the same time computationally tradable. We have used a number
of techniques, ranging from high-level quantum chemicd cdculations on small
models of the adive site to classca simulations of the full protein. At the inter-
mediate level, we have described the protein by quantum chemicad methods and
incorporated the dfeds of the surrounding protein and solvent by a variety of



methods, e.g. a paint-charge model, a dieledric continuum, or by a dasscd force
field. Each method has its drengths and dsadvantages, and the dhoice of method
is largely determined by the questions of interest and the available computer re-
SOUrCes.

For quantum chemicd geometry optimisations we have used the density func-
tional method B3LY P, as implemented in the Mulliken, Turbomole, or Gausgan
softwares [15—-1§. Hybrid density functional methods have been shown to give
as good a better geometries as correlated ab initio methods for first-row transi-
tion metal complexes [19-21, and the B3LY P method in particular seems to give
the most reliable results among the widely available density functional methods
[22]. In most cdculations, we have used a basis st of double-{ quality enhanced
with p, d, and f functions for copper and iron [14,23,24] and the 6—31G* basis
sets for the other atoms [25]. This basis st is denoted DZpdf/6—-31G*.

For cdculation of acairate energies, geometries, and eledronic spedra, the
CASSCF-CASPT2 approac was used (second arder perturbation theory with a
multiconfigurational reference state) [27]. This method has been shown to give
reliable results for organic moleaules as well as transition-metal complexes, with
an error consistently lessthan 2500cm™ [28]. Generally contraced atomic natu-
ral orbitals (ANO) type basis sts were used in these cdculations [29]. They have
the virtue of being compad but at the same time optimised to include & much
correlation as posshle & a given size Due to the size of the systems gudied, ba-
sis ts of moderate size have been used, including p to f-type functions on Cu
and a d-type function on S, but often no pdarisation functions on C, N, and H.

The dhoice of the adive orbital spacefor the CASSCF cdculationsis a aucial
step, and has turned out to be espeaally difficult in these proteins and ather sys-
tems containing a Cu—thiolate bond. From ealier studies it was known that in
complexes with first-row transition metal ions with many 3d eledrons, the adive
spaceshould include one correlating orbital for eat of the doubly occupied 3d
orbitals [28]. Therefore the starting adive space ontains 10 abitals (3d and 3d).
In addition, it is necessary to add the 3p orbitals on S5 to describe arredly the
covalent charader of the Cu-Sgys bond and also 2p and 3p orbitals on nitrogen
and sulphur to describe dharge-transfer states. The final adive space therefore
contain 11 a 12 adive orbitals (12 adive orbitals are & present the upper limit
for the CASPT2 method).

The CASSCF wavefunction is used as reference function in a second-order es-
timate of the remaining dynamicd correlation effeds. All valence dedrons were
correlated in this gep and also the 3s and 3p shells on copper. Relativistic oor-
redions (the Darwin and mass-velocity terms) were alded to all CASPT2 ener-
gies. They were obtained at the CASSCF level using first-order perturbation the-
ory. A level-shift (typicdly 0.3 Hartreg was added to the zeoth order Hamilto-
nian in order to remove intruder states [30]. Transition moments were computed
with the CAS state-interadion method [31] at the CASSCF level. They were



combined with CASPT2 excitation energies to oltain oscill ator strengths. The
CASSCF-CASPT2 cdculations were performed with the MOLCAS quantum
chemistry software [32]. For further details, we refer to the original articles [14,
33-39.

In the quantum chemica caculations, only the copper ion and its ligands were
included. Several models were tested for the ligands: histidine was modelled by
either ammonia, imidazole (Im), or ImCH3, cysteine by SH™, SCH3~, or SC,Hs,
methionine by SH,, S(CHs),, or S(CH3)(CH,CHs), and amide ligands by formal-
dehyde, formamide, or acdamide. In the cdculations on azurin, the main-chain
linkage between the histidine ligand and the badkbone amide group was also in-
cluded in the cdculations (IMCH,CH,NHCOCHs). We have shown that a @n-
verged geometry and spedroscopy is obtained with imidazole e a model for his-
tidine and with methyl groups on the sulphurs modelli ng cysteine and methionine
[14,26,36]. Smaller models contain poar hydrogen atoms, which form artificial
hydrogen bonds that may strongly distort the structure and change the energies.
Fortunately, the explosive increase in computer power has the last two yeas
made it unrecessary to compromise with the ligand models. However, before
that, we often had to use smaller models and enforce symmetry to make the ca-
culations feasible.

Naturally, cdculations in vaauum cannot reproduce dl the properties of a metal
site in a protein. The simplest way to include the surroundings in quantum chemi-
cd cdculations is to asggn a charge to ead atom in the protein (and passbly
also an equili brated ensemble of solvent moleaules) and include the field of these
charges in the cdculations. This method was used in most of the cdculations of
eledronic spedra [33,34,36,39]. The best available aystal structures were used
as garting coordinates. Hydrogen atoms and solvent moleaules (in the form of a
sphericd cegp) were added and their positions were equili brated by the Amber
suite of programs [40]. The final coordinates were used in the spedra cdculations
together with charges from the Amber libraries [40].

Another method to include solvent effeds in quantum chemica cdculations is
the continuum approacdh. In the paarised continuum method (PCM), a moleaule
is placel in a cavity formed by overlapping atom-centred spheres surrounded by a
dieledric medium [41]. The induced pdarisation of the surroundings is repre-
sented by paint charges distributed on the surfaceof the cavity, and the field of
these charges affeds the wavefunction. Thus, solvation effeds are included in the
wavefunction in a self-consistent manner. In addition to this eledrostatic term, the
PCM method includes additional terms that affed only the solute energy, viz.
cavitation, dispersion and exchange energy [42]. We have used the cnductor or
self-consistent isodensity PCM methods [43,44] as implemented in the Gaussan
98 software [17]. Further detail s are given in the original references [35,45].

Continuum methods can also be used in classcd caculations including the full
protein. In such cdculations, ead atom in the protein is assgned a point charge.



For the adive site, the dharge may be taken from a quantum chemicd cdculation
[46]. Moreover, the protein is asdgned a low dieledric constant (typicdly 4),
whereas the surrounding solvent is assgned the value of water (~80). Then, the
Poison-Boltzmann equation is lved numericdly on a grid covering the protein
and parts of the solvent [47]. Naturaly, this method is less acarate than the
PCM, but it can be used for much larger systems. We have used this method as
implemented in the MEAD software [48] for the cdculation of reduction poten-
tials [45,49]. A related method is the protein-dipde Langevin-dipde method, in
which water moleaules are represented by Langevin dipoles on a grid and pdari-
sation effeds are included [50]. It has succesSully been used in several investi-
gations of the reorganisation energy and reduction potentials of proteins [50-53,
but we have only used it in some explorative cdculations.

We have run several types of classcd simulations on blue copper proteins, e.g.
energy minimisations, moleaular dynamics smulations, free aergy cdculation,
and pdential of mean force mmputations [33,34,36,38,39,54], all with the Am-
ber software [40]. In such cdculations, the wpper ion and its ligands pose aspe-
cial problem, since they are not included in the force fields. For crude cdcula-
tions (espedally when the metal site is kept fixed), it may be sufficient to deter-
mine an appropriate set of charges for the wpper ion and its ligands from a fit to
the dedrostatic potential cdculated by quantum chemicd methods [46] (there is
a significant transfer of charge from the ligands to the wpper ion). For more a-
curate cdculations, a full forcefield parameterisation of the copper ion and its
ligands has to be performed, involving charges, force mnstants, and equili brium
parameters. We have performed such a parameterisation for the @mpper sites in
oxidised and reduced plastocyanin and oxidised nitrite reductase (both the type 1
and type 2 copper sites) [54].

The most satisfadory way to include the dfed of the surroundings in quantum
chemicd cdculations is to combine aquantum chemicd and a dasdcd program,
the QC/MM approadh. In this method, the interesting part of the systemis treaed
by quantum chemicd methods, whereas the rest is treded by classcd methods.
Clasdcd forces on the quantum atoms are added to the quantum chemicd forces
before the @oms are moved (either in a geometry optimisation or in moleaular
dynamics smulations). If there ae bonds between the quantum chemicd and
classcd systems, spedal adion is taken. This approad is very popular at pres-
ent, and many different variants have been suggested [55—-6(. We have recantly
updated our QC/MM program COMQUM [57] to incorporate the density func-
tional methods of Turbomole [16] and the acarate force field methods in Amber
[40]. This program has been used to ogimise the geometry of the @pper site in
threeblue wpper proteins, to estimate strain energies, and to cdculate reorgani-
sation energies [26].



Figure 1. A comparison of the optimised structure of Cu(lm)2(SCHz3)(S(CH3)2)* [14] and the
crystal structure of plastocyanin (shaded) [4].

3. GEOMETRY

3.1 The optimal geometry of the blue-copper active site

According to the induced-rack and the entatic state hypotheses [10,12], the
Cu(ll) coordination sphere in the blue wpper proteinsis grained into a Cu(l)-like
structure. Such hypotheses are hard to test experimentally, but with theoreticd
methods it is quite straightforward. The adua coordination preferences of the
copper ion can be determined by optimising the geometry of the ion and its lig-
ands in vaauum; if the optimised structure is almost the same & in the proteins,
strain is probably of minor importance for the geometry.

We have optimised the geometry of Cu(lm),(SCH3)(S(CHa),)*, a redistic
model of the oxidised prototypicd CuHis,CysMet blue-copper site (e.g. in plas-
tocyanin), using the density functional B3LY P method [14]. The result is snsa-
tional but convincing. As can be seen in Figure 1 and Table 1, the optimised ge-
ometry is virtualy identicd to the one observed experimentally in the blue copper
proteins. Almost all bond lengths and band angles around the @pper ion are
within the range observed in crystal structures, and most of them are dose to the
average values for the proteins. Only two small, but significant, differences can
be observed: a slightly too long Cu—S¢s bond and a slightly too short Cu—Sy«
bond. These differences can be fully explained by the dynamics of the system,
which increase the average Cu-Sye bond length by at least 10 pm [54], and by
deficiencies in the theoretica method (the more acarate CASPT2 method, gives
a7 pm shorter Cu—Sgs bond and a7 pm longer C—Sy bond [14]).

Equally convincing results have been obtained for the optimal structure of
Cu(Im),(SCH3)(OCCHsNH,)*, a model of the ligand sphere of oxidised stella-
cyanin [33], as is aso shown in Table 1. It should be noted that no information



Table 1. Comparison of the geometry of optimised models and crystal structures of blue wp-
per proteins [14,34,54]. Ax is the adial ligand and ¢ the angle between the Sc,«—Cu-Ax and

N—Cu-N planes.
Model Distance to Cu (pm) Angle subtended at Cu (°) ¢
Scys N AX N-N Scys N ScysAX N—AX

Cu(Im)2(SCH3)(S(CH3)2)™ 218 204 267 103  120-122 116 94-95 90
Plastocyanin oxidised 207-221 189-222 278-291 96-104 112-144 102-110 85-108 77-89

Cu(Im)2(SCH3)(S(CH3)2)* 232  214-215 237 109  105-108 115  107-113 89

Cu(Im)2(SCH3)(S(CH3)2) ™ 227 205-210 290 119  112-120 99 100-101 88
Plastocyanin reduced 211-217 203-239 287-291 91-118 110-141 99-114 83-110 74-80

Cu(Im)z(SH)(S(CHz)2)** 223 205-206 242 100 97-141 103 95-126 62
Nitritereductase oxidised ~ 208-223 193-222 246-270 96-102 98-140 103-109 84-138 56-65

Cu(Im)(SCH3)(OCCH3NH,)*® 217  202-206 224 103 122-125 113 92-95 88

Stell acyanin oxidised 211-218 191-206 221-227 97-105 116-141 101-107 87-102 82-86
@Trigonal structure
®The Cu-Svie bond length was constrained to 290 pm.
“Tetragonal structure

from the aystal structures has been used to oliain these structures; they are en-
tirely an effed of the dhemicd preferences of the copper ion and its four ligands.
Thus, the apric structure in the oxidised bue cpper proteins is clealy neither
unratural nor strained.

Geometry optimisations of the corresponding reduced models are more @m-
plicaed, because the lower charge on the copper ion leads to wedker bonds, so
that the geometry of the complex is very sensitive to eledrostatic interadions
with the surrounding protein (e.g. hydrogen bonds) [14]. The optimum vaaium
structure of the Cu(lm),(SCH3)(S(CHs3),) complex is more tetrahedral than the
adive site in reduced plastocyanin and it has a short Cu-Sy ¢ bond (237 pm, see
Table 1) [14]. However, the potential surfaceof the Cu-Sy bond is extremely
flat (c.f. Figure 10). If this bond length is fixed at the aystal value (290 pm) and
the complex is reoptimised, a structure is obtained that is virtually identicd to the
crystal structure of reduced pastocyanin. Interestingy, this dructure is only
4 kJmole less sable than the optimal tetrahedral structure, which is within the
error limits of the method [14]. Moreover, many effeds not included in these cd-
culations tend to elongate this bond (seebelow). Thus, we canot dedde whether
the reduced structure is dightly distorted by the protein or not, but it is clea that
the energy involved is extremely small.

We have dso studied the structure of azurin [37,61]. In this protein there is an-
other week axial ligand of the copper ion, a badkbone cabonyl group. This group
is chemicdly similar to the anide oxygen ligand in stellacyanin. Therefore, it is
not surprising that it prefersto bind to copper at arather short distance, about 230
pm for the Cu(Im)(ImCH,CH,NHCOCH3)(SCH3)(S(CH3),)" model, similar to the
Cu-O distancein stellacyanin. However, it costs lessthan 6 kJ/mole to move it to
the distance found in the aystal structure (around 310 pn, see Figure 2). The
same gplies to the methionine ligand. It prefers to hind in the second sphere of
the complex, but it also has a shallow minimum around 290 pn, which is only
3 kJ/mole higher in energy. The reduced site behaves smilarly [61].
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Figure 2. Potential surfaces for the Cu—-O and Cu-Sy« bonds in three models of oxidised azu-
rin. “No S’ and “no O” refer to the Cu(Ilm)(ImCH,CH,NHCOCHS;)(SCHs)"™ and Cu(lm).-
(SCH3)(S(CHs),)" models, respedively, whereas the other two curves were obtained with the
Cu(Im)(ImCH,CH,NHCOCHS;)(SCH3)(S(CHs3),)" model with the Cu-O or Cu-Sy« bond at its
equili brium distance [37].

Interestingy, if the copper ion in azurin is replaced by Co(ll), things change
drasticdly, as can be seen in Figure 3. If one of the aial ligands is removed, the
other binds grongy to the metal ion, with aforce @nstant of the same size & for
the equatorial ligands and about six times larger than those of the Cu(ll) complex.
The optimum Co-O and Co-Sy distances are 207 and 243 pn, respedively.
The patential surfacefor the cabonyl ligand is not changed much if the methio-
nine ligand is added; cobalt still prefers a short Co—O bond by about 30 KJ/mole
over the distance found in the copper protein, which explains the short distancein
the aystal structure (~220 pm) [62]. However, if the Co-O distance is fixed at
the aystal value, the Co-Sy paential change strongy: The methionine model
prefers to bind in the second sphere, but the surface bemmes extremely flat, so
flat that the Co—Sy ¢ bond length can be varied between 280and 380 pn at a st
of lessthan 1 kJ/mole. In the aystal structure it is 340-370 m.

Thus, the mbalt site is four-coordinate with a strong bond to the cabonyl
group, whereas the @pper site is effedively threecoordinate. The bonds to the
other axial ligands are determined by interadions with the protein, rather than
with the metal. The only way to study such weg bonds in vaauum nodels is by
studying the potential surfaces, such asthosein Figures 2 and 3.

3.2. Trigonal and tetragonal Cu(ll) structures

Why does a Cu(ll) ion with the ligands in the blue @pper proteins assume a
trigonal structure, whereas most inorganic cupric complexes are tetragonal
(square planar, square pyramidal, or distorted octahedral) [63,64]? We have
face this question by optimising the geometry of a number of models of the type
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Figure 3. Potential surfaces for the Co-O and Co—Sye bonds in three models of Co(ll)-
substituted azurin [37]. “No S’ and “no O” refer to the Co(Im)(ImCH,CH,NHCOCH;)-
(SCHs)" and Co(Im),(SCH3)(S(CHs),)" models, respedively, whereas the other two curves
were obtained with the Co(Im)(ImCH,CH,NHCOCH;)(SCH3)(S(CHz),)" model with the
Co—O or Co—Sue bonds either at their equili brium distance or fixed at the aystal values, 223
or 356 pn, respedively.

Cul'(NH3)3X, where X is OH™, SH™, SeH™, CI7, NH,", and some other ligands re-
lated to the gysteine thiolate group [65]. The results $ow that all complexes may
asume two types of structures, both refleding the Jahn-Teller instability of the
tetrahedral Cu(ll) complex (a d® ion). This instability can be lifted either by a Doq
distortion, leading to a tetragonal structure, or by a C,, distortion, leading to a
trigonal structure. The tetragonal structure is gabilised by four favourable o in-
teradions between the singy occupied Cu 3d orbital and py orbitals on the four
ligands, as is shown in Figure 4. This gives rise to the well-known square-planar
Cu(ll) complexes.

If one of the ligands instead has the ability to form a strong 1t bond with the
copper ion, however, atrigonal structure can be stabili sed. The right-hand side of
Figure 4 shows that in such a structure, two o the ligands gill form o bonds to
the copper ion, whereas a p;orbital of the third ligand overlaps with two lobes of
the singy occupied Cu 3d orbital. Thereby it occupies two pgsitions in a square
coordination plane, giving rise to a trigonal planar geometry. The fourth ligand
cannot overlap with the singy occupied orbital and has to interad with a doubly
occupied arbital. Since such an interadion is wegker, it becomes an axial ligand
with an enlarged copper distance Thus, the long axial bond is a result of the
eledronic structure. Moreover, the dfedive cordination number is deaeased, so
the three strong ligands in the trigonal complex bind at shorter distances to the
copper ion than in the tetragonal complex. This explains the short Cu-Sg,s bond
in the blue copper proteins, together with the fad that a 1t bond to copper is in-
herently shorter than a corresponding o bond [34,39].



Figure 4. The singly occupied orbitals of the tetragonal (left) and trigonal (right) Cu(NH3)s-
(SH)" complex [3§].

For smal and hard X ligands, such as NH; and OH-, the tetragonal
Cull(NH3)sX structure is most stable (by 30—70 K/mole) [65]. For large, soft, and
polarisable ligands, such as SH- and SeH-, on the other hand, the two types of
structures have gproximately the same stability (within 15 kI¥/mole). Interest-
ingly, the tetragonal structure is most stable for Cu(NHs)s(SH)*, whereas the tri-
gonal structure is more stable for Cu(NHs)(SH)(SH,)*, showing that the methio-
nine ligand is also important for the structure of the blue cpper proteins. This
explains why very few trigonal cupric structures have been observed for small
inorganic models; there simply is no complex with the gpropriate set of ligands,
CuN,SS’[63,66,67].

Formally, the Cu(NHs)sX complexes consist of a Cu(ll) ion with nine d elec-
trons and a neutral or negatively charged X ligand. For three soft and negatively
charged ligands, SeH™, NH,™, and PH,", however, the charge on the ligand moves
to copper ion, yielding a Cu(l) ion and an urcharged ligand radicd. Since the
Cu(l) ion has a full d shell, it prefers a tetrahedral structure and the cmplexes
with these threeligands are dmost tetrahedral. The thiolate ligand is intermediate:
the dedron is delocdised between the wpper and thiolate ions. Therefore, both
the trigonal and the tetragonal structures are rather tetrahedral and are adually
quite similar (c.f. Figure 4). Naturally, this faali tates eledron transfer to and from
the complex by reducing the reorganisation energy.

A charaderistic difference between the two geometries of Cu(NHS3),(SH)-
(SHp)" is that the tetragonal structure has a longer Cu-Sqys bond and a shorter
Cu-Sue bond than the trigonal structure. Moreover, the ¢ ange (the ange be-
tween the S-Cu-S and N—Cu-N planes) is snaller in the tetragonal structure and
the two largest angles around the wpper ion in the trigonal structure ae between
Soys and the two Ny;s atoms, wheress in the tetragonal structure the two largest
anges are between two dstinct pairs of atoms (Sgs—Cu-N and Sye—Cu-N).



These structural differences remind of the differences in the aystal structure of
plastocyanin and nitrite reductase (c.f. Table 1). Detailed investigations have
shown that this is not acddental: Plastocyanin, and more generaly, axial type 1
copper proteins have atrigonal structure with a 1t bond between copper and the
thiolate ligand, whereas the so-cdled rhombic type 1 copper proteins (e.g. nitrite
reductase) have atetragonal structure with mainly o bonds to the copper ion (c.f.
Figues 6 and 7). This gives an attradive explanation to the structural and spec-
troscopic diff erences between these proteins, which share the same cpper ligand
sphere [34,65]. The two types of structures have dmost the same energy (within
7 kJ/mole) and which structure is most stable depends on the models used for the
ligands. At present it is not passble to dedde if the native structure of the typicd
blue-copper ligand sphere is trigonal or tetragonal [26,34,54,65].

Thus, with the typicd blue-copper ligands, the tetragonal Jahn-Teller distor-
tion may at worst give rise to the structure found in ritrite reductase, i.e. a fully
functional site with properties (reduction potentials and reorganisation energies)
similar to those of the trigonal blue cpper proteins [35,68]. This $ows that with
the blue-copper ligands there is no nead for protein strain to avoid a tetragonal
structure.

By free aergy perturbations, we have studied why some proteins dabili se the
trigonal structure, whereas others dabili se the tetragonal structure, although the
ligand sphere is the same [54]. The results indicate that plastocyanin prefers the
bond lengths and eledrostatics of the trigonal structure, whereas nitrite reductase
favours the anges in the tetragonal structure, both by 10-20 K/mole. Interest-
indy, the length of the Cu—Sy« bond has a very small influence on the relative
stabili ty of the two conformations.

The existence of trigonal and tetragonal structures ssems to be general for cop-
per—cysteine wmplexes. An ill ustrative example is the geometry of the cdalytic
metal ion in copper-substituted alcohol dehydrogenase (the native enzyme @n-
tains zinc). In this enzyme, the wpper ion is coordinated by two cysteines, one
histidine, and a ligand from the solution. A crystal structure with dimethylsulfox-
ide & the fourth ligand shows a trigonal structure with dimethylsulfoxide & an
axial ligand at a large distance (319—345 m) [69]. Our cdculations [39] show
that the dedronic structure of such complexes is very similar to the traditional
blue wpper proteins. The Ny;s atom and one of the S¢ys atoms make o bonds to
the apper ion, whereas the other Sqys atom forms a 1 bond with copper. Thus,
the two cysteine ligands are not equivalent; the Tt bonded ligand has a shorter Cu-
Seys bond and larger anges to the other ligands compared to the o bonded ligand
(217and 225 pn, respectively).

Tetragonal structures may also be obtained for models of Cu—alcohol dehydro-
genase [39]. When the fourth ligand is uncharged, they are less $able than the
corresponding trigonal complexes (in acordance with the aystal structure).
However, with OH™ (which is involved in the readion mechanism of the enzyme)



Table 2. The dfed of the model size, basis %, and density functional method on the geometry
of the trigonal models of the oxidised blue-copper site [26].

Method Model® Basis Distanceto Cu (pm) Angle aound Cu (°) )
st® S N Sue N-N SN SS SueN (%)

B3LYP 1 1 218 204205 267 103 119122 117 9495 891
B3LYP 1 2 219 206 269 104 119122 117 9496 885
B3LYP 1 3 218 205 267 103 118123 117 9496 883
B3LYP 2 1 218 204206 271 102 120125 115 9495 897

BP86 1 1 219 203210 236 103 102130 116 99105 811

4The models are 1, CU(' m)z(SCHs)(S(CH3)2)+ or 2, CU(l mCH3)2(SC2H5)(S(CH3)(C2H5)+
bThe basis sts are 1, DZpdf/6-31G*; 2, TZVPP, or 3, DZs2pdZ /6-311(+)G(2d,2p) [26].

as the fourth ligand, the tetragonal structure is most stable. This may explain
some of the spedral shifts that are observed experimentally when the coenzyme
or the ligands are exchanged [69].

2.3 The sensitivity of the geometries to the theoretical method

When we did the geometry optimisations of the plastocyanin models sx yeas
ago, they were on the verge of the possble; eat optimisation took three CPU-
months. Today, such caculations can be done routinely in lessthan a week on a
standard workstation. Therefore, we now have the oppatunity to test whether
these cdculations were converged with resped to the basis sts or model sys-
tems. In Table 2, we list the result of a series of such cdculations for the oxidised
trigonal plastocyanin model, Cu(Im),(SCHs)(S(CHxs),)* [26]. Clealy, the results
are very stable. If the basis <t is enhanced to triple-¢, with diffuse functionson S
and N, and dauble pdarising functions on all atoms (DZs2pdZ/6—-31X+)G(2d,
2p) [25]) or is changed to the TZVPPbasis st (with ad function on H and an f
function on other atoms) [70], the bond lengths to copper change by less than
2 pm and the angles change by lessthan 1°. Similarly, if a methyl group is added
to al ligands (Cu(ImCHs),(SC,Hs)(C,HsSCHa)Y), only small changes are ob-
served, up to 4 pmin the bond length and 3’ in the angles.

It would have been interesting to ched if the results also are converged with
resped to the method. Unfortunately, there is no method that is clealy better and
can be used for models of this sze Itis dill not posgble to doanalyticd geome-
try optimisations with the CASPT2 method and test cdculations with the MP2
method indicate that these results cannot be @nverged with resped to the basis
set [26]. Therefore, we have only made cdculations with another common den-
sity functiona method, Bedke—Perdew86 (BP86) [71,72]. In general perform-
ance, it slightly lessacairate than B3LYP [22], but it has the alvantage of lad-
ing exad exchange, which may in combination with other tedhniques make the
cdculations about five times faster than B3LY P [73]. However, as can be seen in
Table 2, the change in the density functional, leads to quite gopredable danges
in the geometry, up to 1 in the angles and as much as 35 pn for the Cu—Sy«



Table 3. The dfed of the dieledric constant (¢) on the geometry of the Cu(lm)(SCHs)-
(S(CHg3)2) complex [26]. The cdculations were performed with the B3LYP method, the
DZpdf/6—31G* basis st, and the CPCM solvation model with awater probe.

£ Distanceto Cu (pm) Angle aound Cu (°) )
Scys N Swiet N-N ScysN S-S Sve—N @)
1 232 214215 237 109 105-108 115 107113 894
2 233 209-211 240 116 106-108 106 103-115 87.0
4 234 209-211 241 117 107109 105 103-114 86.8
8 233 209-210 244 118 108-112 106 100-112 86.7
16 235 208-208 246 120 108-110 104 103-110 87.6
80 232 208-211 248 112 108-121 104 98-110 87.4

bond length. Even if these changes are not so large in energy terms, the structure
is appredably less $milar to the experimental structures and therefore we cannot
recommend this method for general use.

Similar results apply for the reduced models, but due to the wedker interadion
with copper, the dhanges are slightly larger, up to 6 pmand 7° [26]. Most impor-
tantly, however, the relative energy between the optimal geometry and the com-
plex with the Cu—Sy bond length fixed at 290 pm is converged; it changes by
lessthan 1 kJ/mole if the basis st or model system is increased. With the Bedke—
Perdew86 method, bond lengths change by up to 9 pm, anges by lessthan 4°, but
the relative energy change by 6 kJ/mole [26].

Our study of the reduction potential of the blue copper proteins indicaed that
the geometries may change quite gpredably when solvation effeds are taken
into acount [35]. We have therefore performed a number of geometry optimisa-
tions of the reduced Cu(Im),(SCHz)(S(CHs),) complex in a solvent with varying
values of the dieledric constant [26]. The results in Table 3 show that the bond
lengths change by up to 11 pm and the anges by up to 11°. Thus, the geometry
change in the solvent, but the dfeds are not very large, and the general geometry
Is not changed (the ¢ ange does not deaease below 86°). In particular, the dfed
of the solvent is small er than the results for the reduction patential indicate.

It is notable that the length of the Cu—Sy bond increases with the dieledric
constant. Thus, solvent effeds may explain parts of the difference between the
optimised and crystal structures for the reduced complexes. Even if the Cu-Sy«
bond daes not become longer than 248 pm, this will deaease the energy differ-
ence between the optimised and the aystal structure (i.e. below 4 kJmole). Fur-
thermore, increasing the basis st [26], the model size [26], or improving the
theoreticad method [14] also elongate the Cu—Sy« bond, as do dynamic dfeds
[54]. If al these corredions are alded together, the Cu—Sye bond length should
bemme ~270 pm, but non-additive dfeds may make it even longer. Therefore, it
Is not clea if there is any discrepancy at al between the cdculated and experi-
mental length of this bond, but if thereis any, it is very small i n energy terms.



Figure 5. A comparison between the aystal structure of reduced plastocyanin (light grey and
no hydrogen atoms) [74] and the structures of Cu(lm),(SCH3)(S(CHs),) optimised in vaaium
(dark grey) [14] or with COMQUM in reduced plastocyanin [26].

2.4 Geometry optimisationsin the protein

The best way to study the geometry of the blue copper proteins is to perform
geometry optimisations in the protein using combined quantum chemicd and
moleaular medhanica methods. We have recently initiated a series of such cd-
culations using the program CoOMQUM [57], which uses the B3LY P method for
the adive site and the Amber force field [40] for the rest of the protein [26].
Some of the results of these cdculations are shown in Table 4.

It is clea that the COMQUM structures are gopreaably more similar to crystal
structures than structures optimised in vacuum. This is most obvious for the ori-
entation of the histidine rings and the dihedrals of the other copper ligands, as can
be seen in Figure 5. This improvement is quite natural since these low-energy
modes are determined in vacuum by weak hydrogen bonds involving the methyl
groups. In the protein, they are instead determined by interadions with the sur-
rounding protein, e.g. steric efeds, normal hydrogen bonds, and non-pdar inter-
adions.

However, there is also a significant improvement of the Cu-igand dstances
and the anges around the copper ion, as can be seen in Table 4. In all COMQUM
structures, the Cu—S¢s bond is appreaably shorter than in vacuum, which make
them nore similar to what is found in crystal structures (they still are afew pm
too long, which refled the tendency of B3LY P to give too long Cu-Sgys bonds
[14]). This is probably an effea of the NHScs hydrogen bond in the protein.
Similarly, the Cu-N distances are 3—10 pm shorter than in the vaauum structures,
again improving the agreement with crystal structures. The S-Cu-Syet, Sye—CU—
N, and ¢ anges are dso significantly improved, espedally for the oxidised sys-
tems.



Table 4. The result of COMQUM cdculations on plastocyanin, nitrite reductase, and cucumber
basic protein, using the quantum system Cu(Im),(SCH3)(S(CHs).)" [26].

System® Distanceto Cu (pm) Angde around Cu (°) )
Cu Protein Con Scys N Sviet N-N SeyeN S-S SueN (9
I Vacuum 232 214-215 237 109 105-108 115 107-11: 89
Pcred Yes 221  203-208 339 103 120-134 104 78-101 76
No 222 203-212 375 103 120-136 105 72-103 71
Crystal 211-217 203-239 287-291 91-118 110-141 99-114 83-110 74-80
Il Vacuum 218 204 267 103 120-122 116 94-95 90
Pcox Yes 214  197-198 290 103 123-125 105 86-106 78
Crystal 207-221 189-222 278-291 96-104 112-144 102-11( 85-108 77-89
11° Vacuum 223  205-206 242 100 97-141 103 95-126 62
Nir Yes 219 200-203 262 100 104-135 105 87-129 61
No 224  203-205 241 97 91-146 105 89-141 48
Crystal 208-223 193-222 246-270 96-102 98-140 103-10¢ 84-138 56—65
n° CBP Yes 217 199-210 273 100 118-128 104 84-118 69
Crystal 216 193-195 261 99 110-138 111 83-112 70

% The system is defined by the oxidation state of the mpper ion (Cu), the protein (Pc red,
reduced plastocyanin; Pc ox, oxidised plastocyanin; CBP, cucumber basic protein; Nir, nitrite
reductase; Vaauum, quantum chemicd optimisation in vaauum [14,34]; Crystal, range
observed in the available aystal structures in the Brookhaven protein data bank), and
whether there isa connedion between the metal ligands and the protein badkbone (Con).

® Thisis the tetragonal structure, which in vaauum is obtained with the Cu(Im)2(SH)(S(CHs)2)*
model [34,65].

¢ Thisis a structure intermediate between trigonal and tetragonal that has not been observed in
vaauum.

For the Cu—Sy ¢ bond length, the results are lessclea. In al cases, the bond is
elongated, and for the oxidised structures, it is in excdlent agreanent with ex-
perimental structures. However, for reduced pastocyanin, the Cu-Sye bond be-
comes too long, 339 pm, compared to ~290 pm. This is most likely due to the
flexibility of the bond, combined with problems in the dasscd force field. Ap-
parently, the moleaular medhanics part of the cdculations is not acarate enough
to describe the fine-tuned interplay between methionine group, the copper ion,
and the surrounding enzyme.

Nitrite reductase and cucumber basic protein were dso included in the investi-
gation to seeif the protein could stabili se tetragonal and intermediate structures,
although such structures cannot be found in vaauum with the quantum system
used (Cu(Im),(SCH3)(S(CH3),)"). The results in Table 4 show that this is adually
the cae. The COMQUM structures give ¢ anges of 61° and 69, respedively,
which is close to the experimental values and clealy show that the nitrite reduc-
tase is tetragonal, whereas the aucumber basic protein structure is intermediate.
The large Sye—Cu-N and Sys—Cu-N anges aso flag that the structures are not
trigonal.

At first, these improved structures could be taken as evidence for protein
strain. However, the COMQUM cdculations involve dfeds that are normally not
considered as grain, e.g. the dhange in the dieledric surrounding of the copper



site, eledrostatic interadions, and hydrogen bonds. In order to dstingush be-
tween these dfeds, we performed two cdculations in which the wvalent bond
between the badbone and the side dchain of the metal ligands is removed (c.f.
Table 4) [26]. This way, covalent strain effeds from the protein are diminated.
Interestingy, this hardly changed the structure of the plastocyanin site & all, ex-
cept for an elongated Cu—Sy bond. However, the nitrite reductase structure be-
came more similar to the vaauum structure, except for a larger variation in the
Sve—CUu—N anges and a smaller ¢ ange (even smaller than in crystal structures).
Thus, the nitrite reductase structure seans to be tuned by covalent interadions,
whereas the plastocyanin site is modified by eledrostatic interadions. Thisis in
excdlent agreanent with our free eergy caculations of the two proteins [54],
which indicated that plastocyanin preferred the trigonal structure by eledrostatic
interadions, whereas nitrite reductase favoured the anges in the tetragona
structure. It should be noted, however, that already the vaauum structures repro-
duce most of the feaures of the wpper coordination. Protein interadions are used
only to fine-tune the structures at a small cost in energy.

Actually, the COMQuUM cdculations give us an oppatunity to dredly estimate
strain energies in the proteins. The strain energy is given by the difference in en-
ergy of the isolated quantum system at the COMQUM geometry and at the optimal
vaauum geometry. This energy ranges from 33 to 51 kI/mole. This is smilar to
what was found for the cadalytic and structural zinc ions in alcohol dehydroge-
nase, 30—60 K/mole [57,75—77, which seems to be anormal strain energy for
the incorporation of a metal site from vacuum into a protein.

If the connedion between the protein and the metal ligands is removed, the
strain energy is approximately halved. The difference (21-23 K/mole) is close to
the strain energy in the sense of Warshel [50] (see Sedion 8) and also in the
common medhanicd sense (a distortion of the structure caised by covalent inter-
adions). This energy is adually appredably lower than what was found for alco-
hol dehydrogenase (33 kI/mole) [76]. Yet, even these energies involve some
terms that are not commonly regarded as drain. In the vacauum structure there ae
hydrogen bonds between the methyl groups and the negatively charged Sgs atom.
These ae removed in the COMQUM structure, but the more favourable interac-
tions in the protein are not included when the strain energies are cdculated. This
gives a significant pasitive antribution to the strain energy. Therefore, it is not
surprising that the strain energies are still not negligible, but it is clea that the
CoMQUM cdculations give no evidence of any unwsua strain energies for the
blue @pper proteins.



4. ELECTRONIC SPECTRA

The hallmark of cupredoxins, leading to their description as blue or type 1
copper proteins, is the presence in their eledronic spedrum of an intense (€ =
3 000—-6000M~*cm™) absorption band around 600nm. This gedral feaure dis-
tingushes them from normal inorganic Cu(ll) complexes, the spedrum of which
only contains a number of weser (¢ = 100 M~‘em™) ligand-field transitions in
the same region [78]. However, also within the type 1 proteins, variations exist.
In addition to the prominent peak at 600 nm, a feaure & 450 nm is observed in
al spedrawith a varying intensity [79,80]. The aial type 1 proteins, like plasto-
cyanin and azurin, show only little asorption in the 450-nm region, whereas this
band becomes much more prominent in rhombic type 1 proteins, like pseudoazau-
rin, cucumber basic protein, and stellacyanin. The increasing intensity of the 450—
nm band in the latter proteins goes together with a deaease in intensity of the
600-nm band, so the sum of &460 and &g IS approximately constant [79]. Nitrite
reductase from Achromobacter cycloclastes is a limiting case for which the 460
nm line is adually more intense than the 600-nm pe&k, giving the enzyme agreen
colour. No natural proteins exist in which the blue band is even further reduced,
but by site-direded mutagenesis a number of mutants have been constructed in
which only the second band is present, blue-shifted towards 410 nm, giving them
ayellow to aange wlour [81]. Based on the analogy of their EPR spedra with
the normal type 2 copper proteins, these mutants have been classfied as type 2
[82]. The dassfication of mutants with intermediate spedroscopic charaderistics
as type 1.5 follows naturally.

Apart from these two peaks, several wedker feaures have been discerned in
the visual and nea-infrared region of the spedra of type 1 copper proteins. Based
on different types of spedroscopic analyses and with the help o the density
functional Xa cdculations, Solomon and coworkers [83,84] have reported and
assgned atotal of nine asorption bands in the spedrum of plastocyanin (c.f. Ta-
ble 5). They assgned the 600-nm (11 700 cmi ™) band to a dharge transfer excita-
tion from a Scys p orbital with 11 overlap to a Cu orbital. The band at 460 nm
(21 370cm™) was proposed to correspond to a His— Cu charge-transfer, whereas
an additional feaure & 535nm (18 700cm™) was assgned to a darge transfer
from the so-cdled Scys pseudo-o orbital. Similar studies have more recently been
performed on nitrite reductase [85], cucumber basic protein, and stellacyanin
[86]. Below, we describe our spedroscopic studies of the blue wpper proteins
with the more acarrate CASPT2 method, leading to a unified theory for the spec-
tra of copper—cysteinate proteins.



4.1 The dedronic spedrum of plastocyanin

We have studied the dedronic spedrum of plastocyanin with the
CASSCHCASPT2 approach [36]. The blue cpper site in this protein is not
symmetric. However, the N-Cu—N and S-Cu-S planes are gproximately per-
pendicular, so the geometry can be dianged to Cs symmetry with modest move-
ments. Such a symmetrisation simplifies the labelling of the excited states and
speeds up the cdculations, so that larger models and more excited states can be
studied. However, our most reliable results were obtained for an ursymmetrica
Cu(Im),(SH)(SH,)" model (for which we can include apoint-charge model of the
surrounding protein and solvent), correded for the truncated cysteine and
methionine models [36]. A total of nine states have been studied, including the
five ligand-field states and the four lowest ligand-to-metal charge-transfer states.
The results are shown in Table 5 together with experimental excitation energies.

The various excited states can best be charaderised by analysing the singy oc-
cupied moleaular orbital of eat state. These orbitals are shown in Figure 6. The
singy occupied arbital for the X A" ground state is srongly delocdised over the
Cu-Sgys bond. It involves a 1t antibonding interadion between the Cu 3d,, and
Soys 3py orbitals, combined with a much weéeker o antibonding interadion with
the two N ligands, whose positions in the equatorial plane ae such that a perfed
o overlap with the two remaining lobes of the Cu 3d,, orbital is obtained (the -
ordinate system is ®leded so that the @wpper ion isin the origin, Sy is on the z
axis, and Sgys is in the xz plane).

The singly occupied arbital of the first excited state (a?A) is formed by a o an-
tibonding combination of the Cu 3dx.y> and Sgys 3px orbitals. This interadion is
also strongly covalent. The cdculated excitation energy for this gate is 4 119
e, which explains the gopeaance of the band at 5 000cm ™ in the plastocyanin
spedrum. Between 10 000and 14 000cm ™, threebands are found in the experi-
mental spedrum, corresponding to the cdculated states b?A, b“A", and cA. From
the compasition of the crresponding singy occupied arbitals it is clea that the
states concerned can be labelled as genuine ligand-field states, with the dedron
hole locdised in the Cu 3d, 3dy,, and 3dy, orbitals, respedively. The presence of
a definite amount of Sgys 3p charader in the Cu 3dy, orbital of the bA" state is
notable. This mixing gves a significant intensity for the transition to this date,
which is in fad responsible for the second most intense band in the plastocyanin
spedrum.

The dominant blue band, appeaing at 16 700cm™ in the experimental spec-
trum, was caculated at 17 571cm™* and corresponds to the c%A" state. As can be
seen from Figure 6, the rresponding singy occupied orbital is the bonding
counterpart to the Cu—Sgys T antibonding gound-state orbital. The extremely
good overlap between the two orbitals immediately explains the large asorption
intensity of the arresponding excitation. Even if this transition formally can be



Figure 6. The singly occupied orbitals of the various excited states in the symmetric Cu(lm).-
(SCH3)(S(CHz3),)" model, cdculated at the CASSCF level [36].

labelled as a Sqys— Cu charge-transfer excitation, the adual amount of charge
transferred is only about 0.2 e.

At higher energies, four additional charge-transfer bands were observed in the
experimental spedrum, at 18 700 21 39Q 23 44Q and 32 500cm™, respedively
[84]. The latter two bands were adgned by Gewirth and Solomon [84] as
charge-transfer excitations from methionine and histidine, respedively. We aould
only study these excitations in models with enforced symmetry. The results are
therefore more gproximate than for the lower excitations, but they are in line
with Gewirth's assgnments.

However, for the bands at 18 700and 21 390cm™, there is a discrepancy be-
tween the experimental spedrum and our cdculations. Indeed, we predict only



Table 5. The experimental [84,85] and cdculated [34,36] spedrum of plastocyanin and nitrite
reductase (excitation energies in cm™, oscill ator strengths in bradkets) together with the &
signment of the various excitations. The ground-state singly occupied orbital is Cu—Scys T in

plastocyanin but Cu—Scys 0* for nitrite reductase.

State Plastocyanin Nitrite reductase

Assgnment  Calculated Experimental  Experimental Calculated  Asdgnment
aq Cu-Sgs0*  4119(0.000 5000(0.000 5600(0.000  4408(0.000 Cu-Sg,Tt
bA 3d2 10 974(0.0000 10 800(0.003 11 900(0.003 12 329(0.000 3d2
b 3d,, 13117(0.001) 12 800(0.011) 13500(0.009 12 872(0.000 3d,,
cA 3dx 13 493(0.000 13 950(0.004 14 900(0.010 13 873(0.003 3dx
cA Cu-Sgsmt 17 571(0.103 16 700(0.050) 17 550(0.020 15 789(0.032 Cu-SgysTt
dA Cu-S.s0 20599(0.001) 21 390(0.005 21900(0.030 22461(0.119 Cu-Sgs0

one excited state in this region of the spedrum, d?. The singy occupied orbital
in this gate is the o bonding combination of Cu 3dy._y> and S 3py, corresponding
to the antibonding orbital of the first excited a%A' state. This is Gewirth and Solo-
mon’s pseudo-o orbital [84]. They assgn the band at 18 700cm™ in the experi-
mental spedrum as the excitation to the d?A' state and the band at 21 390cm™ as
another His— Cu charge-transfer excitation. Our cdculated excitation energy for
the dA' state is 20 599 cmi™?, between the experimental bands at 18 700and
21390 cm™?, but closer to the latter. Still, our assgnment of the 21 390-cm™
band as the transition to d?A' comes mainly from an analysis of the Sc,s ps— Cu
transition in other proteins and as a function of the ¢ ange (seethe next sedion).
According to this analysis, the transition energy should remain constant for the
various proteins. Therefore, it seans unlikely that the d%A' state would appea
more than 3 000cm™ lower in energy in plastocyanin (18 700 cm™) than in ni-
trite reductase (21900 cmi™* [85]). Moreover, the intensity of the Sgys po— Cu
transition should increase significantly with a deaeasing ¢ ange, which isin ac-
cordance with the increasing intensity of the 460-nm pea (21 700cmi™) in the
experimental spedra of the rhombic type 1 proteins. In addition, experimental
evidenceindicae that S, rather than imidazole, is involved in this band [79,87].
Therefore, it is more plausible to asggn the d?A' state to the band at 21 390cm™,
although this means that we have to leave the 18 700cm™ band unassgned. It is
notable that the latter band is not present in the experimental spedrum of nitrite
reductase [85].

4.2 Correlation between structure and spedr oscopy of copper proteins

On the basis of the dedronic, resonance Raman, and EPR spedra, the ¢/s-
teine-containing copper proteins have been divided into four groups: axial type 1
(e.g. plastocyanin), rhombic type 1 (e.g. nitrite reductase and stellacyanin), type
1.5, and type 2 (mutant) copper proteins [81]. We have studied the spedra of
members of ead group with the CASPT2 method [33,34,36,38].



Cucumber basic protein Pseudoazurin

Nitrite reductase Stellacyanin

Figure 7. The singly occupied ground-state orbitals for four models of rhombic type 1 copper
proteins. cdculated at the CASSCF level [34].

In Figure 7, the ground-state singly occupied arbitals of three rhombic type 1
proteins, viz. cucumber basic protein (plantacyanin), pseudoazurin, and nitrite
reductase, are shown. If these ae compared with the ground-state orbital of
plastocyanin in Figure 6, a dea difference can be seen. In plastocyanin, there is
an almost pure 1" interadion between Cu and Scys. However, in nitrite reductase,
thisinteradion is instead mainly of o* charader, and the other two proteins show
amixture of o* and 1t* interadions. Thus, there has been a change in the ground
state of the system; for plastocyanin the Cu—Scs 0* interadion is found in the
first excited state, whereas in the rhombic proteins, a significant contribution of o
charader is found in the ground-state singy occupied arbital. The singy occu-
pied orbitals in the other excited states are not much changed. This diredly ex-
plains the change in intensity pattern of the spedrum. The 1t antibonding orbital
has a strong overlap with the crresponding Tt bonding orbital in the c?A" state,



giving rise to the blue line in the spedrum, whereas the o* antibonding orbital
instead overlaps grongy with the arresponding o bonding orbital, found in the
d?A state. As expeded, this transition gves rise to the yellow band around
460nm in the spedrum, the line that increase in intensity for the rhombic type 1
copper proteins.

In Table 5, the cdculated and experimental excitation energies and oscill ator
strengths of plastocyanin and nitrite reductase ae compared [34]. It can be seen
that the aror in the cdculations is consistently below 1 800 cm™, i.e. within the
error limits of the CASPT2 method [28]. Moreover, the cdculations follow the
experimental trend, i.e. that al excitations for nitrite reductase gopea at a higher
energy than the corresponding excitations for plastocyanin [85]. This refleds the
stronger ligand-field exerted in the tetragonal structure, with four instead of three
strongy bound ligands. The intensity of the ligand-field states also refleds the
change in gound state: the intensity of the d%A" state has dropped to zero,
whereas the b,c?A' states gain intensity from the presence of a small amourt of
Soys 3po charader in the corresponding singy occupied arbitals.

The ground-state orbitals and the spedra of the other two proteins, cucumber
basic protein and pseudoaaurin are intermediate between those of plastocyanin
and nitrite reductase. Similarly, their structures, as described by the ange ¢ be-
tween the S-Cu—S and N-Cu—N planes, are dso intermediate (¢ is 82, 74, 70,
and 61° for plastocyanin, pseudoaaurin, cucumber basic protein, and nitrite re-
ductase, respedively). Thus, there seams to be a orrelation between the spec-
trum and the flattening of the copper geometry. This was investigated thoroughy
for the Cu(NHs),(SH)(SH,)" model by cdculating the spedrum at a number of ¢
anges, rangng from the ided trigonal structure (¢ = 90°) to a strictly square-
planar structure (¢ = 0°) [34]. The results are summarised in Figure 8, which
shows how the Cu—Sy bond is dhortened and the Cu—Sy bond is elongated as
the structure goes from trigonal to square planar. At the same time, the ratio of
the cdculated oscill ator strengths for the excitations around 460and 600nm goes
from zero to infinity. This refleds that in the trigonal structure, the c?A" state
gives rise to the dominant blue band, whereas the d?A' state has little intensity. In
the square-planar structure, the situation is reversed. The ground state is of Cu-
Sqys 0* charader, and the Cu—Sgs 0 - 0* excitation, has by far become the most
intense, whereas the c A" state has almost completely vanished.

Even if the cdculations were performed on a simple model, the results pre-
sented in Figure 8 nicdy refled the structure—eledronic spedroscopy relationship
between the various types of copper—cysteinate proteins. The @pper coordination
geometry of axial type 1 proteins is close to trigonal, and their spedroscopic
charaderistics are refleded by the results obtained for ¢ > 80°. Rhombic type 1
proteins like pseudoazurin and cucumber basic protein, on the other hand, have ¢
anges between 70° and 8C°. As can be seen from Figure 8, even at such a small
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Figure 8. The variation of the Cu—S¢ys and Cu-Sye« bond lengths and the quotient of the oscil-
lator strengths of the pe&ks around 460and 600nm as a function of the ¢ twisting angle [34].

deviation from orthogonality, the 460-nm excitation has already gained significant
intensity due to mixing of o charader into the ground-state singy occupied or-
bital. The largest deviation from orthogonality within the type 1 copper proteinsis
found for nitrite reductase from Achromobacter cycloclastes which has ¢ = 56—
65° [88]. At such anges, the seaond transition has become the most intense,
which is in acmrdance with the green colour of nitrite reductase.

The intensity of the blue band further deaeases as the structure is more flat-
tened, and the results obtained for the smallest ¢ angesin Figure 8 can to afirst
approximation be used to mimic the properties of type 2 copper—cysteinate (mu-
tant) proteins, with their yellow colour. We have dso performed cdculations on
more redistic complexes [34,38] which confirm these predictions. They show
that the Cu-Sgys 0 — 0* excitation is blue-shifted in these models by more than
1 000 cmi?, in agreament with the experimental shift of this band from 460 to
410nm when going from type 1 to type 2 copper proteins [81].

The result in Figure 8 has led us to suggest that axial type 1 proteins have atri-
gonal structure with a 1t bond between Cu and Sgys. The other threetypes of cop-
per proteins have instead a tetragonal structure with mainly o bonds to all the four
copper ligands. They differ in the flattening of the geometry, for example a de-
scribed by the ¢ ange. Rhombic type 1 proteins, which are most distorted to-
wards a tetrahedron, arise when one of the ligands forms a wesk bond. If al lig-
ands bind strongly, but still are rather soft (e.g. histidine), type 1.5 sites arise,
whereas with harder ligands (e.g. water) and preferably with two axial ligands,
the strongly flattened type 2 copper sites are found. It is notable that all sites form
naturally, following the preferences of the copper ion and its ligands, and not by
protein strain.



The only protein that does not fit into the eove description is gellacyanin. The
structure of this protein is clealy trigonal, with a ¢ ange of 84°, similar to pas-
tocyanin. However, the &40/ €500 ratio for stellacyanin is sgnificantly higher than
for plastocyanin and its ESR charaderistics are rhombic instead of axial. The
structure and eledronic charaderistics of stellacyanin were recently discussd in
two independent studies by Solomon et al. and us, and quite different interpreta-
tions were given [33,86]. In Solomon's view, the stronger axial ligand in stella-
cyanin (a glutamine side-chain amide group, which binds closer to the copper ion
than methionine, ~220 pm compared to 265-330 m) should induce astronger
Jahn-Teller driving force. The fad that the @wpper surrounding in stellacyanin is
not more strongy tetragonally distorted than in plastocyanin can in this view only
be explained by more protein strain. However, our cdculations on the Cu(lm),-
(SCH3)(OCCH3NH,)" model show that its optimal geometry is trigonal and close
to the aystal structure of cucumber stellacyanin (c.f. Table 1) [33]. There is no
need for strain, since the Jahn-Teller instability can be lifted also by a trigonal
distortion instead.

As concerns the spedral charaderistics, Solomon makes a dea distinction
between stellacyanin and the other rhombic type 1 proteins, in that he gives a
different assgnment to the intensity-gaining band around 460 nm: a His— Cu
charge-transfer excitation in stellacyanin, as oppcsed to a Sgs pseudo-o — Cu ex-
citation in the other rhombic proteins. As arealy noted, the His— Cu band was
not reproduced by our cadculations. However, our results indicae that the excita-
tion out of the Sy 0 orbital around 22 000cm™ becomes sgrificantly more in-
tense in stellacyanin, at the expense of the blue band, in conformity with what
was found for the other rhombic type 1 proteins. The intensity-gaining mecdhanism
in stellacgyanin is not a deaeasing ¢ ande, but the stronger axial interadion with
the glutamine side-chain amide group, giving rise to a more pronounced mixingin
of o charader into the ground-state singy occupied arbital, even in an amost
strictly trigonal structure (see Figure 7d) [33]. Therefore, there is no ned to in-
voke aHis— Cu excitation to explain the increased €460/ 6ooratio in stellacyanin.

4.3 The sensitivity of the alculated spedra on the theoretical method

Our studies of the spedra of blue copper proteins have taugh us a lot about
spedra cdculations on metal complexes and their sensitivity to various parame-
ters. First, the size of the ligand models is crucial. Imidazole should be used as a
model of histidine, SCH5™ for cysteine, S(CHs), for methionine, and CH;CONH,
for glutamine [33,36]. If imidazole is replacal by NHs, most excitation energies
deaease by 800-1900cm™, and the ordering of the excitations may change.
Likewise, if SCH3™ is replacal by SH™, the excitation energies deaease by up to
5200cm™. On the other hand, substituting SH, for S(CHs), increases al excita-
tions by up to 6800 cmit. Consequently, the results obtained with Cu(lm),-



(SH)(SH,)* and Cu(Im),(SCH3)(S(CHs),)" are quite similar, and can be improved
by a set of corredions fadors [33,34,36]. Further replaang SCH3~ with SC,Hs5~
has a small effed on al excitation energies (lessthan 200cm™). This is a bit sur-
prising, since Zerner et al. report changes of up to 2100cm™ in the spedrum of
rubredoxin when the diromophore is modelled by Fe(SC.Hs), instead o
Fe(SCH;)4 [89].

Sewond, the geometry strongly influences the spedrum. In particular, the Cu-S
distances are aucial. If the Cu—S¢s distance is deaeased by 5 pm, all excitation
energies increase by up to 2000 cm™. Similarly, if the Cu-Sy« bond length is
increased by 10 pm, the excitation energies increase by up 900cm™, except for
the excitation to the e?A' state (the dharge-transfer to methionine), which change
by 1 900cmi™ [36]. Therefore, in order to reproduce experimental excitation en-
ergies and to get acaurate results it is necessary to reoptimise the two Cu-S dis-
tances with the CASPT2 method [34].

Third, the dfed of the surrounding protein and solvent moleaules, which has
been estimated using a point-charge model, is appredable and cannot be ne-
gleded. The general trends are the same for all proteins gudied, and can be re-
lated to the charader of the transitions [33,34,36,39]. The excitation energies of
the two Seys— Cu charge-transfer states increase by up to 2800cm™, whereas the
ligand-field excitations, which involve an appredable darge-flow from Cu to
Seys deaease by almost 2 000cm™. A considerably smaller effed is found for
the lowest transition, which is essentialy a transition within the Cu—S¢,s bond.
However, if only details in the aystal structure ae dianged, e.g. the binding or
exchange of the cenzyme (NADH) in Cu-substituted alcohol dehydrogenase, the
variation in the spedra is limited, lessthan 300 cm™ [39]. It is also notable that
the surroundings reduce dl oscill ator strengths by a fador of up to 1.75.

Finaly, we have dso investigated the influence of the basis wts, relativistic
effeds, and Cu 3s and 3p semicore rrelation on the spedrum [36]. Somewhat
unexpededly, the spedrum is quite insensitive to the basis st. Increasing it with
double pdarising functions on Cu and S and singe pdarising functions on C, N,
and H, change the spedrum by less than 250 and 500cm™ for the ligand-field
and charge-transfer states, respedively, except for the dharge-transfer state from
methionine, which is changed by 2 300 cm™ [36]. Likewise, relativistic efeds
and the Cu 3s and 3p correlation do not influence the spedrum very much, less
than 800 cm™ [36]. However, the two effeds ad in the same diredion and
change the ligand-field and the darge transfer excitations in oppdasite diredions
(both effeds favour states with a low Cu 3d population). Thus, their combined
effed may significantly alter the relative energy of the excited states. Therefore,
they are included in all reported excitation energies.



5. REORGANISATION ENERGIES

According to the semiclasscd Marcus theory [6], the rate of eledron transfer
depends on the reduction potential (AGo), the dedronic coupling matrix element
(Hpa), and the reorganisation energy (A):

2 _ 2
Ker =— DA exp( ) (1)
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If the geometry of the adive site and its surroundings does not change much dur-
ing eledron transfer, the reorganisation energy will be small, and the readion will
be fast. Therefore, it is of vital importance for an eledron-transfer protein to re-
duce the reorganisation energy. For convenience, the reorganisation energy is
usually divided into two parts: inner-sphere reorganisation energy, which is as-
ciated with the structural change of the first coordination sphere, and auter-sphere
reorganisation energy which involves dructural changes of the remaining protein
as well as the solvent.

Several groups have tried to estimate the reorganisation energy for transition-
metal complexes and proteins using theoreticd methods of variable sophistication
and with varying success[51,90-10]. However, we sean to be the only group
that has systematicaly studied models with relevanceto the blue copper proteins.
We have estimated inner-sphere reorganisation energies by caculating the energy
difference of a reduced model between the optimum geometry of the reduced and
oxidised complex or vice versa [68]. For our best model of plastocyanin,
Cu(Im),(SCHS3)(S(CHx),)*, we obtain an inner-sphere reorganisation energy of 62
kJmole, whereas models of the rhombic type 1 proteins nitrite reductase and
stellacyanin have slightly larger values, 78 and 90 ki/mole.

It is far from trivial to compare these values with experimental data. First, we
need an estimate of the outer-sphere reorganisation energy. However, it depends
strongy on the geometry of the docking complex of the donor and acceptor pro-
teinsin the dedron-transfer readion of interest, and it is unlikely that it should be
additive for different readions. Therefore, it is highly questionable to use Mar-
cus combination rules [6] to oktain reorganisation energies for readions that
have not been studied experimentally [102—10T. It should also be noted that the
other terms in the Marcus' equation, the reduction potential and the coupling con-
stant, also change when the docking complex is formed [108. Therefore, reliable
comparisons can only be done when cdculations and experiments are performed
on the same dedron-transfer reacion.

However, to get a aude feding about the relation between the cdculated and
measured reorganisation energies, we can proceel in the following way. The
outer-sphere reorganisation energy of three tentative configurations of the dock-



ing complex between plastocyanin and its natural eledron donor, cytochrome f,
has been estimated by force-field methods and numericd solution of the Poisson—
Boltzmann equation [99]. The best estimate is 42 kJ/mole, and it can be cm-
bined with our cadculated inner-sphere reorganisation energy (inner-sphere reor-
ganisation energies can to a good approximation be expeded to be alditive, since
they do not depend on the conformation of the docking complex) for plastocyanin
to get an approximate total self-exchange reorganisation energy of 100 kI’mole.
This energy is dightly lower than the experimentally measured reorganisation en-
ergy for plastocyanin (120 kImole) [102. The reorganisation energy of aairin,
which is the best studied blue copper protein [103-107, is dightly lower (about
80 k¥mole), but it is likely that azurin, with its bipyramidal copper site, has a
lower reorganisation energy than the pyramidal site in plastocyanin [6§].

Recently, Loppow and Fraga [109 have estimated the reorganisation energy
for plastocyanin by analysing resonance Raman intensities. They obtain an inner-
sphere reorganisation energy of 18 kJymole, which is sgnificantly lower than our
[105. However, it represents the reorganisation energy of charge transfer during
the excitation to the intense blue line. As we saw above, only about 0.2 e is
transferred during this excitation (and only from Scs to Cu) and it has therefore
little to dowith the reorganisation energy during eledron transfer of plastocyanin
[68].

We have dso investigated how the blue copper proteins have adieved a low
reorganisation energy. As can be seen in Figure 9, a six-coordinate Cu(H,0)s"?*
complex has a rather small reorganisation energy, 112 kI’mole. However, Cu(l)
cannot stabili se such a high coordination number. If it is allowed to relax to its
preferred coordination number, the reorganisation energy of Cu(H,O)s" increases
strongy, to 336 K/mole. If the number of ligands is lowered to four, we get a
rather high reorganisation energy, 186—247 K/mole for Cu(H,0),"%*, depending
on whether the reduced complex is allowed to relax to a lower coordination num-
ber or not. Thus, the low coordination number of the copper ion in the proteins is
unfavourable for the reorganisation energy, but necessary since Cu(l) normally
does not bind more than four ligands.

Instead, the low reorganisation energy of the blue copper proteins is achieved
by a proper choice of ligands. Nitrogen ligands give an appredably (50 kI/mole)
lower reorganisation energy than water, owing to the lower Cu-N force @nstant.
A methionine ligand gives an even lower reorganisation energy (by 14 kJ/mole),
because of its wedaker Cu—S bond. The gysteine ligand deaeases the reorganisa-
tion energy even more, by 45 kJ/mole, although the Cu-Scys force @nstant is ap-
preaably higher than the one of Cu—N. This deaease is caused by the transfer of
charge from the negative charged thiolate group to Cu(ll), which makes the oxi-
dised and reduced structures quite similar. The dfeds of the methionine and
cysteine ligands are gproximately additive, so the Cu(NH3)s(SH)(SH,)*® com-
plex has a reorganisation energy of 74 k¥mole. Finaly, for the trigona
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Cu(NHa)3(SH)(SH,)*"® complex (all the other complexes have been tetragonal),
the oxidised structure is even closer to the reduced one, so the reorganisation en-
ergy isonly 66 kIYmole. If more redistic models are used, the reorganisation en-
ergy deaeases by 4 kJYmole and we arive & the estimate discussed above.

Thus, we can conclude that the inner-sphere reorganisation energy of our blue
copper modelsis smilar to the one in the proteins. This indicates that the proteins
do not ater the reorganisation energy to any significant degreeg i.e. that protein
strain is not important for the low reorganisation energies of the blue cpper pro-
teins. On the contrary, an important medianism used by the blue @pper site to
reduce the reorganisation energy is the flexible bond to the methionine ligand,
which can change its geometry at virtually no cost [54,68]. This medianism is
adually the antithesis of the strain hypotheses, which suggest that a low reor-
ganisation energy is obtained by the rigid protein obstructing any change in ge-
ometry.

6. REDUCTION POTENTIALS

The reduction potential is central for the function of eledron-transfer proteins,
since it determines the driving force of the readion. In particular, it must be
poised between the reduction potentials of the donor and acceptor spedes.
Therefore, eledron-transfer proteins normally have to modulate the reduction
potential of the redox-adive group. This is very evident for the blue copper pro-
teins, which show reduction potentials rangng from 184 mV for stellacyanin to
~1000mV for the type 1 copper site in domain 2 o ceruloplasmin [1,110117].



These two copper sites are untypicd in that stellacyanin has a glutamine amide
oxygen atom as the aial ligand (instead of methionine), whereas the ceuloplas-
min centre does not have any axial ligand at al (leucine replaces the methionine
ligand). However, blue @pper proteins with the typicad CuHis,CysMet ligand
sphere have reduction potentials between 260 and 680 mV (e.g. pseudoazurin
and rusticyanin) [1,63], although they share the same adive site. It is aso clea
that the reduction potentials of the blue wpper proteins are high, higher than for
most other eledron-transfer proteins (—700to +400 mV for iron-sulphur clusters
[112] and —300to +470 for cytochromes [113114]), and also higher than for a
copper ion in agqueous lution (+150mV [115).

The reason of these high potentials and their grea variation has been much
discussed. Originally, the entatic state and the induced rack hypotheses suggested
that the high potential was caused by protein strain. They propased that the pro-
tein forces Cu(ll) to hind in a geometry more similar to that preferred by Cu(l).
Thus, Cu(ll) should be destabili sed, which would increase the reduction potential
[10,12]. This effed has been observed for inorganic complexes with strained lig-
ands[115.

However recently, Mamstréom and Gray showed that the reduction potential of
denatured azurin is higher than for the native protein [105116117]. This $ows
that the reduced copper site gains more from unfolding than the oxidised site, es-
pedally as unfolding would increase the solvent accesshility of the site, thereby
favouring Cu(ll) and lowering the reduction patential. Consequently, the overall
effed of the folding of the protein is a lowering of the reduction potential [117],
I.e. oppasite to what the strain hypatheses originally suggested.

This is in line with the suggestion by Solomon and co-workers that it is only
the Cu(l)-Sye bond that is constrained by the protein [13]. A normal
Cu()—Sve bond length is about 230 pn, whereas in the blue wpper proteins, the
observed length is around 290 pn. Such an elongation can be predicted to reduce
significantly the donation of charge from the ligand to the copper ion, which
would increase the reduction potential. In fad, density functional Xa cdculations
indicate that the reduction potential would increase by more than 1000 mV by
this elongation [13].

Malmstrém et a. have extended this hypothesis to include dso aher axial lig-
ands [117,118. They point out that stellacyanin has the strongest axial ligation
among the blue copper proteins (a glutamine amide group at a distance of ~220
pm) and also the lowest reduction potential. Azurin has two axial ligands at dis-
tances around 310 pn and a higher reduction potential (285-310mV). In plasto-
cyanin, the Cu—O distance has increased to about 390 pm, as has the reduction
potential (to 380mV). In rusticyanin, the Cu—O distanceis even geder, 590 pm,
and the cabonyl oxygen does no longer point towards the wpper site. This is
correlated with a high reduction potential of 680mV (however, they disregard the
compensating shortening of the Cu-Sy bond in plastocyanin and rusticyanin).
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Figure 10. The cdculated potential energy surfaceof the Cu-Syue« bond in the Cu(Im),(SCHs)-
(S(CHs)2)™ complexes [35]. Two curves are given for ead oxidation state, one in vaauum
and one in water (cdculated with the CPCM method). The adual potential in any protein can
be expeded to found in between these two extreme caes. Reduction potentials can be found
by forming the difference between the aurves of the oxidised and reduced complex together
with a hypothesis whether the Cu-Syue« bond is constrained in the oxidised, reduced, or both
states [68]. Note that 1 k¥mole =9.6 mV.

Finaly, in fungal laccae and ceruloplasmin, which have the highest known re-
duction poatentials (750-1000mV), a leucine replaces the methionine ligand,
yielding a three-coordinate copper site. Thus, they propose that the protein fold
dictates the reduction patential of the @wpper site by varying the strength of the
axial ligation [117,118. We have examined these suggestions by several types of
cdculations.

First, we have used free aergy perturbations to estimate the maximum strain
energy plastocyanin or nitrite reductase can mobilise to resist a cetain copper
geometry [54]. These cdculations ow that the proteins are quite indifferent to
the Cu-Sye bond length. It costs lessthan 5 kJ/mole to change the length of this
bond between the values observed in different crystal structures or in optimised
vaauum nmodels. This energy is at least a fador of two too low to explain the ob-
served dfferences in the Cu—Sye bond length. Instead, the difference between
the cdculated and olserved Cu-Sy ¢ bond seems to be caised by systematic a-
rors in the theoretica method, dynamic dfeds, and solvation effeds [26,35,54],
as was discussed above.

Seoond, quantum chemicd cdculations of the potential energy surface of the
Cu-Sue bond shows that it costs less than 10 kI’mole to change the Cu-Sye
bond length by 100 pm around its optimum value (see Figure 10), a range larger
than the natural variation in this bond [14,54]. Thus, even if the proteins could
constrain this bond, it would affed the dedronic part of the reduction potential
by less than 10 kI’mole, or 100 mV, i.e. much less than the variation found
among the blue wpper proteins. Moreover, a anstrained Cu(l)-Sye bond would



destabili se the reduced state and therefore decrease the reduction potential, con-
trary to the suggestion of araised paential [119 and the fad that the blue wpper
proteins are dharaderised by high reduction potentials.

However, there ae other contributions to the reduction potential than the dec-
tronic part, most prominently the solvation energy of the adive site caised by the
surrounding protein and solvent. We have therefore studied the reduction poten-
tial of the blue wpper proteins using various methods to include the solvation ef-
feds. The results have shown that constraints in the Cu—Sy ¢ bond length can af-
fed the reduction patential by lessthan 70 mV (c.f. Figure 10) [35].

Furthermore, we have tested the suggestion [63,118 that the reduction poten-
tial is determined by the axial badkbone cabonyl ligand or by replacaements of the
methionine ligand (by glutamine in stellacyanin or leucine in ceruloplasmin and
laccae). Again, our results $ow that the potential energy surfaces of the aial
ligands are too soft to acount for the variation in reduction potential among the
blue copper proteins, even if solvation effeds are taken into acount (the total
effed is lessthan 140 mV) [35]. This is in acerdance with mutation studies of
the axial methionine ligand in azurin [120, showing that most substitutions give
only modest changes (lessthan 60 mV). The largest effeds are found for muta-
tions to hydrophobic residues, which increase the reduction potential by up to
140mV, and also mutations that change the structure of the wpper site[121].

Therefore, there must be other reasons for the high potentials of the blue ap-
per proteins. Examination of small inorganic models [63,115122 have shown
that anionic ligands lower the paotential, whereas sulphur and nitrogen Tt acceptor
ligands raise the potential. Our cdculations of the reduction patentials of a num-
ber of blue-copper models confirm this [45]. The replacanent of an ammonia li-
gand in Cu(NH3)4"%* by SH, increases the poatential by 0.7 V, whereas SH™ de-
creases the potential by 0.3-05V. If both models are included in the complex,
Cu(NHa)2(SH)(SH»)Y*, the potential hardly change relative to the Cu(NH3),"%*
complex. The same is true if more redistic ligands are used (Cu(Ilm),(SCHs)-
(S(CH3),)""). A tetragonal model of the rhombic blue wpper proteins has a
sightly larger reduction potential than the trigonal model (0.07 V), but it is not
clea if this differenceis sgnificant.

Moreover, other effeds are a important as the ligands. The dieledric proper-
ties of the protein matrix are very different from those of water. It has often been
argued that it behaves as a medium with a low dieledric constant (around 4 com-
pared to 80in water) [47,123124). Figure 11 shows that this gives rise to a very
prominent change in the reduction potential of a blue-copper site [45]. It in-
creases by 0.8-1V as the site is moved from water solution to the ceitre of a
protein with a radius of 1.5 nm (like plastocyanin) or 3.0 nm (like a1 azurin tet-
ramer). It can also be seen that it is not necessary to move the site to the centre of
the protein to get a full effed. Already at the surfaceof the protein, 80% of the
maximum effed is e, and when the site is 0.5 nm from the surface(as is typi-
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Figure 11. The reduction potential of the Cu(Im)2(SCH3)(S(CH3)2)** complex as a function of
the size of the protein (1.5 or 3.0 nm radius) and the distance between the wpper ion and the
centre of the protein [45]. The protein was modelled by a sphere of a low dieledric constant
(4) surrounded by water (¢ = 78.39), and the copper site & a wlledion of point-charges taken
from quantum chemicd cdculations. The potentials were cdculated with the MEAD program.

cd for the blue wpper proteins), the change in the reduction potential is 90% of
the maximum. Thus, reduction potential of the blue-copper site in the protein will
be 0.6—0.9 V higher than in water solution, in ac@rdance with a 0.5-V variation
in the oytochrome reduction potentials depending on the solvent exposure of the
haem group [125. This effed alone explains the high reduction potential of the
blue @pper proteins compared to copper in aqueous lution.

Naturally, detail s of the protein matrix, i.e. the presence and dredion of pro-
tein dipales and charged groups around the pper site, aso have strong influence
on the reduction patential [53,1264. In fad, a singe water moleaule 0.45 nm from
the copper ion may change the potential by 0.2 V, and backbone anide groups
may have similar effeds [53]. The water accesshility and the pading of hydro-
phobic residues have dso been shown to significantly influence the reduction
patential. In fad, it has been suggested that the protein may modify the reduction
potential by more than 1 V without any changes in the redox-adive group [52].
With these results in mind, the large variation of the reduction patentials of blue
copper proteins is not surprising, even if the detailed mecdhanism remains to be
reveded for most proteins [45,53,126].

7. RELATED PROTEINS

7.1 Thebinuclear Cu, site

Cytochrome ¢ oxidase is the terminal oxidase in both prokaryotic and eukary-
otic cdls and is responsible for the generation of cdlular energy via oxidative
phosphorylation [127]. It couples the cdalytic four-eledron reduction of O, to



water to transmembrane proton pumping, which can be used for ATP synthesis
and long-range dedron transfer. The adive site is a haem a;—Cug binuclea site,
whereas a seaond haem a and an additional copper site, Cu,, serve & eledron-
transfer intermediates between cytochrome ¢ and the adive site. The Cu, site
shows many similarities with the blue cpper proteins. Recantly, the structure of
cytochrome c¢ oxidase was determined by crystallography [128—-130. This 2lved
an old controversy regarding the geometry of the Cu, site [131,132), showing
that it is a binuclea site, bridged by two cysteine thiolate groups. Each copper
ionisalso baund to a histidine group and a weeker axial ligand, a methionine sul-
phur atom for one @pper and a badkbone cabonyl group for the other. The
Cu—Cu distance is very short, ~245 pm [133, and it has been speaulated that it
represents a wvalent bond [134-136. A similar site is found in nitrous oxide re-
ductase, aterminal oxidase that converts N,O to N, in denitrifying baderia[137].

During eledron transfer, the Cu, site dternates between the fully reduced and
the mixed-valence (Cu'+Cu'") forms. Interestingly, the unpaired eledron in the
mixed-valence form seamns to be delocdised between the two copper ions. Sev-
eral theoreticd investigations of the dedronic structure and spedrum of the Cu,
dimer have been published [138-144. In similarity to the blue wpper proteins, it
has been suggested that the structure and the properties of the Cu, site is deter-
mined by protein strain. More predsely, it has been proposed [136 that Cu, in
its natural state is smilar to an inorganic model studied by Tolman and coworkers
[145. This complex has along Cu—Cu bond (293 pm) and short axial interadions
(~212 pm). The protein is said to enforce weger axial interadions, which is
compensated by shorter bonds to the other ligands and the formation of a Cu—Cu
bond. This dhould alow the protein to modulate the reduction patential of the site
[136144.

We have studied the structure, reorganisation energy, and reduction potential
of the Cu, site with the same theoreticd methods as for the blue wpper proteins
[147). The eperimentally most studied state of Cu, is the mixed-valence state.
Our optimised structure of (S(CHs),)(Im)Cu(SCHS3),Cu(Im)(CH;CONHCH5)" is
very similar to available experimental data [128-130133148-15] (c.f. Fig-
ure 12 and Table 6). The Cu—Cu distanceis 248 pm, 2-5 pm longer than what is
obtained by extended x-ray absorption fine structure measurements (EXAFS),
and the Cu-Sgys distances are 231-235 m (~2 pm longer than the EXAFS re-
sults). Even the distances to the aial ligands are within the experimentally ob-
served range: 245 pn for the methionine ligand and 220 pn for the badkbone
cabonyl group. The difference in the Cu—Ny;s distances ems to be slightly
larger, 6—7 pm, which is probably due to hydrogen-bond interadions in the pro-
tein [147].

It has been noted that some inorganic models of the Cu, site have an appreda-
bly longer Cu—Cu distance (~290 pm) [145. Thisis accompanied by a change in
the dedronic state: In the proteins there is a o* antibonding interadion between



Figure 12. The optimised geometry of the o-bonded structure for the (S(CHs)2)(Im)Cu-
(SCHs3),Cu(Im)(CHsCONHCHS3)" complex [147] compared to the aystal structure of the Cua
site in cytochrome c oxidase (shaded and without any hydrogen atoms) [149.

the @pper ions in the singy occupied orbital (an orbital of Bs, symmetry for an
idedised D, Cu,S, core), whereas in the model, there is instead a Cu—Cu 1t
bonding interadion (B,, symmetry) [136,138141,143. We have dso optimised
the 1t bonded eledronic state. It is charaderised by a Cu—Cu bond length of 310
pm and a slightly larger variation in the Cu-Sgys distances (226-236 m),
whereas the other geometric parameters are similar to those of the o bonded
structure. In particular, there is no significant difference in the bond lengths to the
axial ligands. Therefore, it is unlikely that variations in the aial interadions
(caused hy the protein) may change the dedronic state of Cu,.

Interestingy, the two structures are dmost degenerate; they have the same en-
ergy within 2 kJ/mole. In fad, the full potential surfacefor the Cu—Cu interadion
Is extremely flat. As can be seen in Figure 13, the barrier between the two elec-
tronic states is lessthan 5 kJymole and the Cu—Cu distance can vary over 100 pm
(240-340 m) at a st of lessthan 5 kJ/mole bath in vacuum and in water solu-
tion. Thus, there is no indicaion that the Cu, site should be significantly strained.
The difference between the protein structures and the mixed-valence model is
caused by the degeneration of the two eledronic states (indicaing that small dif-
ferences in the surrounding protein may stabili se ather structure) and the fad that
the inorganic complex involve poa models of the histidine and axial ligands (four
amine groups at almost the same distances, 211-212 m). This ill ustrates the
danger of relying on inorganic complexes with poar ligand models; if such mod-
els had been used in theoreticd cdculations, nobody had believed in them.

The two eledronic states differ in the locdisation of the unpaired eledron: in
the o* state, the dedron is delocdised over the whole system, whereas in the Tt
state, the dedron is more locdised to ane @pper. Our cdculations reproduce
this movement of the dedron: in the system with a long Cu—Cu bond, the dec-
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Figure 13. The cdculated potential energy surfacefor the Cu—Cu interadion of the (S(CHs).)-
(Im) Cu(SCHs3).Cu(Im)(CH3sCONHCHa;)" complex in vaauum and in water [147].

tron is mainly locdised to the copper ion with the methionine ligand. However,
the dedronic structure is quite flexible, as experiments with engineeed Cu, sites
have shown [146153154].

The optimum structure of the fully reduced state of our Cu, model is also
shown in Table 6. It can be seen that most Cu-igand band lengths increase by 1—
7 pm upon reduction, but the Cu—Cu distance increases by 9 pm and the Cu—O
distance by as much as 30 pm. No crystal structure has been published for this
oxidation state, but EAXFS data ae available [133. It can be seen in Table 6
that our optimised structure is quite dose to these results, with the same trends as
for the mixed valence structure (i.e. slightly too long Cu—Cu and Cu-N bonds).
Therefore, our cdculations excdlently reproduce the dhanges upon reduction ob-
served by EXAFS, e.g. the dhange in the Cu—Cu distance. We dso reproduce the
larger variation in the Cu-S distances (233—-247 m). Consequently, the cdcu-
lated reorganisation energies can be expeded to be quite acarate.

For the reduction of the o* state, we predict a self-exchange inner-sphere reor-
ganisation energy of 43 kJ/mole [147]. Thisis 20 kI’mole lower than for plasto-
cyanin [68]. It has been speaulated that the reorganisation energy of Cu, should
be half as large & for a blue-copper site due to the delocdised eledron [136,144,
155156 and dder estimates of the reorganisation energy of the Cu, were in
general quite low, 15-50 K/mole [157,158. However, recent experiments have
indicated that the reorganisation energy is of the same size & for the blue copper
proteins, around 80 kKImole [159. If the outer-sphere reorganisation energy of
cytochrome ¢ oxidase is of the same magnitude &s for plastocyanin (~40 kl/mole
[99], our cdculated reorganisation energy is in good agreamnent with the latter
experiment. The reorganisation energy for reduction of the Tt state is appredably
higher, 69 kl/mole, which is due to the dange in the Cu—Cu bond length and the
anges in the CuS,Cu core [147].



Table 6. Bond dstances in four eledronic states of the (S(CHs),)(Im)Cu(SCHs).Cu(lm)-
(CH3;CONHCHS3) model [147] compared to experimental data for Cu, and model compounds.

Oxidation Electronic Distances (pm)
states State Cu—Cu Cu—S¢ys Cu—Nus  Cu-Sue Cu-O
[+ 257 233-247 207-211 240 250
EXAFS® 251-252 231-238 195-197
[1+] o* 248 231-235 202-209 245 220
11t 310 227-236 203-210 242 219

EXAFS" 243-246 229-233 195-203
crysta® 220258 207-244  177-211 239-302 219-300

model® 293 225229 211 212 212
1+I1 342 228-234 202-203 242 202
model® 334 233 206 210-226 210-226

* EXAFSdata[13315]].

® Protein crystal structures [128-130,148 150 .

¢ A mixed-valence inorganic model synthesised by Tolman and coworkers [145 with a Tt
ground state. Note that both the histidine and axial ligands are amine groups in the model.

4 Another fully oxidised inorganic model synthesised by Tolman and coworkers [157]. Note
that eat copper ion is five-coordinate with three anine nitrogen ligands.

The potential energy surfacefor the Cu—Cu bond in the reduced Cu, model is
amost as flat as in the mixed-valence state (Figure 13). Therefore, the reduction
patential of the Cu, site cannot change by more than 100 mV by constraints in
this bond. In particular, a dhange in the dedronic structure of the mixed-valence
state from 11to 0 does not change the reduction potential by more than 13 mV.
Solvation effeds alter the results by lessthan 20 mV (Figure 13).

Similarly, the potential energy surfaces of the Cu—Sy and Cu—O bonds are
also flat (Figure 14). The two bond lengths can vary over a range of almost 100
pm at an energy cost of lessthan 8 kJ/mole. As for the blue wpper proteins, the
optimum distance for the cabonyl group is sorter than for the methionine ligand.
Thus, it unlikely that the aial ligands determine the reduction potential of the
Cu, Site [136,146155. Even if the protein could constrain these distances, the
results in Figure 14 show that the reduction potential would vary by less than
80 mV for the experimentally observed range of these bond lengths. Inclusion of
solvation effeds does not change the situation significantly [147].

Finally, we have dso studied the fully oxidised Cu, model (Cu'+Cu"). This
state has not been urambiguously observed in biology yet, but it has been sug-
gested that it is responsible for the differing charaderistics of the Cu; site in ni-
trous oxide reductase [146,160. Our cdculations indicate that the fully oxidised
state should have amuch longer Cu—Cu bond (342 pm) and a shorter Cu—O bond
(202 pm) than the mixed-valence state. This is reasonably similar to a fully oxi-
dised inorganic model complex with bridging thiolate groups and three amnine ni-
trogen ligands of ead copper, seeTable 6 [157. In particular, the anges in the
CuS,Cu core ae very similar, 85° compared to 83 for the S-Cu-S ange. Thisis
quite different from the anges in the mixed-valence o* state (115°). Therefore,
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Figure 14. The cdculated potential energy surfaces for the Cu—Sye« and Cu-O interadions of
the (S(CHs),) (Im)Cu(SCH3),Cu(lm)(CH3;CONHCHs) " complex in vaauum [147].

the self-exchange reorganisation energy for the oxidation of this date is high, 133
kJmole [147].

Interestingy, the Tebonded structure is more similar to the fully oxidised state,
and the rresponding reorganisation energy is also appredably lower,
90 kJmole. It has been suggested that the Cu, and Cu; sites in nitrous oxide re-
ductase in fad are the same site, with altered properties as a result of a confor-
mational change [14616(. If this suggestion is corred, it follows from our re-
sults that the conformational change may stabili se the o* structure in the Cu, site,
but the 1t structure in the Cu; site. This would hardly cost anything in energy
terms (Figure 13), but it would strongy reduce the inner-sphere reorganisation
energy for oxidation of the mixed-valence state [147].

In conclusion, the properties of the Cu, dimer are very similar to those of the
blue @pper proteins. Each copper ion has a trigonal structure with a wealy
bound axial ligand. There ae two nealy degenerate dedronic states, which to-
gether with the flat potential of the aial ligands give avery plastic site. The
inner-sphere reorganisation energy is dightly lower than for the blue wpper pro-
teins and it is achieved by the same medhanisms. delocdisation of the darge
between the @wpper and sulphur ions and flexible bonds to the aial ligands. As
for the blue copper proteins we have not seen any evidence for protein strain in
the Cu, Site.

7.2 Cytochromes

In reture there ae only two major types of eledron-carier sites in addition to
the blue @pper proteins and the Cu, Site, viz. cytochromes and iron—sulphur
clusters [161,1627. The gytochromes consist of an iron ion bound to a porphyrin
ring. Two axia ligands complete the octahedral coordination sphere. During
eledron transfer, iron alternates between Fe(ll) and Fe(lll) . Several types of cy-
tochromes exist in biologicd systems, depending on the substituents on the por-



phyrin ring, the aial ligands, and the number and arrangement of the haen
groups in the protein (cytochromes a, b, ¢, f, etc) [163. Their reduction potential
ranges between —300and +470mV [113114).

Several groups have tried to predict the reduction patentials of various cyto-
chromes using theoreticd approadies [51,95,97,114164-17]1. A few groups
have dso studied the reorganisation energy of these proteins. For example, the
outer-sphere reorganisation energy of cytochrome ¢ has been cdculated to 28—
100 k¥mole with various theoreticd methods [6,51,93,95,97,100. The majority
of this energy comes from the protein, 70-90 %. It is also clea that the protein re-
duce the reorganisation energy compared a haem group in water solution, which
has been estimated to 100—160 &/mole [95,97,100.

The inner-sphere reorganisation energy of the o/tochromes is considered to be
low, ranging from negligible to 48 k¥¥mole [6,51,93,95,97]. It is normally esti-
mated from the difference between the measured total self-exchange reorganisa-
tion energy and the cdculated outer-sphere reorganisation energy. Considering
the large variation of the latter, and an amost equally large span of experimental
estimates (e.g. 70—-140 K/mole for the self-exchange reorganisation energy of
cytochrome ¢ [172-179), such estimates much be cnsidered very approximate.
Alternatively, the inner-sphere reorganisation energy haes been estimated from
vibrational frequencies and the observed changes in the haem geometry in crystal
structures. However, also these estimates are gproximate, since the observed
changes in the bond lengths to the iron ion are smaller than the uncertainty in the
crystal structures.

Therefore, we have investigated the inner-sphere reorganisation energy of iron
porphine (the porphyrin ring without any substituents) with different axial ligands
[24]. The results presented in Table 7 show that if the aial ligands are un-
charged, the reorganisation energy is smal, 5-9 kImole, appredably smaller
than for the blue @pper proteins (62 k¥¥mole). It varies smewhat with the aial
ligands. Two methionine ligands (as in baderioferritin [175]) give the lowest re-
organisation energy, whereas the most common sets of ligands (His—His and His-
Met, asin the b and c type g/tochromes [163) give slightly higher reorganisation
energies.

We have dso tested a number of charged axial ligands, which have been sug-
gested to be present in haan proteins [113. These models have gpredably
higher reorganisation energies, ranging from 20 kI’mole (His—Cys) to 47 kI/mole
(His-Tyr). Interestingly, the only combination that has been urambiguously ob-
served in a g/tochrome is His=Tyr (in the d; domain of cytochrome cd; nitrite
reductase [176]). At a first glance the results may indicate that the Tyr ligand in
this cytochrome should be protonated. Y et, the reorganisation energy is not larger
than observed for blue wpper proteins or iron-sulphur clusters [24,68,147], so it
cannot be excluded that the Tyr ligand is deprotonated. All other charaderised
proteins with negatively charged axial ligands are enzymes with a cdalytic func-



Table 7. Geometries and inner-sphere reorganisation energies for a number of cytochrome
models caculated by the B3LY P method [24]. The haen group was modelled by Fe(porphine)
and Met, His, Amt (amino termina), Cys, Tyr, and Glu were modelled by S(CHs),, Im,
CH3NH,, SCH3™, CsHsO™, and CH3;COOQO', respedively. All complexes were assumed to be in
the low-spin state in ac@rdance with experiments [162].

Axial ligands Oxidation  Reorg. energy Distanceto Fe (pm)
1 2 state (kJmole) Ligond 1 Ligand 2 N

Met Met Il 2.7 240 240 202

1] 2.1 240 240 202
His Met Il 4.2 203 243 202

1 4.1 200 244 201
His His Il 3.7 205 205 202

1] 4.5 202 203 201
His Amt Il 4.2 203 208 202-203

1] 4.4 200 205 201-202
His Cys Il 9.7 211 238 202

1] 10.3 215 222 201-203
His Tyr Il 212 206 199 202-203

1] 25.8 207 184 201-203
His Glu Il 130 205 199 202-203

11 134 207 187 201-202

tion rather than eledron carriers (often in combination with a five-coordinate iron
ion).

Much experimental data ae available for the structure of small inorganic haem
models with various axial ligands [177,178. From these, it can be @nclude that
our caculated Fe-Npy, Fe-Nyis, Fe-Sye, and Fe-Sgys distances are slightly too
long, by 2—3 4-5, 6, and 3 pm, respedively [24]. This probably refleds the acer-
racy of the B3LY P method. However, it is also clea that the discrepancy is the
same (within 1 pm) for the two oxidation states. Therefore, the change in the
Fe-ligand band lengths upon reduction is acaurately reproduced in our models, so
cdculated reorganisation energies can be expeded to be quite reliable. It is also
notable that the acaracy of our optimised models is better than what can be ex-
peded for a metal site in protein crystallography [179. Therefore, it is not
meaningful to cdlibrate our results by comparingto a singe protein structure.

We have dso investigated how the gytochromes have atieved alow reorgani-
sation energy [24], using similar methods as for the blue copper proteins [68].
First, an octahedral geometry is favourable for eledron transfer, since there is no
change in the anges upon reduction. Second, cytochromes employ nitrogen and
sulphur ligands, which form weaker bonds with smaller force @nstants than oxy-
gen ligands (the reorganisation energy of Fe(NHs)e is a third of that of Fe(H,O)g).
Third, covalent strain in the porphyrin ring deaeases the dhanges in the Fe—Npo,
distances. For example, if the porphyrin ring is replaced by two moleaules of di-
formamidate (NHCHNH"), a small ligand that often has been used as a reason-
able minimal model for the porphyrin ring [18(Q], the equatorial Fe—Np,, distances



change by 9—-10 pn upon reduction, compared to ~1 pm with the full porphine
model. This increases the reorganisation energy by 44 kJ/mole.

It is informative to compare the haem group and the blue copper proteins snce
we have agued strongly against a reduction of the reorganisation energy by strain
in the blue copper proteins [10,12,14,49,63]. The mgor difference is that the
porphyrin ring is held together by strong covalent bonds and is constrained by the
aromaticity of the ring, whereas in the protein, the ligands are oriented by wegk
torsional constraints and non-bonded interadions. Covalent bonds are stronger
than meta-ligand bands, whereas torsions and non-bonded interadions are
wedker. Therefore, the iron ion is constrained in the haem group, wheresas it is
more likely that the protein will distort if the preferences of the metal and the
protein differ. Moreover, it must be recognised that if significant strain were in-
volved in the binding of a metal, it would simply not bind; a strain energy of
70 kJmole, as has been suggested for the blue copper proteins [12], corresponds
to an equili brium constant of 1.510™.

7.3 Iron—sulphur clusters

Iron—sulphur clusters are the third type of the widely available dedron-transfer
sites in biology. They consist of iron ions surrounded by four sulphur ions, either
thiolate groups from cysteine residues or inorganic sulphide ions. Regular clusters
with one (rubredoxins), two, three or four (ferredoxins) iron ions are known, as
well as a number of more irregular clusters, also with other ligands than cysteine
[11218]]. Their reduction patentials vary between —700and +400mV [117).

The dedronic structure, spedroscopy, and reduction potential have been thor-
oughy studied for all common classes of iron-sulphur clusters [52,89,182—-191].
In particular, Noodeman and coworkers have performed detailed quantum
chemicd cdculations on iron—sulphur clustersin various in states [192—-198. It
Is now settled that rubredoxin contains an iron ion in the high-spin state (quintet
for Fe', sextet for Fe'"), whereas in the [2Fe-29] clusters, the two iron ions are
bath in the high-spin state, but antiferromagnticdly coupled to form a singet or
doublet state for the oxidised (Il +111) and reduced (mixed-valence Il +lIl) forms,
respedively [112162]. In variance to the Cu, site, the unpaired spin is trapped at
one of the iron ions in the mixed-valence state.

However, nobody seems to have studied the reorganisation energy of the iron-
sulphur clusters systematicaly. Therefore, we have initiated an investigation of
the inner-sphere reorganisation energy of Fe(SCHs),, (SCHj3),FeS,Fe(SCH5),, and
(SCHs),FeS;Fe(Im), [24]. The optimised structures and the cdculated inner-
sphere reorganisation energies are @lleded in Table 8.

The Fe-S distances in the Fe(SCH3), model increase from 232to 242 pn when
the site is reduced. This 10-pm increese is smilar to what is observed in inor-
ganic model complexes, but the average distances are shorter in the models, 227
and 236 pm, respedively [199. Thus, the Fe-S distances are again 5—6 pm too



Table 8. Geometries and inner-sphere reorganisation energies for iron—sulphur models cacu-
lated by the B3LY P method [24].

Model Oxidation Reorg. Distanceto Fe (pm)
state  energy Soys S Fe Nhis
Fe(SCHs)4 Il 214 242
1] 183 232
Models[199 I 232-238
1] 225-228
Proteins [202203 I 224-236
1l 223-233
(SCH3).FeS;Fe(SCH3), 11+l 343 245-249 225-241 299
[+ 411 235-237 226-227 285
Models[204] 1+ 230-231 219-223 270
Proteins [205 1+ 222-237 211-228 260-278
(SCHj3).FeS;Fe(Im), [+ 183 233-239 225-229 271 216-220
[+ 218 227-232 219-230 275 210-212
Proteins [206,207] [ +I11 222-231 223-235 271 213-223

long, but the change during oxidation is well reproduced. However, in the protein,
the distances samn to be even shorter, 226 and 232 pn acording to EXAFS ex-
periments, and the change is snaller [112200. This is probably an effed of the
protein environment, where several backbone amide groups form hydrogen bonds
to the Sy atoms [76,201]. COMQUM caculations on rubredoxin show that the
protein reduces the cdculated average Fe-S distances to 230and 236 pn for the
oxidised and reduced site, respedively [24]. Thus, the hydrogen bond reduce the
bond length more in the reduced than in the oxidised complex, giving an excdlent
agreement with experiments for the change in the bond length yoon reduction.

The cdculated inner-sphere reorganisation energy of the Fe(SCH3), model in
vaauum is 40 k¥mole. In the proteins the hydrogen bonding reduce the reorgani-
sation energy by ~12 k¥/mole [24]. The inner-sphere reorganisation energy of ru-
bredoxin has been estimated from the dhange in Fe-S bond lengths and the crre-
sponding Mbrational frequency [208. The result is ~10 kJ’mole lower than our
estimate, which ill ustrates that the reorganisation energy does not only arise from
the dhanges in these bond lengths.

We have dso studied the (SCHs),FeS,Fe(SCH3), complex in its fully oxidised
and mixed-valence form as a model of the [2Fe-25] ferredoxins. The optimised
Fe-S distances are 5—10 pn longer than in experiments, again refleding the sys-
tematic eror of the B3LYP method. The discrepancy for the Fe—Fe distance is
sightly larger, but thisis probably an effed of a flexible Fe—Fe interadion, as for
the Cu—Cu bond in the Cu, site [147]. Our caculated reorganisation energy is
75 kJmole, appredably larger than for the rubredoxin site. Thisis in acmrdance
with alower rate of eledron transfer for these sites in proteins as well asin model
systems [162,204].

At first, the increase in reorganisation energy for the dimeric iron—sulphur
clusters (compared to the monomeric rubredoxin site) may seem a hit strange,



considering that for the dimeric Cu, site, the reorganisation energy deaeased
compared to the blue-copper monomer. The reason for this behaviour is that the
unpaired eledron in the mixed-valenceiron—sulphur site is locdised to ane of the
iron ions, whereas it is delocdised in the Cu, site. It has been suggested that a
delocdised dmer should have goproximately half the reorganisation energy of the
monomer, becaise of a reduction in the diange in the bond lengths upon reduc-
tion by a fador of two [144,15515€. This was essentially what we observed for
the Cu, site [147]. In the iron—sulphur dimers, the dhange in the bond lengths
upon reduction is not significantly altered. In fad, it is dightly increased around
the iron ion that is reduced (13 pm compared to 9 pm for the rubredoxin model),
but there ae dso appredable dhanges around the other iron ion (6 pm on aver-
age). Even if the force @nstants are reduced around the reduced iron ion, the
number of bonds is doubled. Therefore, the total reorganisation energy of the fer-
redoxin model increases.

Interestingy, our model of the Rieske iron—sulphur site, (SCHj),FeS;Fe(Im),,
has an appredably lower reorganisation energy, 40 kl/’mole. This is due to
smaller changes around the iron ions, 2—8 pm (c.f. Table 8) and lower force ©n-
stants of the imidazole ligands. As for the o/tochromes and blue @pper proteins,
we have dso investigated how the iron-sulphur clusters have adtieved a low in-
ner-sphere reorganisation energy. First, iron is a better ion than copper, since the
Fe(ll) and Fe(lll) have similar preferences for the geometry and coordination
number. Moreover, even at a fixed geometry, copper gives a higher reorganisa-
tion energy than iron. For example, the reorganisation energy of an octahedral
Cu(H,0)e complex is twice & large & for Fe(H,O)s. This probably refleds the
difference in the darge of the two ion pairs. Second, four ligands give slightly
lower reorganisation energies than six, provided that the geometry does not
change, since there ae fewer bonds. Finally, iron—sulphur sites employ soft and
large thiolate ligands, which gve smaller reorganisation energies than harder lig-
ands such as water.

8. PROTEIN STRAIN

The suggestion that proteins use mecdanicd strain for their function is an old
but still viable hypothesis [12,10,209-21]. The most classca example of a pro-
tein for which strain has been suggested to pay a functional role is probably ly-
sozyme [212). It was originally suggested that this protein forces its substrate to
bind in an urfavourable cnformation, viz. a cnformation similar to the transition
state. However, theoreticd cdculations by Levitt and Warshel convincingly
showed that strain has a negligible influence on the rate of this enzyme; instead,
the cdalytic power is gained by favourable dedrostatic interadions in the transi-
tion state [50]. This and ather cases have led several leading biophysicd chemists



to argue strongly against strain as an important fador in enzyme cdalysis [50,
213214.

To make strain hypotheses testable, it is vital to define what is meant by strain.
Warshel has defined strain as distortions caused by covalent interadions (bond,
anges, and dhedrals) and passbly also the repulsive part of the Van der Wads
interadion [50]. Thisis close to the intuitive cnception of medanicd strain, but
it is hard to estimate except in classca simulations of proteins. We have used a
wider definition of strain [49]: a dhange in geometry of aligand (e.g. a metal co-
ordination sphere) when bound to a protein (it includes effeds that normally are
not considered as mecdhanicd strain, most prominently eledrostatic and solvation
effeds). This change must be relative to a reference state. We have used the vac-
uum geometry as the strainless sate, but other reference states are dso concev-
able, e.g. the ligand in water solution. However, such a doice is less well-
defined. For example, how large changes should be dlowed in the reference state:
May the number of ligands change? May a water moleaule wme in as an axia
ligand, or as an equatorial ligand, or may it even replacethe protein ligands?

It must be recognised that any ligand necessarily aaquires dightly different
properties when bound to a protein. Thisis an effed of the trivial fad that a pro-
tein is different from vacuum or solution (it has another effedive dieledric con-
stant and presents edfic dedrostatic interadions). Such changes have been
estimated for a number of protein-igand complexes, and Liljefors et a. have a-
gued that the energies involved are lessthan 13 kl/mole if the reference state is
the ligand in solution [215. If the reference state instead is the ligand in vaauum,
appredably larger energies are observed. We have, for example, cdculated ener-
gies asociated with the dhange in geometry of the metal site when inserted from
vaauum into a protein to 30—60 K/mole for the cdalytic and structural zinc ions
in alcohol dehydrogenase [75—77 and similar values for the blue copper proteins
and iron—sulphur clusters, 16-51 kK/mole [24,26]. We suppose that the strain hy-
potheses are intended to ded with systems where the strain is larger than normal
and has a functional role. Therefore, we consider distortions smaller than this in-
significant, unlessthereis a dea function of the strain [49].

Originally, the entatic state and the induced radk theories for the blue copper
proteins discussed only the rigid protein and the strained cupric conformation, i.e.
mecdhanicd strain. However, lately they have started to embrace virtualy any
modifying effed of the protein. For example, in a recent commentary [63], Gray,
Malmstrém and Willi ams consider exclusion of water as a “ constraining fador”.
This is a most unfortunate widening and burring of the cncept, making discus-
sions harder. Moreover, see in that way, all proteins are strained or entatic (i.e.
they are alapted to functional advantage [63]), but at the same time such a hy-
pothesis becomes void o any predictive value.

With Warshel’s or our definition of strain, we have shown without any doubts
that the aupric structure of the blue wpper proteins is not strained to any signifi-



cant degree [14,33,34], espeaaly if the dynamics at ambient temperatures and
the dieledric surroundings of the wpper site ae mnsidered [26,35,45,54]. The
eledronic structure explains why protein sites with a ¢ysteine ligand have struc-
tures close to a tetrahedron, whereas inorganic complexes are tetragonal [65].
Furthermore, our and aher groups have shown that the unusual spedroscopic
properties and the high reduction potential of the blue copper proteins are anatu-
ral consequence of the mvalent nature of the bond between copper and the o/s-
teine thiolate group [33—3665,83-8696,119216. Similarly, we have shown that
the low reorganisation energy is also intrinsic to the blue @pper site [26,68].
Clealy, strain is not needed to explain any of the unusual properties of the blue
copper proteins and there is no indicaion that mechanicd strain has any func-
tional value for the proteins.

The similarity in structure between the oxidised and reduced forms of the blue
copper proteins has often been taken as an argument for the strain hypaotheses
[63]. However, our results sow that thisis a natural effed of the wpper ligands,
espedally the oysteine ligand [14]. Likewise, the similarity between metal-
substituted blue cpper proteins and their native munterparts has been taken as
an argument for strain [63,217]. Yet, there is an appredable variation in the
metal-igand distances for the various proteins, viz. 43, 31, 102, and 103 pn for
the bondsto N, S¢ys, O, and Sy, respedively [63]. This paintsto a plastic, rather
than rigid, metal site. Moreover, the dianges refled the softness of the metal,
showing that the metal, rather than the protein, determines the geometry of the
site. Similarly, in trans mutations of the wpper ligands in azurin have provided
strong experimental evidencefor aflexible wpper site[21§.

The fad that the structure of the wpper-freeform of the blue copper proteinsis
similar to that of the metal-loaded form has also frequently been taken as an ar-
gument for strain. However, this does not show that the copper site is grained.
Instead, it may fadli tate metal binding [14,77]; if the metal chelating site was not
present before the metal is bond, clealy metal binding would be harder [14,144.
Moreover, the apper-freestructure is dabilised by several favourable hydrogen
bonds [219-22], showing that the structure is not unretural. In fad, there is an-
other structure of the gpo-azurin [57], in which a water moleaule occupies the
metal site, leading to appredable dhanges in the geometry of the site. Again, this
points to a substantial flexibility of the metal site.

A fourth argument for the strain hypotheses is the problem to synthesise small
inorganic models that reproduce the geometry and maaoscopic properties of the
blue copper proteins [66,67]. The most succesful models involve strained lig-
ands [222] and the first trigonal model was reported anly very recently [223.
However, inorganic modelling of blue-copper sites is full of pradicd problems
[224). Most prominently, Cu(ll) and thiolate ligands tend to dspropartionate to
form Cu(l) and disulphide. In the proteins, this readion is inhibited by the bulk of
the protein. Second, our caculations dow that the stability of trigonal and



tetragonal Cu(ll) complexes depends grongy on the ligands. A thiolate ligand is
not enoughto stabilise atrigonal structure; another weak ligand, such as methio-
nine must also be present [65]. In fad, there ae still no small inorganic model
that have the same set of ligands (N,S'S°) as the blue @pper proteins [66,67].

Another problem with small models is that moleaules from the solution (e.g.
water) may come in and stabili se tetragonal structures and higher coordination
numbers [224]. It is ill ustrative that very few inorganic complexes reproduce the
properties of the blue @wpper proteins [66,67], whereas typicd blue-copper sites
have been constructed in several proteins and peptides by metal substitution, e.g.
insulin, alcohol dehydrogenase, and superoxide dismutase [66]. This dows that
the problem is more related to protedion from water and dmer formation than to
strain.

This does not mean that the protein is unimportant for the function of the blue
copper proteins. On the ntrary, the protein provides the proper ligands to the
copper site and proteds it from urwanted ligands. This may also involve are-
striction of the number of ligands of the copper ion. Typicdly, Cu(ll) binds 4-6
ligands, whereas Cu(l) prefers 2—4, but with the bulky, soft, and negatively
charged sulphur ligands, the two oxidation states accept the same cordination
number. Seaond, the protein modifies the dieledric properties of the surroundings
of the copper site, thereby reducing the outer-sphere reorganisation energy and
modulating the reduction potential of the cpper site. Third, the protein offers a
proper path or matrix for eledron transfer and the docking sites for the donor and
acceptor proteins[144].

Clealy, the blue copper proteins also modulate the geometry of the copper
site. The rhombic type 1 proteins dabili se atetragonal structure, whereas the a-
ial type 1 proteins gabili se the trigonal structure of the same @pper coordination
sphere. However, the energy nealed for such a stabili sation, <7 kJymole [34], is
lessthan the typicd distortion energies occurring in al proteins due to the subtle
mismatch between the protein and the ligand sphere [57,75—-77215. Further-
more, the forces leading to such a stabili sation include dedrostatics and ather
fadors usually not defined as mecdhanicd strain, and the functional value of this
stabilisation is unclea since bath types of sites are present in proteins with a
similar function.

In conclusion, we have in a series of investigations addressed the function and
properties of the blue @pper proteins. We have amphasised the importance of
defining what is meant by the strain and to discuss $rain in quantitative terms.
For such an investigation, theoreticd methods samn to be better suited than ex-
periments, since they diredly give the energy and allow the energy to be divided
into contributions from different degrees of freedom. We have in no case found
any indicaion of a functional role for strain in the blue wpper proteins. On the
contrary, copper complexes in vaauum seem to have mostly the same properties
as in the proteins. The proteins have cnstructed a metal coordinating site which



minimises the dedron-transfer reorganisation energy by an appropriate choice of
metal ligands, viz. ligands that are a @mpromise between those preferred by the
Cu(l) and Cu(ll) ions. In particular, the gysteine ligand is crucial, giving rise to
rather tetrahedral structures (either trigonal or tetragonal). Moreover, the methio-
nine ligand gives a very flexible bond, which can change considerably at a small
expense of energy. Thus, in our eyes, strain hypotheses for the blue copper pro-
teins are a cae for Ockham’ s razor.

9. CONCLUDING REMARKS

We have in recent yeas e an exciting development of theoreticd methods
for the use in biochemistry and this trend can be expeded to continue with an in-
creasing pacein the future. The badkground is the explosive increase in computer
power and development of methods and software that can ded with large mole-
cules at reasonable @sts. Density functional methods, in particular, have becme
aviable tod for studies of ground-state properties. We have used them to oltain
geometries. The geometries have been cdibrated by comparisons with acairate
crystal structures of model complexes and EXAFS data. Typicdly, metal dis-
tances to sulphur are ~6 pm too long, whereas distances to histidine ligands are
~4 pm too long. Such an acaracy is better than what is normally obtained by
protein crystallography [179. Moreover, errors in the cdculated structures are
systematic, so differencesin geometries are acarately reproduced (within 1 pm).

Naturally, geometry optimisations of small models in vaauum necessarily ig-
nore dfeds of the surroundings, e.g. hydrogen bonds, hydrophobic interadions,
and steric efeds, which determine torsion anges of the complexes in the protein,
and also may determine the length of weak axial bonds, such as the Cu-Syg
bond. Therefore, geometry optimisation methods, which include the full detail of
the surroundings [26,60], or even the aystallographic raw data [225, are most
promising, even if they are more demanding.

Multiconfigurational second-order perturbation theory (CASPT2) has been
used to oltain acarrate energies and to study eledronic spedra of the proteins.
The results are surprisingy acarrate and have been used to explore the relation
between structural and spedroscopic properties. However, one should bea in
mind all uncertainties inherent in the cmparison of the theoreticd and experi-
mental data. The CASPT2 method itself has a well-documented uncertainty in
computed excitation energies of up to 2500cm™ [28]. To this should be added
deficiencies in the basis st and the dfed of the protein and solvent, which was
described by a rather primitive point charge model. The significant influence of
the protein on the spedroscopic properties is interesting and cdls for a more ac-
curate investigation. Preliminary results indicate that most of the dfed comes
from a few atoms nea Sgys. Thus, the dfed strongy depends on the darge of



these @aoms. This means that it would be enoughto improve the model of a few
residues nea to the wpper site. These residues may, for example, be modelled by
higher eledrostatic moments cdculated at the adual conformation and environ-
ment in the protein.

Thus, it is clea that the surrounding protein and solvent have an important in-
fluence on the structure and spedra of the copper sites. For reduction paotentials
and outer-sphere reorganisation energies, these dfeds are of the same magnitude
as the dedronic dfeds and therefore essential. We have used threedifferent lev-
els of approximations for these dfeds. an array of point charges, continuum
models, and combined guantum chemicd and clasgcd simulations. We aticipate
that thiswill be an areaof intensive development in the future.

Several quantities are eaier to estimate by theoreticd methods than by ex-
periments. For example, it is hard by experiments to unambiguously dedde
whether a bound ligand is grained or not by a protein. With theoreticd methods,
it is quite ssimple, since we can obtain the optimal structure of the isolated ligand,
and therefore diredly estimate the dfed of strain (in geometry or energy) by
comparing the structure and energy with the structure in the protein. We can even
estimate the free aergy cost for the protein to bhind a cetain ligand [54)].

Generally speaking, it is often easier to oltain energies by theoretica methods
than by experiments. This is a grea advantage, since diemicd processes are gov-
erned by energies. Therefore, theoreticd methods can diredly study readion
mecdhanisms, by obtaining readion and adivation energies, whereas experimental
investigations mostly give indired evidence that must be interpreted in terms of
structures and energies. Moreover, technicd problems, e.g. if the moleaule of in-
terest is gedroscopicdly invisible, short-lived, or hazadous, provide no hinder
for theoreticd chemistry; any moleaule can be studied in the computer as long as
you wish.,

An illustrative example of the alvantage of theoreticd methods is the Cu-Sy ¢
bond in blue @wpper proteins. It is the only bond that shows a dea variation
among different crystal structure (i.e. an experimentaly discernible variation).
Therefore, it has been suggested to be important for the geometry and reduction
potential of the proteins [13,112116118119. However, a large variation does
not necessarily imply a functional importance. Our cdculations sow that it is
instead caused by the flat potential surface (a small force @nstant) [35]. Thus,
the large variation in bond length corresponds to a small variation in energy, and
therefore the bond has a minor influence on the structure and function of the ap-
per site.

In conclusion, we have shown that theoretica caculations can be used to suc-
cesqully solve biochemica problems. In similarity with experimental methods,
they involve assumptions and interpretation, and they have their limitations, but
there ae many problems that are best studied by theory. Thus, theoreticd meth-



0ds have beaome a ompetitive dternative to experiments for biochemicd inves-

tigations.
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