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Abstract

We have studied how backbone N-H S$* order parameters calculated from molecular
dynamics simulations depend on the method used to calculate them, the starting conditions,
and the length of the simulations. Using the carbohydrate binding domain of galectin-3 in the
free and lactose-bound states as a test case, we compared the calculated order parameters with
experimental data from NMR relaxation. The results indicate that the sampling can be
improved by using several starting structures, taking into account conformational
heterogeneity reported in crystal structures. However, the improvement is rather limited and
for 93% of the dihedrals that have alternative conformations in the crystal structures, the
conformational space is well sampled even if a single conformation is used as the starting
structure. Moreover, the agreement with experimental data is improved when using several
short simulations, rather than a single long simulation. In the present case, we find that ~10
independent simulations provide sufficient sampling, and the ideal length of the simulations is
~10 ns, which is ~25% longer than the global correlation time for rotational diffusion. On the
other hand, the equilibration time appears to be less important and our results suggest that an
equilibration time of 0.25 ns is sufficient. We have also compared four different methods to
extract the order parameters from the simulations, namely the auto-correlation function and
isotropic reorientational eigenmode dynamics using three different windows sizes. Overall the
four methods yield comparable results. Large differences between the methods serve to
pinpoint cases for which the calculated parameters are unreliable.

Key Words: order parameters, molecular dynamics simulations, entropy, conformations, start
structures



Introduction

Nuclear spin relaxation is a powerful experimental technique that provides site-specific
information on dynamics and conformational entropy.'** Such measurements are normally
interpreted in the context of the model-free approach.*>* yielding a generalised order
parameter (S?) for each studied bond vector. Typically, NMR spectroscopic investigations of
conformational dynamics focus on a relatively limited subset of bond vectors, although
continuous method development aims to expand this set.”**!®!" Thus, investigations based
solely on experimental data inevitably undersample the conformational entropy of the system,
although recent results suggest that order parameters for selected subsets of bond vectors
actually capture conformational entropy quite well. '

Therefore, NMR spin relaxation experiments can favourably be combined with molecular
dynamics (MD) simulations to augment the information content of experimental order
parameters.'*'* MD simulations provide a detailed picture of the motions of all atoms
considered, with an accuracy and precision similar to that of NMR experiments.'> Thus, MD
simulations offer a route to interpret in greater detail the results from spin relaxation
experiments, provided that the two techniques yield commensurate results. ' In particular, MD
simulations can provide the probability distribution of the conformational substates, including
those degrees of freedom that are not probed by spin relaxation measurements. Once an MD-
generated conformational ensemble has been validated by experimental NMR data, it is
therefore possible to calculate the total conformational entropy of the system and to address
other issues such as the degree of coupling between bond vector motions. In addition, MD
simulations offer a high-resolution view of the motional mechanisms that cannot be
determined directly from the NMR relaxation data. Conversely, comparisons of order
parameters obtained with MD and NMR has frequently been used to judge and improve the
quality of MD force fields.'*!"!81920

A major issue for the calculation of generalised S* order parameters® from MD
simulations is the convergence — typically quite long simulations are needed to reach
convergence. Related to this issue is how the results depend on the starting conditions of the
MD simulations. Several studies have shown that results of MD simulations, e.g. order
parameters, strongly depend on the start structure.?**2* It has been much discussed whether it
is more favourable to run a single long simulation or several shorter ones.***%*

In this paper, we examine a related problem: Many crystal structures, especially those
obtained at a high resolution, show residues with multiple conformations. This provides a
practical problem for MD simulations, because only a single structure is normally treated in
the simulations. Which of these conformations should be selected as the starting structure and
how do the results depend on this selection? Is it necessary to start from many different
conformations to cover the conformational space appropriately? Can we use this information
to speed up the convergence of calculated properties? In this paper, we provide a systematic
investigation of these issues. In particular, we study how the calculated order parameters vary
and how they compare to experimental NMR data.

As a model system, we have studied the carbohydrate-recognition domain of galectin-3
(Gal3), for which high-resolution X-ray structures are available.?® Galectins represent a family
of proteins that preferentially bind [-galactoside-containing glycans composed of N-
acetyllactosamine.”*° They are involved in a wide variety of extracellular and intracellular
processes, e.g. cancer,’*? immunity, inflammation,™** and RNA splicing.”>** The Gal3
structure consists of two anti-parallel B-sheets of seven and five strands (Figure 1).2** The
saccharide-binding site is defined by a shallow groove formed by the seven-stranded pP-sheet
and surrounding loops. Galectin—monosaccharide interactions are relatively weak, with
dissociation constants on the order of 0.1-1 mM. The binding free energy is in general
dominated by enthalpic contributions and has a minor unfavourable entropic contribution.?’
Typically, 2—5 hydrogen bonds are formed between the carbohydrate ligand and Gal3, in
addition to favourable van der Waals interactions.



Methods

MD simulations

The carbohydrate-recognition domain of the protein galectin-3 (Gal3) was studied both in
the unbound form (Gal3-apo) and in complex with lactose (Gal3-Lac). The simulations were
based on an unpublished 1.08-A structure of Gal3-apo and on a 1.35-A structure of Gal3-Lac
(PDB code 2nn8.2 The two structures are very similar, with a backbone RMSD of 0.22 A. In
both crystals, several residues are reported with two conformations (27 for Gal3-apo and 16
for Gal3-Lac), all with an occupancy of 0.5. In the MD simulations, we need to select one of
those conformations for the starting structure, but the choice is totally arbitrary and might
possibly bias the final results. To investigate the effect of the selected conformation, residues
were divided into five groups of nearby residues and the 32 possible permutations of these
groups were prepared in which residues in the same group had the same conformation, A or B.
The groups are specified in Tables S1 and S2 in the supplementary material. For about a third
of the residues with alternative conformations, there is a change in the hydrogen-bond pattern
around that residue, as is also specified in Tables S1 and S2.

All simulations were run using the Amber 10 sander module.’® The lactose molecule was
described with the glycam06 force field and the protein with the Amber99SB force field."’
Protons were added with the leap module of Amber and the protonation states were as
described previously.” The systems were solvated in an octahedral box of TIP4P-Ewald
waters,” extending at least 9 A from the protein. The SHAKE algorithm*' was used to
constrain bonds involving hydrogen atoms, making a 2-fs time step possible. The temperature
was kept constant at 300 K using Langevin dynamics* with a collision frequency of 2.0 ps'.
The pressure was kept at 1 atm using a weak-coupling approach,* with isotropic position
rescaling and a relaxation time of 1 ps. Long-range electrostatics were treated with the
particle-mesh Ewald approach* with a fourth-order B-spline interpolation and a tolerance of
107°. The non-bonded cut-off was 8 A and the non-bonded pair list was updated every 50 fs.

The systems were energy minimized for 1000 steps, restraining all water molecules and
heavy atoms to their start positions with a force constant of 418 kJ mol™ A2 This was
followed by a 20-ps equilibration with the same restrains and constant pressure, 50 ps
equilibration without any restraints at constant pressure, and 200 ps equilibration at constant
volume and no restraints. Finally, a 20-ns production run was performed, still at a constant
volume. Coordinates were saved every 1 ps for the calculation of order parameters. Based on
the stability of the backbone RMSD, the first 5 ns were discarded from subsequent analysis,
unless otherwise stated.

We also performed 10 independent simulations of the proteins, started with all
residues in the A conformation. The simulation protocol was as described above, but the
production simulation was extended to 40 ns. The independent simulations were generated by
using different random starting velocities.

Thus, we have run 32 simulations of 20 ns length, starting from different conformations
and 10 simulations of 40 ns length, starting from the same A conformation, but with different
velocities. In the following, we will discuss the results obtained from different subsets of
these simulations. They subsets will be referred to by the number of simulations, followed by
the letter M for mixed conformations or A for the A conformation and then by the length of
the simulation in ns, preceded by “[2])”. For example, 10 simulations of 5 ns length, started
from different conformations will be denoted 10M[2]5.

MD-derived order parameters

Two different methods were used to calculate order parameters from the MD simulations.
In the first, order parameters were estimated from the plateau value (lim(¢ 2) C. (2)) of
the following time autocorrelation function (ACF):
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Co(1)=AB (R(T)H (t+2))'~1) (1)

where A is a constant (including the length of the N—H vector) and the average was calculated
over the trajectory.* The unit vectors {(t) and p(t+¢) describe the orientation of the N—
H vector of interest at times and + ¢ in relation to a fixed reference frame. This ACF
was calculated using the Amber 10 ptraj module and the overall tumbling was removed by
fitting the backbone heavy atoms to the first snapshot. It is not fully straightforward to
determine the plateau value of C,, because C, becomes noisy at large values of the time delay,
t, owing to the finite sampling time. Therefore, C, was only calculated for 7 up to ~1/10 of the
total simulation time.***"*® The order parameters were then obtained by fitting Cx(f) to an
exponential function of the form

A+Be“+De™ ()

where 4, B, C, D and E are fitted coefficients* and the order parameter can be identified with
A.*>1 Statistical errors of the order parameters were estimated using a bootstrap procedure on
the residuals from the exponential fit, using 1000 samples.*

Alternatively, order parameters were extracted using the isotropic reorientational
eigenmode dynamics (iRED) approach.™ In this approach, the following covariance matrix

M= (3 =) 3)

of ji(t) for different N-H vectors was calculated using the Amber 10 ptraj module. The
eigenvalues, [2]m, and eigenvectors 77 were then obtained by diagonalisation, and the order
parameters for residue i was calculated from

S’=1-2 \,Imf 4)
m=6

where the sum runs over all internal modes, i.e. all except those with the five largest
eigenvalues, and m; is the ith element of m . Order parameters were calculated either by
using the entire trajectory or by averaging over 1 or 5 ns windows. The latter was tested
because if the length of a simulation exceeds the overall tumbling correlation time of the
protein, S* parameters computed over the whole trajectory can include motions that would not
be reflected in the experimental S values, leading to a bias in the computed S* values.’'

Dihedral distributions

To identify the distribution of dihedral angles of interest, we employed a Gaussian-mixture
model (GMM).”* This approach models the total distribution as a sum of Gaussian (normal)
distributions. Each of these distributions will be referred to as a state. In this study, we are
only interested in one-dimensional distributions and hence we employ univariate Gaussian
distributions. The probability that a data point (a dihedral angle, denoted y in the following
formulas) comes from state & is denoted 7 and the distribution of each class is
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where u; and o’ are the mean and variance of state k. The total distribution is

plylm,u,0) = m p(y|fromclassk,pu,,o,) 6)
k

To determine which state each data point belongs to and the values of the parameters 7z,
and o/, we use an expectation-maximization algorithm.> This is an iterative algorithm that
start with an initial guess of the parameters and then iteratively updates the parameters until
convergence. Initially, we assume that there are four states that are uniformly distributed
between —180 and 180, and that all states have equal probability. If the probability of a state in
any iteration falls below 0.001, that state is discarded. In each iteration, the parameters are
updated as follows:

n .

1 n
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where the weight wy is determined from the data and the values of the parameters in the
previous iteration (old)
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Statistical analysis

12 quality measures were employed to judge how well the calculated order parameters
(S%wp) reproduce the measured ones (S*wr), viz. the median, the correlation coefficient (+7),
the root mean squared deviation (RMSD), the mean signed deviation (MSD), the mean
absolute deviation (MAD), the mean absolute deviation with systematic error removed
(MADHtr, i.e. after subtraction of the MSD), the mean quote (MQ; S*wn/S*»mr) and the Q-value

Z (S? MD™ S?,NMR)Z
( 0=— ).>> We also calculated how many of the experimental order

Z (S12 NMR )2

parameters fall outside the range of the calculated order parameters among the set of
simulations of the same type. This measure was also calculated when the range was extended
by 0.01, 0.05 and 0.1 in each direction.

Errors in the various quality were estimated from the standard deviations in S%p and
S’k by performing a random simulation: S*p and S*wwr for each residue was assigned a
random number from a normal distribution, with the mean and standard deviation obtained in
the MD simulations or NMR measurements. Then, we calculated all the quality measures and
repeated this procedure 10 000 times. The standard deviations within these sets are reported as
the standard error of the error estimates.

For the comparison of various methods or simulation protocols, we estimate the
significance of each prediction by calculating the probability that a certain method will be
best the observed number of times or more, using a binomial distribution, assuming equal




probability for all methods or simulations. In this calculation, quality measures that give the
same results for all methods were omitted.

NMR relaxation data

The acquisition and analysis of the NMR relaxation data for the backbone N-H groups
have been described.*” In comparing order parameters from NMR and MD, it should be kept
in mind that the former depends on assumptions regarding the N-H bond length and chemical
shift anisotropy of the '*N nucleus." Residue-specific variations in these parameters are not
captured by the present approach. Furthermore, for the purposes of the present comparisons
we have also considered the potential effects of additional systematic errors, as follows.

Accurate interpretation of relaxation rates in terms of order parameters requires high-
resolution structural information if the protein exhibits anisotropic global rotational diffusion,
because the relaxation rates depend on the orientation of the N—H bond vector in the
molecular frame. In the case of Gal3-apo, the loops surrounding the saccharide-binding site
have different conformations in the low-resolution NMR structure® and the high-resolution
X-ray structure, which can be attributed to intermolecular contacts in the crystal.” In
principle, this discrepancy suggests that the experimental S* values determined for the loop
residues in question might suffer from systematic errors. However, Gal3-apo has a modest
anisotropy of 1.07, indicating that the potential errors in S* should be less than 3%.

The presence of conformational exchange contributions to R, requires that the model-free
optimization includes an exchange term, R... Deviation of the fitted R« from the actual
exchange contribution leads to inaccuracy of the fitted S* values. To account for this, in some
cases we have omitted those residues that have been fitted with R., terms. However, in the
case of Gal3 the model-free optimizations appear to be robust. Using reduced data sets
excluding R,, we obtain nearly identical order parameters for both Gal3-apo and Gal3-lac,
with a weighted RMSD versus the full data sets (including R,) of 0.007 in both cases.

Result and Discussion

Method to calculate order parameters

Before studying the starting-condition dependence, we addressed which method to use to
calculate order parameters. As described in the Methods section, we tested both the ACF and
iIRED approaches. In the latter case, order parameters were calculated either by using the
entire trajectory or by averaging over 1 or 5 ns windows (these methods will be called iRED-
full, iRED-1, and iRED-5 in the following). To compare the four methods, we used the 12
quality measures described in the Methods section to judge how well the calculated order
parameters (S*vp) reproduce the measured ones (S*wr, taken from our previous investigations
of Gal3.* These comparisons were done both for Gal3-apo and Gal3-Lac. We also studied the
difference in order parameters between Gal3-apo and Gal3-Lac, AS>. All the results are
collected in Tables S3—S5, in the supplementary material.

Unfortunately, the various quality measures give different results, as do the simulations on
different proteins. The correlation coefficient is in general highest with the iRED-5 method,
but the correlation is rather poor for all methods, up to 0.35 and 0.43 for Gal3-apo and Gal3-
Lac, respectively, and less than 0.07 for AS®. Such a correlation is worse than what has been
observed in most previous studies, in which $>wwr and S*wp have been compared, 0.22—
0.93.!718:1924.57.38.39.60.616263 The reason for this is that r?> for Gal3 strongly depends on a few
residues with low 2, which often are poorly determined by NMR (as will be more discussed
below). On the other hand, the RMSD, median, and MAD are actually better than observed in
the great majority of previous studies: The RMSD is 0.04-0.06, compared to 0.02-0.26, in the
previous studies, with an average of 0.09. In fact, only one investigation in our survey gave an



RMSD lower than in the present comparison, 0.02-0.04.°' Likewise, both the median (-0.02
to 0.03) and the MAD (0.03-0.04) are lower than in previous studies (0.04 and 0.06-0.11,5°
respectively). Thus, the accuracy of the present investigation seems to be similar or better
than in previous studies.

The number of NMR values outside the simulated range is typically lowest for the ACF
method, but this criterion may favour methods with a poor precision. For the other quality
measures, the iRED-1 method gives the best results, at least for the Gal3-apo simulation and
the difference. For RMSD, which gives a high weight to outliers, the iRED-full method works
better for Gal3-Lac, and for the median, MSD, and MQ, which give a low weight to outliers,
ACF performs better for Gal3-Lac. For MAD and MADtr, which give an intermediate weight
to outliers, iIRED-1 is always best. Based on these results, it is hard to point out a single
method as the best. In the following, we will use iRED with 1-ns windows, simply because it
had the best average performance.

Most importantly, the four different methods give closely similar results for most of the
order parameters. In fact, only for seven residues (out of 127), the largest difference among
the four methods is larger than 0.05 in the 32 simulation using different starting
conformations (32M[2]20). These residues are listed in Table 1. This shows that for the great
majority of the residues, it does not matter what method is used, whereas for a few residues,
different methods give differing results, indicating problems to accurately determine S%wp.
Thus, a large difference between the four methods can be used as a criterion to decide what
residues have poorly determined S*wp and these could then be excluded from comparisons. As
the order parameters calculated with ACF deviates most from those calculated with iRED-1, it
is sufficient to calculate order parameters with these two methods to decide which residues
have poorly determined S*in. However, if the simulation time is short, many of the ACF will
not be converged. Therefore, we recommend to use iRED without windowing as a second
opinion. From Table 1 (sixth set of columns), it can be seen that this only slightly changes the
results.

Conformational sampling

Next, we turn to simulations started at different structures, based on the alternative
conformations in the crystal structure. As detailed in the Methods section and described in
Tables S1 and S2, we have run 32 simulations of 20 ns length for both Gal3-apo and Gal3-
Lac, based on a permutation of five groups of alternative configurations observed in the
crystal structure.

A natural question is whether the protein stays in the same conformation during the
simulations or if it moves between the various conformations freely. To answer this question,
we defined a set of 30 dihedral angles that describe the differences of most of the alternative
conformations observed in the crystal structure. They are shown in Table 2.

These dihedral angles were followed throughout the MD simulations. We used a
Gaussian-mixture model (GMM)> to identify the number of maxima in the distribution
function, the dihedral angle at the maxima, and the percent of the time the system spent in
each conformation. A typical example is shown in Figure 2.

All 30 dihedral angles describe rotations around a C—C single bond. Therefore, three
distinct conformations are expected, rather than the two conformations modelled into the
crystal structures. This is confirmed by the simulations: 21 of the 30 angles showed three
conformations with a significant probability (>1 %; the conformational states identified with
the GMM will be called S1-S3 in the following, whereas the conformations observed in the
crystal structures are called A and B). Only for one residue, GIn150, we found a single
significant state (Figure 1 shows the location of important residues in the crystal structure of
Gal3). All conformations identified by the GMM are listed in Table 2. It can be seen that most
of the conformations identified in the MD simulations are separated by ~120 [2], as expected



for a three-fold rotation. However, nine dihedrals had rotamers that were closer than 100[Z],
down to 41[2] for S2 and S3 of Arg129.

In general, the dihedral angles with maximum probabilities obtained from the MD
simulations are fairly close to those observed in the crystal structure. However, in ~5 cases,
the difference is over 30[2] and for GInl150 in Gal3-apo, crystal conformation A was not
observed in the MD simulation. In nine cases, the difference between the two conformations
observed in the crystal structures is so small that they belong to the same state in the MD
simulations.

If we compare the results of simulations started with all residues in either the A or B
conformation, it can be seen that there is a quite large difference between the average values
for the 30 dihedral angles in the two simulations, especially for Gal3-apo (Tables S6 and S7):
The averages differ by up to 121[2] and the MADs are 30[?] and 17[Z] for Gal3-apo and
Gal3-Lac, respectively. Apparently, the estimated standard errors (~1[2]) for a single
simulation grossly overestimate the precision of the averages.

The percentage of the time spent in the various conformations is more stable, but it still
shows differences of up to 65 %-units, with MADs of 11-13 and 8—11 %-units for Gal3-apo
and Gal3-Lac, respectively. This shows that there are significant differences between
simulations started from different structures. However, there are also significant dynamics for
the studied dihedrals. Only 2—5 dihedrals show a single conformation in the simulations and
for 27 additional dihedrals, over 90% of the time is spent in a single conformation. Thus,
there is a decent sampling of at least two conformations for most of the dihedrals.

Next, we consider the 32 simulations with the permutations of different conformations.
Again, the results (Tables S8 and S9) show that there is an extensive variation in the results
obtained with different starting structures: There are simulations that give completely opposite
results for the percentage of the various conformations in the simulations (i.e. some
simulations give 100% S1 and others give 100% S2 or S3). This shows that it is mandatory to
run several independent simulations to obtain reliable results (or use simulation times much
longer than 20 ns).

Interestingly, there is little correlation between what conformations are observed in the
crystal structures and the populations of the dihedrals sampled in the simulations. Only in
three cases does a residue that has a single conformation in the crystal also populate primarily
(>90%) the same conformation in the simulations (Asnl19 and His208 in Gal3-apo and
Ile171 in Gal3-Lac). For another three dihedrals, MD samples only a single conformation,
which essentially covers the two states observed in the crystal structures (i.e. the two
conformations observed in the crystal structures are so close that they belong to the same MD
conformation). On the other hand, there are three residues that show almost only one
conformation in the simulations, but two conformations in the crystal structures (Valll6 in
Gal3-apo, and Asn119 and Asn222 in Gal3-Lac). All the other residues show two or three
conformations in the MD simulations, independently on the number of conformations
observed in the crystal structures. The reason for this may be that the resolution of the
structures is too low to discern several conformations (some of which have a low occupancy),
that crystal packing effects may stabilise certain conformations, or that the low temperature
conditions during the X-ray diffraction experiments (employing liquid nitrogen) restricts the
number of populated conformational states..

There are some conspicuous differences between Gal3-apo and Gal-Lac. In particular,
Asn222 is almost entirely in the S3 state in the Lac simulation, whereas it is only 1% of the
time in that conformation for Gal3-apo. Glu193 and His208 also show quite large differences.
However, for most of the dihedrals, the occupancy of the various conformations is quite
similar, with a MAD of only 8 %-units.

The prime question in this investigation is whether it is necessary to use different starting
structures to obtain a proper sampling or if similar results can be obtained with different
means. To this end, we compare the 32 simulations started from different conformations with



10 simulations started from the same structure (all residues in the A conformation), but with
different starting velocities. The results in Tables S8—S9 show that the 10 simulations started
from the same conformation show a slightly smaller sampling. For example, the average
range of the percentages (maximum — minimum) of the three states of the dihedrals is 24—
32 %-units for the 10 simulations, but 37-50 %-units for the 32 simulations. On the other
hand, the average standard deviation of the percentage of the three conformations is similar or
slightly larger for the 10 simulations, 2—3 %-units. However, the MAD between the 32 and 10
simulations is only ~4 %-units for all three states in both proteins and these numbers are
dominated by three residues from each simulation, (Pro140, Glul93, and Asn222 for Gal3-
apo and His208, GIn220, and Lys233 for Gal3-Lac), which show differences of 14-30 %-
units. Thus, there is some advantage of starting the simulations from different conformations,
but the effect is rather small.

Another interesting question is how long simulations are needed for converged results. In
Tables S10 and S11, we compare the results obtained for the 10 independent simulations after
20 and 40 ns simulation time. It can be seen that the results in general are similar, with MADs
of 2-3 %-units for both complexes, and with maximum differences of up to 7-11 %-units.
They also give similar differences, compared to the 32 simulations. Thus, we can conclude
that the conformational sampling is reasonably converged already after 20 ns.

Related to this issue is the time-scale of the conformational changes studied. If it is short,
compared to the simulation time, the results should be converged, and then it should also be
possible to estimate the equilibrium constants from the observed percentage and the activation
barriers from the time-scale. In Tables S12 and S13 we therefore list how long time it takes
before the protein changes the conformation of the various dihedrals. It can be seen that the
time varies from 4 ps for Ser188 to 2.8 ns for His208, with an average of ~0.7 ns for both
systems. This indicates, that the sampling of 2040 ns should be appropriate, although the
sampling of states with a low occupancy can be worse. For most residues, the simulations
starting from 10 different velocities or 32 different structures give a similar result, but for 3—4
residues, the difference is large, up to 6 ns.

Starting—condition dependence of order parameters

Next, we consider order parameters obtained from the 32+10 different simulations of
Gal3-apo and Gal3-Lac. Our prime question is how to perform simulations that give the best
results, compared to experiments. The results of the 12 different quality measures used to
compare Swr to Shwp are listed in Table 3 for five different sets of simulations, viz. the 32
simulations with different starting structures (20 ns length; 32M[2]20), the 10 independent
simulations starting from the same structure (of either 40 or 20 ns length; 10A[2]40 and
10A[?]20), and a single simulation of either 40 or 20 ns length (1A[2]40 and 1A[2]20). Figure
3 shows the ranking of the various simulations, i.e. the number of times each of the simulation
rank first, second, and so on, for the various quality measures and systems.

From Figure 3, it clear that the 32M[2]20 simulations is best: It gives the best results for
all measures, except the median, for both complexes, as well as for the difference. If we take
into consideration the uncertainties in the various quality estimates (both from NMR and
MD), the 32M[2]20 simulation gives significantly better results at the 95% level (according to
a Student's ¢ test) for 2—6 quality measures compared to the other four simulations (Table
S14).

However, it is also notable how small the differences are: If we instead use a single
simulation of 20 ns length, the RMSD increases by up to 0.006, the MAD by 0.004, the MSD
by 0.002, Q by 0.001, whereas the median and MQ hardly changes. It is only the correlation
coefficient that increases by a larger amount, up to 0.08. Compared to the 10 independent
simulations, the differences are even smaller, and the main difference is seen for the total
range of the simulated values, that is appreciably larger for the 32 different starting structures
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(illustrated by an decreased number of S*wr values outside the S*wp range).

Interestingly, there seems to be little gain of running the 10 independent simulations for a
longer time (40 ns, rather than 20 ns): Only two quality measures are improved and two
become worse, in all cases by a minimal amount. Moreover, the number of Sz values
outside the range of the calculated S%p range increases, although this only illustrates that it is
a poor quality measure, favouring simulations with a poor precision. However, for the single
simulation, most of the quality measures are improved if the simulation is prolonged from 20
to 40 ns. Thus, we can conclude that there is small, but consistent, improvement in the results
as more simulations are performed. It seems more favourable to run several shorter
simulations than one long.

The analysis above is based on sets of simulations that have different total simulation
times. To make a more fair comparison, we devised new sets of simulations, which have a
total simulation time of either 20 ns or 40 ns. Until now, we have used an equilibration time of
5 ns, a decision that was made based on a rather qualitative analysis of the backbone RMSD
fluctuations. We therefore studied the effect of equilibration times that ranged from 0 to 19 ns
for the 32 simulations of mixed conformations. The results in Table 4 show that the S*wr—
S%wp differences are rather insensitive to the equilibration time: Only the correlation
coefficient (and RMSD for AAS?) show significant differences between 0 and 19 ns
equilibration times. This is because the correlation coefficient is very sensitive to the actual S*
value of a few vectors (all except 1-4 order parameters are between 0.7 and 1.0 for both NMR
and MD). For example, 7* for AAS? can increase from 0.04 to 0.24 upon a change of only 0.08
for a single residue in one of the simulations. Based on these results, we decided to use an
equilibration time of 0.25 ns.

Next, we created seven new sets of simulations, all using an equilibration time of 0.25 ns:
Three of them have a total simulation time of 20 ns. In the first, we take a single 20 ns
simulation, started with the all-A conformation (1A[2]20). In the second, we instead take 10
independent simulations of 2 ns, all started from the A conformations (10A[2]2). In the third
set, we take 10 simulations of 2 ns, started from different conformations (10M[2]2). These 10
simulations can be selected in many ways from the 32 simulations we have run with different
starting conformations. We simply selected 10 simulations out of these 32 by random and
repeated this 50 times to obtain a stable average. From the results in Table 5, it can be seen
that the third set (10M[2]2) gives slightly better results than the other two sets: It gives the
best result for 16 of the 22 quality criteria examined (we did not consider here the number of
residues for which the $>wwr value falls outside the range of the $wp values because our
previous results indicated that it is a poor quality measure). The probability that we would get
such a result if the distribution was completely random is less than 3%. The other two sets
were best only for 7 or 9 quality measures. Thus, it is better to run 20 short simulations than
one long one, and it is also better to start from several different conformations than a single
one.

Likewise, we constructed four sets of simulations with a total length of 40 ns. The first is
a 40-ns simulation stated from a single conformation (1A[?]40). The second is 10 independent
simulations of 4 ns, all started from the same conformation (10A[2]4). The third is 32
simulations of 1.25 ns, started from different conformations, (32M[2]1) whereas the fourth is
10 simulations of 4 ns length, started from different conformations (10M[?]4; again an
average over 50 different random selections of 10 simulations out of the available 32 different
simulations). The results in Table 5 indicate that there is a slight advantage to start with
different conformations: The 10M[2]4 simulations gave the best results for 16 quality
measures (89% significance), whereas the second best methods 1A [2]40 and 32M[2]1.25 are
best for 10 quality measures. The last method, 10A[2])4 is best for 7 quality measures. This
also indicates that 1.25 ns is a too short time for the simulation of order parameters — the 4 ns
simulations give better results, even if fewer simulations are run. This result is expected,
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because the experimentally determined correlation time for the rotational diffusion is 7-8 ns
for both proteins.*

Comparing the results with 20 or 40 ns total simulation time, there is a clear improvement
when using the longer simulation time for 12 of the quality criteria and only one becomes
worse (>99% significance). Likewise, there is a clear improvement in the results going from
the best set of simulations with a total time of 40 ns and the 32M [2]20 simulations in Table 3:
11 quality criteria are improved, especially for the difference between the two proteins,
whereas only three become worse (97% significance). This shows that the order parameters
can be improved by extending the simulations, although the convergence is very slow.

This observation led us to continue the investigation with simulations of a total length of
50, 100, 160, and 320 ns. The results are also included in Table 5. It can be seen that for a
total simulation time of 50 ns, it is better to run five 10-ns simulations than ten 5-ns
simulations (95 % significance), irrespective of whether they are started from a single or
many different conformations, although the latter gives the best results (89% significance).
On the other hand, for a total simulation time of 100 ns, it is better to run ten 10-ns
simulations than five 20-ns simulations (89-94% significance). Again, simulations started
from several conformations give the best results (95% significance). These results are
confirmed for the even longer total simulation time: It is better to run 16 simulations of a
length of 10 ns than 32 simulations of 5-ns length (95% significance). Only for the longest
simulation time (320 ns), the results become inconclusive — there is no significant difference
between 32 simulations of 10 ns length or 16 simulations of 20 ns length. However, the
conclusion remains that there is no advantage of running the longer simulations. Therefore,
we can with a good confidence conclude that the optimum simulation length, at least for Gal3,
is ~10 ns.

It can also be seen from Table 5 that we reach convergence for the various quality
measures. Between 50 and 100 ns total simulation time there is an improvement for 10 of the
quality measures, whereas only one is worse (for the two best methods; 98% significance).
However, going from 100 to 160 or 320 ns total simulation time, there is no longer any clear
improvement. In fact, by comparing the results in Tables 3 and 5, it can be seen that the
10M[2]10 simulations actually gives better results than the full 32M [2]20 simulations for six
of the quality measures and worse results only for two of them. This also confirms that we can
use a short equilibration time of 0.25 ns. Therefore, we conclude that for Gal3, the ideal
simulation protocol involves 10 simulations of 10 ns, starting from different conformations.

There is also a difference between the various types of simulations with regards to the
stability of the calculated S*wp, as estimated from the difference in results obtained with the
four methods to estimate S?wp. From Table 1, it can be seen that with a single 20-ns
simulation, 24 residues have a range larger than 0.05 between the various methods, and most
of them are only observed for one protein. This number is decreased to 10 if the simulation is
extended to 40 ns, and a similar number is observed also for the 10 independent simulations
started from the same structure, irrespective of whether they are 20 or 40 ns long. However,
for the 32 simulations started from different conformations, only 6—7 residues have poorly
determined S*p. Thus, starting from several different conformations make the results more
stable and well-determined. However, this also depends on the length of the simulations. If we
instead use only 10M[2]10 simulations (with 0.25 ns equilibration), there are 15 residues with
poorly determined S%wp, although this set can be reduced to something similar to the
32M[Z2]20 set by using a threshold of ~0.09 instead.

For seven residues, the range of S’wp obtained with different methods is large in all
simulation sets, viz. Ile115, Vall16, Gly125, Vall55, Leul77, Leu228 (not in Gal3-Lac), and
Ser232 (cf. Figure 1). Only two of these, Vall16, and Ser232 have different conformations in
the crystal structures, but they both reside mainly in one conformation (S1) during the MD
simulations (74-91 %).

In Figure 4, we compare the calculated and measured order parameters for Gal3-apo and
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Gal3-Lac. The the maximum value of each order parameter over the 32 simulations is always
close to the average, whereas minimum shows a rather large variation for some of the
residues. The residues that have the largest absolute difference between S?vp and S*wr are
Lys196, Met130, Asp207, Aspl54 and Gly125 for Gal3-apo and Ilel15, Val225, Leul77,
Ile145 and Met249 for Gal3-Lac. As can be seen in Figure 5, large differences are primarily
observed in loops in the protein structure, whereas the [?] sheets are well described. Three of
the residues with large deviations, Ile115, Gly125, and Leul77, have poorly determined Sy,
whereas the other residues with poorly determined S’ does not show any conspicuous
errors. Interestingly, residues with large errors have a too high S®p for Gal3-Lac, but a too
low S’wp for Gal3-apo. The errors are also larger for Gal3-Lac (up to 0.35) than for Gal3-apo
(up to 0.10).

If the residues with poorly determined S*vp are removed from the analysis, the results are
significantly improved for Gal3-Lac and for [2][2]S% as can be seen in Table 6 (97%
significance). For example, the MADs decrease from 0.041 and 0.036 to 0.037 and 0.032. On
the other hand, correlation coefficients become worse, simply because the poorly determined
residues typically have low S% contributing strongly to the correlation coefficient. Further
improvement is seen if residues in loops surrounding the saccharide-binding site are omitted
or if residues that have been fitted with a R.x term in the NMR experiments are omitted as is
also seen in Table 6 (for example, 7 increases to 0.54-0.70), but then, the number of
considered residues becomes rather small (41). We have also checked if residues that have
two conformations in the crystal structure, or are located close to such residues, give worse
results when S’y is compared to Swwr. However, we did not find any such trends.

Finally, we have included in the table also the results of the simple contact model,
suggested by Zhang and Briischweiler.* It can be seen that it gives worse results for all
quality measures, except the RMSD, MSD, MQ, and median for Gal3-Lac and #* for [2][2]$*
(significance 97%). Thus, the simulations provide significantly improved predictions of the
order parameters compared to the contact model.

Conclusions

In this paper we have addressed a number of questions of importance in the calculation of
backbone N-H order parameters from MD simulations. First, we have compared four
different methods to extract the S*p parameters, viz. ACF and iRED with three different
window sizes. Different quality measures give different results, as do different simulated
systems, so we cannot reach any definite conclusions. ACF seems to give the results with the
largest spread, i.e. it seems to be more sensitive to the convergence of the simulations than the
iRED approach. The iRED method with windows of 1 ns seems to give the best precision and
the smallest outliers on average, but the median and correlation coefficient were sometimes
worse than for other variants of iRED. However, the most important result was that the four
methods gave similar results for most of the studied S*wp parameters, indicating that all
methods give reliable results. In fact, if the four methods differ significantly (e.g. by more
than 0.05), it indicates that there are problems with the convergence of the calculations;
consequently, we suggest that it is a good practice to exclude the affected residues from
detailed interpretation.

Second, we have studied how the calculated S*vp parameters depend on the starting
conditions of the MD simulations. It is clearly inappropriate to base the calculations on a
single MD simulation. Better results are obtained if the results of several independent
simulations are averaged. They can be obtained by simply using different starting velocities,
but it is advantageous to use several different conformations, if present in the crystal structure.

Third, we have compared different lengths of the simulations. Our calculations show that,
at least for Gal3, the results are better if the simulation length is increased from 5 to 10 ns, but
there is no significant improvement if they are extended to 20 or 40 ns (keeping the total
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simulation time constant by running several independent simulations). Moreover, there is no
significant improvement when extending the total simulation time over 100 ns, except that a
few order parameters become better determined. Thus, our results indicate that the ideal
simulation protocol is ten independent simulations of 10 ns length, started from different
conformations.

Fourth, even if the RMSD of the coordinates indicates that an equilibration time of 5 ns is
needed to reach stable results, this has a small influence on the calculated S*wp parameters, at
least when averaged over several independent simulations. In fact, 10[2]10 ns simulations
with an equilibration time of only 0.25 ns gives as good results as 32[2]20 ns simulations with
5 ns equilibration.

Fifth, it should be noted that even after 400-640 ns simulation time, the correspondence
between calculated and measured S* parameters is rather poor, with a correlation coefficient of
less than 0.43, a MAD of over 0.029, and with a maximum error of up to 0.35.

Finally, although this study has concentrated on a comparison of calculated and measured
S? order parameters, we are confident that most of our conclusions are applicable also to
calculations of other properties from MD simulations, as other investigations indicate.*

Supporting information

Description of the selection of alternative conformations, description of the alternative
conformations and their distinct, hydrogen-bond patterns, comparison of the four methods to
obtain S’up, description of the dihedral conformations observed in the various simulations,
transition times between the various dihedral conformations, and comparison of the various
simulations in Table 3, taking into account the statistical uncertainties in both $*up and S*wmr.
This information is available free of charge via the Internet at http://pubs.acs.org/.
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Table 1. Residues for which the four methods to calculate S*wp give a range larger than 0.05
in the different simulations.

32M[?]20 32M[?]J20 | 1OM[2]10

Simulation a 10A[7]40*| 10A[2]20*| 1A[Z]40° | 1A[Z]20° b b
Residue Lac Apo | Lac Apo Lac Apo Lac Apo Lac Apo | Lac Apo|Lac Apo
Ile115  0.13 0.12]0.18 0.16/0.13 0.13/0.26 0.11/0.16 0.13|0.13 0.12/0.16 0.25
Valll6  0.12 0.07/0.12 0.11] 0.11 0.09/0.12 0.09]0.12 0.06|0.12 0.07|0.15 0.15
Glyl125 0.06 0.06|0.07 0.06 0.09 0.10/0.09 0.12 0.14 0.24
Vall126 0.07 0.06 0.07

Alal42 0.09
Aspl54 0.12

Vall55  0.06 0.10/0.10 0.12/0.06 0.08|0.09 0.12 0.07/0.06 0.10/0.11 0.15
Argl68 0.06

Argl69 0.06 0.07 0.08

Leul77 0.09 0.08/0.10 0.16/0.09 0.14 0.13 0.23/0.09 0.08/0.18 0.16
Asnl79 0.08

Asnl80 0.06

Argl83 0.08
Glul84 0.06 0.12 0.06
Argl86 0.08

Val189 0.11 0.11 0.06 0.08
Phe192 0.06 0.06 0.08 0.07
Asp207 0.07

Val213 0.08

Ala216 0.06
Leu219 0.08

Arg224 0.07 0.06

Lys227 0.07 0.08 0.07 0.08 0.07
Leu228 0.06/0.07 0.06|0.00 0.06 0.13/0.09 0.06 0.06 0.06
Ile231 0.09

Ser232  0.10 0.14 0.16 0.15/0.11 0.12/0.24 0.15/0.17 0.13/0.09 0.14/0.18 0.18
Ser246 0.07

1e250 0.10 0.10/0.09 0.18 0.07

2 Results based on all four methods

"Results based only on the iRED-1 and iRED-full methods.
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Table 2. Definition of dihedral angles used to characterise the conformational sampling. The
Table shows the residue and the atoms in each dihedral angle, the dihedral angles observed in
the two conformations in the two crystal structures, as well as the (up to) three conformations
observed in the MD simulations, according to the Gaussian-mixture model. Conformations in
the crystal structures that belong to the same MD states are marked in bold face. All dihedral
angles are in degrees.

Residue  Dihedral angle  Structure ~ Apo Lac S1 S2 S3
A B A B

Val 116 N-CA-CB-CG2  Apo -89 90 -57 -61 60

Pro 117 N-CA-CB-CG Apo -6 20 23 2327
Asn 119 N-CA-CB-CG Lac 178 -64 178 -171 -71 77
Arg 129 CA-CB-CG-CD  Lac -167 175 -153 -180 13 53
Met 130 N-CA-CB-CG Apo -160 175 -172 -174 -88 83
Ile 134 CA-CB-CGI1-CD1 Both 96 172 -55 94 -62 89 170
Lys 139 CB-CG-CD-CE  Apo -177 71 171 -67 68 179
Pro 140 N-CA-CB-CG Apo -28 25 -18 21 25
Asn 143 CA-CB-CG-ND2 Both -106 138 -121 132 -161 85
Gln 150 CA-CB-CG-CD  Both -95 146 -154 153 173

Arg 168 CB-CG-CD-NE  Both -168 176 -180 167 -69 69 180
Arg 169 CG-CD-NE-CZ  Lac 164 170 -86 -167 -87 148
Val 170 N-CA-CB-CG2  Apo -175 69 -171 -168 -56 59
Ile 171 N-CA-CB-CG1  Apo -44 -76 -59 -57 68
Lys 176 CB-CG-CD-CE  Lac -164 69 -162 -176 -64 70
GIn 187 CB-CG-CD-NE2 Apo -122 80 111 -88 96 182
Ser 188 C-CA-CB-OG Both -70 138 -69 152 -69 174
Glu 193 CA-CB-CG-CD  Apo -69 171 -175 -180 -65 59
Lys 196 CA-CB-CG-CD Lac -161 -152 171 -175 -64 69
His 208 CA-CB-CG-NDI1 Lac -100 -99 82 -110 97
Lys 210 CB-CG-CD-CE  Apo 71 -106 76 -66 66 178
Gln 220 C-CA-CB-CG Both 173 -72 172 -61 -62 65 170
Asn 222 CA-CB-CG-ND2 Lac -71 66 172 -79 72 189
Lys 226 CA-CB-CG-CD  Apo -64 -179 178 -179 -61 66
Lys 227 CA-CB-CG-CD  Apo -167 163 166 -180 -67 70
Asn 229 CA-CB-CG-ND2 Apo -172 168 179 -90 88 162
Ser 232 C-CA-CB-0OG Lac 173 -67 171 -69 179
Lys 233 C-CA-CB-CG Apo 165 -163 -145 -61 62 166
Ile 236 CA-CB-CGI1-CD1 Apo 176 118 145 =72 91 175
Met 249 C-CA-CB-CG Both -62 110 -60 -160 -69 71 177
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Table 3. Comparison of S%p and S*wr for Gal3-apo, Gal3-Lac, and the difference between
the two proteins. The twelve different quality measures listed are the root-mean-squared-
deviation (RMSD), Pearson's correlation coefficient (+), the mean absolute deviation (MAD),
the mean absolute deviation when removing the systematic error (MADtr), the mean signed
deviation (MSD), the median, the mean quote (MQ; S’wn/S*wmr), the Q value, and the number
of residues for which the S’wr value falls outside the range of the S?wp values (when there are
several simulations; n+0). The latter measure is also calculated when the MD range is
extended by 0.01, 0.05, and 0.1 in each direction (n£0.01, n£0.05, and n+0.1). The best result
for each quality measure for each system is marked in bold face. The iRED method with 1 ns
windows were used to obtain S?up and the equilibration time was 5 ns.

Simulation RMSD  »* MAD MADtr MSD Median MQ Q n+0 n+0.01 n+0.05 n+0.1

Gal3-apo

32M[2]20  0.038 0.28 0.029 0.029 -0.004 0.003 1.00 0.002 63 46 6 0
10A[2]J40  0.039 0.24 0.030 0.031 -0.004 0.000 1.00 0.002 80 61 9 1
10A[2]20  0.039 0.26 0.030 0.030 -0.004 -0.001 1.00 0.002 79 57 8 0
1A[?]40 0.041 0.21 0.031 0.031 -0.004 0.000 1.00 0.002

1A[2]20 0.044 0.20 0.033 0.033 -0.004 0.003 1.00 0.003

Gal3-Lac

32M[2]20  0.062 0.35 0.041 0.036 0.028 0.026 1.04 0.005 76 59 15
10A[2]40  0.063 0.33 0.041 0.037 0.028 0.026 1.04 0.005 88 73 23
10A[2]20  0.063 0.33 0.041 0.037 0.028 0.025 1.04 0.006 83 70 20
1A[2]40 0.065 0.29 0.042 0.037 0.029 0.026 1.04 0.006

1A[2]20 0.066 0.28 0.043 0.038 0.030 0.025 1.04 0.006

Difference

32M[Z]20  0.054 0.05 0.036 0.027 0.032 0.025
10A[Z]40  0.057 0.01 0.036 0.028 0.032 0.026
10A[Z]20  0.057 0.01 0.036 0.028 0.032 0.026
1A[Z]40  0.059 0.02 0.038 0.030 0.032 0.024
1A[Z]20  0.062 0.02 0.040 0.031 0.034 0.026
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Table 4. Equilibration-time dependence of the quality measures for Gal3-apo, Gal3-lac, and the difference, compared to NMR. The quality
measures are the same as in Table 3.

Time Gal3-apo Gal3-lac Difference
(ns) RMSD ” MAD MADtr MSD Med MQ Q RMSD » MAD MADtr MSD Med MQ Q RMSD ” MAD MADtr MSD Med
0 0.038 0.409 0.029 0.029 -0.003 0.002 1.000 0.002 0.062 0.358 0.041 0.036 0.028 0.026 1.040 0.005 0.054 0.040 0.036 0.027 0.032 0.025
0.1 0.038 0.409 0.029 0.029 -0.003 0.002 1.000 0.002 0.062 0.357 0.041 0.036 0.028 0.026 1.040 0.005 0.054 0.037 0.036 0.027 0.032 0.025
0.2  0.038 0.409 0.029 0.029 -0.003 0.002 1.000 0.002 0.062 0.357 0.041 0.036 0.028 0.026 1.040 0.005 0.054 0.035 0.036 0.027 0.032 0.025
0.3 0.038 0.408 0.029 0.029 -0.003 0.002 1.000 0.002 0.062 0.357 0.041 0.036 0.028 0.027 1.040 0.005 0.054 0.037 0.036 0.027 0.032 0.025
0.4  0.038 0.408 0.029 0.029 -0.003 0.002 1.000 0.002 0.062 0.357 0.041 0.036 0.028 0.027 1.040 0.005 0.054 0.037 0.036 0.027 0.032 0.025
0.5 0.038 0.408 0.029 0.029 -0.003 0.002 1.000 0.002 0.062 0.357 0.041 0.036 0.028 0.027 1.040 0.005 0.054 0.038 0.036 0.027 0.032 0.025
0.7 0.038 0.409 0.029 0.029 -0.003 0.002 1.000 0.002 0.062 0.358 0.041 0.036 0.028 0.027 1.040 0.005 0.054 0.047 0.036 0.027 0.031 0.025
0.9 0.038 0.409 0.029 0.029 -0.003 0.002 1.000 0.002 0.062 0.358 0.041 0.036 0.028 0.026 1.040 0.005 0.054 0.040 0.036 0.027 0.032 0.025
1 0.038 0.410 0.029 0.029 -0.003 0.002 1.000 0.002 0.062 0.357 0.041 0.036 0.028 0.026 1.040 0.005 0.054 0.046 0.036 0.027 0.032 0.024
2 0.038 0.410 0.029 0.029 -0.003 0.002 1.000 0.002 0.062 0.356 0.041 0.036 0.028 0.026 1.040 0.005 0.054 0.050 0.036 0.027 0.032 0.024
3 0.038 0.409 0.029 0.029 -0.003 0.002 1.000 0.002 0.062 0.355 0.041 0.036 0.028 0.026 1.040 0.005 0.054 0.057 0.036 0.027 0.032 0.024
4 0.038 0.408 0.029 0.029 -0.003 0.002 1.000 0.002 0.062 0.353 0.041 0.036 0.028 0.026 1.040 0.005 0.054 0.057 0.036 0.027 0.032 0.024
5 0.038 0.408 0.029 0.029 -0.004 0.003 1.000 0.002 0.062 0.351 0.041 0.036 0.028 0.026 1.040 0.005 0.054 0.057 0.036 0.027 0.032 0.024
6 0.038 0.409 0.029 0.029 -0.004 0.002 1.000 0.002 0.062 0.348 0.041 0.036 0.028 0.026 1.040 0.005 0.054 0.052 0.036 0.027 0.032 0.024
7 0.038 0.408 0.029 0.029 -0.004 0.003 1.000 0.002 0.062 0.345 0.041 0.036 0.028 0.026 1.040 0.005 0.054 0.044 0.036 0.027 0.032 0.024
8 0.038 0.408 0.029 0.029 -0.004 0.003 1.000 0.002 0.062 0.343 0.041 0.036 0.028 0.026 1.040 0.005 0.054 0.044 0.036 0.027 0.032 0.024
9 0.038 0.407 0.029 0.029 -0.004 0.003 1.000 0.002 0.062 0.340 0.041 0.037 0.028 0.026 1.040 0.005 0.054 0.045 0.036 0.027 0.032 0.023
10 0.038 0.403 0.029 0.029 -0.004 0.003 1.000 0.002 0.062 0.339 0.041 0.037 0.028 0.026 1.040 0.005 0.054 0.050 0.036 0.027 0.032 0.023
11 0.038 0.405 0.029 0.029 -0.004 0.003 1.000 0.002 0.062 0.338 0.041 0.037 0.028 0.026 1.040 0.005 0.054 0.050 0.036 0.027 0.031 0.023
12 0.038 0.405 0.029 0.029 -0.004 0.003 1.000 0.002 0.062 0.344 0.041 0.036 0.028 0.026 1.040 0.005 0.054 0.047 0.036 0.027 0.032 0.023
13 0.038 0.401 0.029 0.029 -0.004 0.003 1.000 0.002 0.062 0.348 0.041 0.036 0.028 0.026 1.040 0.005 0.054 0.060 0.036 0.027 0.032 0.024
14 0.038 0.402 0.029 0.029 -0.004 0.003 1.000 0.002 0.062 0.349 0.041 0.036 0.028 0.025 1.040 0.005 0.054 0.082 0.036 0.027 0.032 0.023
15 0.038 0.407 0.029 0.029 -0.004 0.003 1.000 0.002 0.062 0.349 0.041 0.036 0.028 0.025 1.040 0.005 0.054 0.084 0.036 0.027 0.032 0.023
16  0.038 0.400 0.029 0.029 -0.004 0.002 1.000 0.002 0.062 0.349 0.041 0.036 0.028 0.026 1.040 0.005 0.053 0.108 0.036 0.027 0.031 0.023
17 0.038 0.395 0.029 0.029 -0.004 0.003 1.000 0.002 0.062 0.351 0.041 0.036 0.028 0.026 1.040 0.005 0.053 0.122 0.036 0.027 0.031 0.024
18  0.039 0.374 0.029 0.030 -0.003 0.002 1.000 0.002 0.062 0.354 0.041 0.036 0.028 0.026 1.040 0.005 0.052 0.172 0.035 0.026 0.031 0.023
19  0.039 0.370 0.030 0.030 -0.003 0.003 1.000 0.002 0.061 0.381 0.040 0.036 0.028 0.026 1.040 0.005 0.051 0.245 0.036 0.026 0.032 0.024




Table 5. Comparison of S?wp and S*wwr for Gal3-apo, Gal3-Lac, and the difference between the two proteins. The quality measures are the same
as in Table 3. The best results within each group is marked in bold face. The equilibration time was always 0.25 ns.

Gal3-Lac
RMSD » MAD MADtr MSD Med MQ Q

Set Difference

RMSD  MAD MADtr MSD Med

Gal3-apo
RMSD » MAD MADtr MSD Med MQ Q

20 ns

1A[Z]20
10A[Z)2
10M[Z]2

0.041 0.23 0.031
0.041 0.18 0.031
0.039 0.20 0.030

0.031 -0.003 0.003 1.00 0.002
0.032 -0.003 0.004 1.00 0.002
0.031 -0.002 0.004 1.00 0.002

0.066 0.28 0.043
0.065 0.30 0.043
0.063 0.36 0.042

0.038 0.030 0.027 1.04 0.006
0.037 0.031 0.026 1.04 0.006
0.035 0.031 0.028 1.04 0.006

0.062 0.02 0.040
0.061 0.08 0.038
0.057 0.02 0.038

0.032 0.033 0.027
0.029 0.034 0.027
0.028 0.033 0.026

40 ns

1A[Z]40
10A[?)4
32M[3]1
10M[7)4

0.039 0.22 0.030
0.040 0.21 0.031
0.039 0.19 0.030
0.038 0.23 0.030

0.030 -0.003 0.001 1.00 0.002
0.031 -0.003 0.002 1.00 0.002
0.031 -0.003 0.001 1.00 0.002
0.030 -0.003 0.003 1.00 0.002

0.065 0.29 0.042
0.064 0.33 0.042
0.063 0.36 0.041
0.062 0.37 0.041

0.037 0.029 0.026 1.04 0.006
0.036 0.030 0.025 1.04 0.006
0.035 0.031 0.027 1.04 0.005
0.035 0.030 0.027 1.04 0.005

0.059 0.03 0.038
0.061 0.11 0.037
0.058 0.00 0.038
0.057 0.02 0.037

0.030 0.032 0.023
0.029 0.033 0.025
0.028 0.033 0.025
0.028 0.033 0.026

50 ns

10A[Z)5
5A[2]10
10M[Z]5
5M[?]10

0.039 0.38 0.030
0.039 0.37 0.030
0.038 0.40 0.029
0.038 0.40 0.029

0.031 -0.003 0.002 1.00 0.002
0.030 -0.003 0.004 1.00 0.002
0.030 -0.003 0.003 1.00 0.002
0.030 -0.003 0.002 1.00 0.002

0.064 0.33 0.042
0.063 0.34 0.041
0.062 0.37 0.041
0.062 0.37 0.041

0.036 0.030 0.025 1.04 0.006
0.036 0.030 0.025 1.04 0.006
0.035 0.030 0.026 1.04 0.005
0.036 0.029 0.026 1.04 0.005

0.061 0.16 0.037
0.060 0.08 0.037
0.056 0.02 0.037
0.055 0.05 0.037

0.029 0.033 0.023
0.029 0.032 0.025
0.027 0.033 0.026
0.028 0.032 0.025

100 ns
10A[?]1
0
5A[Z]20
10M[7]1
0
5M[2]20

0.039 0.030
0.38

0.039 0.38 0.030

0.038 0.029
0.41

0.038 0.40 0.029

0.030 -0.003 0.003
1.00
0.030 -0.004 0.001 1.00 0.002
0.029 -0.003 0.002 0.002
1.00
0.030 -0.003 0.002 1.00 0.002

0.002

0.063
0.34
0.063 0.33 0.041
0.061 0.041
0.37
0.062 0.35 0.041

0.041

0.036 0.029 0.025 0.005
1.04
0.037 0.029 0.025 1.04 0.006
0.036 0.029 0.026 0.005
1.04
0.036 0.028 0.026 1.04 0.005

0.059 0.036
0.10

0.058 0.03 0.037

0.055 0.036
0.04

0.055 0.04 0.036

0.029 0.032 0.023

0.028 0.032 0.025
0.027 0.032 0.025

0.028 0.032 0.025

160 ns
32M[Z)5

16M[3]1
0

0.038 0.40 0.029

0.038 0.029
0.41

0.029 -0.003 0.003 1.00 0.002

0.029 -0.003 0.002 0.002
1.00

0.062 0.37 0.041

0.061 0.041
0.37

0.035 0.030 0.025 1.04 0.005

0.036 0.029 0.026 0.005
1.04

0.056 0.00 0.037

0.055 0.036
0.03

0.027 0.032 0.025
0.027 0.032 0.025

320 ns
32M[)1
0
16M[7)2
0

0.037 0.029
0.41

0.038 0.029
0.41

0.029 -0.003 0.003

1.00
0.029 -0.003 0.002

1.00

0.002

0.002

0.061

0.37
0.062

0.36

0.041

0.041

0.036 0.029 0.026 0.005
1.04

0.036 0.028 0.026 0.005
1.04

0.055 0.036
0.03

0.054 0.036
0.04

0.027 0.032 0.025

0.027 0.032 0.025




24



Table 6. Comparison of S%p and S*wr for Gal3-apo, Gal3-Lac, and the difference between
the two proteins when various residues are omitted from the comparison (7 is the number of
residues included in the comparison). The quality measures are the same as in Table 3.

Simulation » RMSD » MAD MADtr MSD Median MQ  Q
Gal3-apo
32M[?]20 109* 0.0380.28 0.029 0.029 -0.004 0.003 1.00 0.002
104> 0.038 0.34 0.029 0.029 -0.004 0.003 1.00 0.002
82Y 0.029 0.60 0.023 0.023 -0.001 0.004 1.00 0.001
414 0.030 0.68 0.023 0.023 -0.007 -0.004 0.99 0.001
10M[?]10 109* 0.038 0.41 0.029 0.029 -0.003 0.002 1.00 0.002
104> 0.037 0.34 0.029 0.029 -0.003 0.002 1.00 0.002
82" 0.029 0.59 0.023 0.023 0.000 0.004 1.00 0.001
414 0.029 0.70 0.023 0.023 -0.006 -0.003 0.99 0.001
contact model 109* 0.073 0.17 0.049 0.046 -0.034 -0.018 0.96 0.007
Gal3-Lac
32M[?]20 109* 0.062 0.35 0.041 0.036 0.028 0.026 1.04 0.005
104> 0.050 0.31 0.037 0.032 0.025 0.026 1.03 0.003
82" 0.052 0.48 0.031 0.028 0.023 0.022 1.03 0.004
414 0.066 0.50 0.035 0.034 0.025 0.022 1.04 0.006
10M[2]10 109* 0.061 0.37 0.041 0.036 0.029 0.026 1.04 0.005
104> 0.050 0.31 0.037 0.032 0.025 0.026 1.03 0.003
82" 0.052 0.49 0.032 0.027 0.024 0.022 1.03 0.004
414 0.065 0.54 0.035 0.033 0.027 0.022 1.04 0.006
contact model 109* 0.058 0.31 0.041 0.040 0.003 0.005 1.01 0.005
Difference
32M[2]20 109* 0.054 0.05 0.036 0.027 0.032 0.025
104> 0.042 0.00 0.032 0.022 0.028 0.025
82" 0.044 0.22 0.029 0.021 0.024 0.019
414 0.057 0.23 0.035 0.025 0.032 0.023
10M[Z]10 109* 0.055 0.04 0.036 0.027 0.032 0.025
104> 0.043 0.01 0.033 0.022 0.029 0.025
82Y 0.0450.17 0.029 0.021 0.024 0.021
41¢ 0.058 0.18 0.036 0.025 0.033 0.025

contact model 109* 0.075 0.09 0.042 0.034 0.037 0.025

¢ All residues are included.

® Five poorly determined S*wp according to the 32M[?]20 simulations were omitted (cf. Table
1)

¢ Residues in loops surrounding the saccharide-binding site are omitted

4 Residues that have been fitted with a Rex term are omitted
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Figure 1. Structure of Gal3 with important residues indicated: a) the side with the binding site
b) the back side.
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Figure 2. A typical example of the Gaussian-mixture model (GMM) fit for the dihedral angle
in Met249. The underlying distribution is shown as a histogram with a bin size of 72 and the
GMM is shown as a solid line.

Title:./met249_dist.eps

Creator:MATLAB, The Mathworks, Inc. Vers

CreationDate:11/19/2009 14:39:23
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Figure 3. Ranking of the five simulations for the 12 quality measures and three systems
(Gal3-apo, Gal3-Lac, and the difference between the two systems). The Figure shows the
number of times each simulation rank as number one, two, three, four, or five (from left to
right) for each quality measure and simulation.
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Figure 4. S%p parameters from the 32M[Z]20 ns simulations (average, minimum, and
maximum over the 32 simulations), compared to the corresponding S*xvr parameters for a)
Gal3-apo and b) Gal3-Lac. Only residues with Sk parameters in both states are shown.
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Figure 5. Mapping of the $’wp — S>wwr difference onto the crystal structure of Gal3. Two
pictures are showed of each Gal3-apo (top) and Gal3-Lac (bottom), related by a 180

rotation. The scale runs from dark blue (S%p < S’mr), via cyan (S%wp = S?nmr) to magenta.
Grey colour indicates that data are missing.
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