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ABSTRACT. EPR spectroscopy has proven to be an indispensable tool in elucidating the 

structure of metal sites in proteins. In recent years, experimental EPR data have been 

complemented by theoretical calculations, which have become a standard tool of many quantum 

chemical packages. However, there have only been a few attempts to calculate EPR g tensors 

for exchange-coupled systems with more than two spins. In this work, we present a quantum 

chemical study of structural, electronic, and magnetic properties of intermediates in the reaction 

cycle of multicopper oxidases and of their inorganic models. All these systems contain three 

copper(II) ions bridged by hydroxide or O2- anions and their ground states are 

antiferromagnetically coupled doublets. We demonstrate that only multireference methods, such 

as CASSCF/CASPT2 or MRCI can yield qualitatively correct results (compared to the 

experimental values) and consider the accuracy of the calculated EPR g tensors as the current 

benchmark of quantum chemical methods. By decomposing the calculated g tensors into terms 

arising from interactions of the ground state with the various excited states, the origin of the 

zero-field splitting is explained. The results of the study demonstrate that a truly quantitative 

prediction of the g tensors of exchange-coupled systems is a great challenge to contemporary 

theory. The predictions strongly depend on small energy differences that are difficult to predict 

with sufficient accuracy by any quantum chemical method that is applicable to systems of the 

size of our target systems. 
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1. Introduction 

Electronic paramagnetic resonance (EPR) spectroscopy is an indispensable technique in elucidating 

the structural and electronic properties of metal-containing active sites in proteins.1 As such, it has been 

challenging for theoretical chemists to calculate, interpret, or predict the experimental EPR spectra, in 

particular g tensors.2,3,4 Since the methodological development is well documented in recent articles and 

reviews,5,6,7,8,9,10,11 we only mention that the calculation of g tensor for organic radicals or transition-metal 

containing systems with a single unpaired electron is becoming a standard tool in the arsenal of quantum 

chemistry.12,13,14,15,16 However, there are still systems that are difficult to treat with a satisfactory 

accuracy.17 Notably, copper(II) containing systems have been a challenge to quantum chemical 

methods.18,19,20,21,22,23 The situation is even worse for exchange-coupled systems containing various 

patterns of coupling of several unpaired electrons.24 

Recently, we made an attempt25 to investigate the structural, magnetic, and electronic properties of 

heterospin polymer chain complexes of Cu2+ hexafluoroacetylacetonate containing –

NO•-Cu(II)-NO•- spin triads.26 These systems exhibit peculiar magnetic properties, such as structural 

transitions at low temperatures.27,28 It was convincingly shown that multireference ab initio calculations 

(complete active space self consistent field, CASSCF combined with complete active space second-order 

perturbation theory, CASPT2) can explain these experimental observations and that calculated g factors 

(g|| = 1.848,  = 1.974) qualitatively reproduce the observed g < 2 signals in the experimental low-

temperature EPR spectra. 

It is therefore tempting to tackle biologically relevant systems and related inorganic model 

complexes with more complex electronic structures using the same computational methodology. In this 

work, we study coupled trinuclear copper clusters (TNC), bridged by hydroxy or oxo ligands.29 The TNC 

is a unique feature of multicopper oxidases (MCO), i.e. enzymes that couple four one-electron oxidations 

of a substrate with the four-electron reduction of molecular oxygen to water.30 

^g
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Figure 1. Structural models of the various MCO states and inorganic models of the NI as suggested 

by spectroscopic measurements and QM/MM calculations:34,35,38,39,40 (a) PIC, (b) PIS, (c) NIC, (d) 

NIS, (e) oxidized resting state, (f) PAC, (g) TrisOH and (h) µ3O. 

 

 

A plethora of spectroscopic data can be found in the literature for many enzymes in the MCO family, 

in particular for the most studied member of the family, laccase (Lc).31,32 These experimental studies33,34,35 

together with the available structural information36,37 have yielded essential mechanistic information 

regarding the MCO reaction mechanism. They have been further supported by combined quantum 

mechanics/molecular mechanics (QM/MM) calculations,38 multireference CASPT2 calculations of 

excited states of model trinuclear copper clusters representing the MCO intermediates,39 and combined 

EXAFS/QM/MM calculations.40 Specifically, two intermediates have been observed, the so-called peroxy 

intermediate33 (PI Figures 1a and 1b) and native intermediate35 (NI). Of these, the NI is EPR active and 

has been shown to be a four-electron reduced product of O2, bound to a fully oxidized trinuclear cluster.35 

It has a total spin of 1/2 and shows electronic coupling over all three copper ions in the trinuclear cluster.35 

a b c d 

e f g h 
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The most plausible structure is depicted on Figure 1c (denoted as NIC). However, there are also alternative 

proposals. Figure 1d depicts an alternative structure for the NI that is referred to as NIS (containing three 

OH– ions, each bridging two of the Cu ions in the trinuclear cluster).35,38 

The MCO resting state (Figure 1e) and the non-catalytic peroxy adduct (PA, Figure 1f) have also 

been characterized experimentally and theoretically.38,39,41 Finally, two inorganic models of the two 

alternative structural interpretations of the NI have been synthesized and studied experimentally, a D3-

symmetric trinuclear tris(µ-hydroxy)tricopper(II) cluster (TrisOH) and a C3-symmetric µ3-oxo-bridged 

trinuclear Cu(II) model (µ3O), depicted in Figures 1g and 1h, respectively.42,43,44,45 Comparative variable-

temperature variable-field MCD studies indicated that the latter structure is the better model of the native 

intermediate.45 

The aim of this work is to approach the calculation of the magnetic properties of such 

intricate spin-coupled systems using wave-function based ab initio methodology. We believe 

that these methods are presently without alternative for tackling problems of this kind. Hence, 

we have applied various multireference approaches (CASPT2, difference dedicated 

configuration interaction, DDCI, single-excitation based multireference configuration interaction, 

MR-CIS) for the calculations of g tensors for the above models of MCO intermediates. Once the 

methods are validated one can hope to use them in the structural elucidation of observed 

intermediates in enzymatic reactions using EPR g tensors. 

 

 

2. Discussion of methodological challenges in multireference ab initio 

calculations on spin coupled systems 

In a conventional paramagnetic molecule, N unpaired electrons are typically coupled in parallel 

to give a state with S = N/2 (which is referred to as the high-spin coupling case). Such a state is 
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well described by a single Slater determinant, e.g. in Hartree–Fock or Kohn–Sham density 

functional theory. Provided that there is no low-lying excited state of the same spin (e.g. lower 

than the spin–orbit coupling constant which is on the order of a few hundred wavenumbers), 

then the spin–orbit coupling (SOC) between the ground state and the singly-excited states of 

the same total spin determines the angular momentum in the ground state and hence the 

molecular g tensor. While conceptually only singly-excited states are required, actual wave-

function based ab initio computations also need to include higher excitations in order to describe 

the electronic relaxation in the excited states relative to the ground state even if these are 

dominated by single excitations. Electronic relaxation is a consequence of employing 

calculations based on fixed molecular orbitals that are typically optimized for the ground state. 

However, a complete calculation would require a summation over all excited states, which is 

obviously not possible. Thus, it is more convenient and more satisfying to resort to linear-

response theory, which is equivalent to a complete sum over states, while being computationally 

more tractable.46 Consequently, the majority of g tensor calculations are now based on linear-

response theory. In many cases, the results are satisfactory. 

There are two situations in which this standard treatment becomes inappropriate. The first 

situation is the case of exact or near orbital degeneracy. Then, the SOC effects become equal 

or larger than the excitation energies and a first-order correction to the non-relativistic ground-

state wave function is not sufficient. Thus, one must treat the SOC to all orders. In order to obtain 

a balanced basis for such a treatment, it is necessary to determine the low-lying states on an 

equal footing through a multiconfigurational treatment, most conveniently offered by a CASSCF 

calculation (this defines the model space).47 Since the SOC between the ground state and the 

low-lying states is very strong (unless forbidden by symmetry), this single component would 

dominate the sum over states and then it is appropriate to just rediagonalize the SOC operator 
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in the basis of a few non-relativistic roots of the Born-Oppenheimer Hamiltonian (quasi-

degenerate perturbation theory, QDPT). However, this requires the inclusion of all magnetic 

sublevels MS = S, S-1, …, –S for each state with a total spin S. All required matrix elements can 

be conveniently generated from the principal components with MS = S through application of the 

Wigner–Eckart theorem.48,49 The g tensor can then be found separately for each Kramers 

doublet arising from the diagonalization of the SOC operator through first-order perturbation 

theory with the Zeeman operator. Such calculations have been commonplace in ligand-field (LF) 

theory for a long time50 and have been carried over to multiconfigurational ab initio quantum 

chemistry by several authors.17,51,52 

The second situation in which standard linear-response theory is insufficient involves spin-

coupled systems where the unpaired electrons do not line up to give the maximum total spin of 

S = N/2 but rather couple to a lower total spin. In this case, the ground state and all excited 

states are multideterminantal (but not necessarily multiconfigurational). The only feasible way 

to generate these states of given total spin correctly is multiconfigurational quantum chemistry. 

Again, the same QDPT protocol can then be followed for the calculation of the g tensor. 

However, in the spin-coupled case, there are additional challenges: (i) there is not necessarily 

a single low-lying excited state that dominates the SOC, and (ii) due to the intricacies of spin 

coupling there are many more excited states to be handled than in the case of a simple high-

spin ground state. 

A particular situation of this kind is met in oligonuclear transition-metal systems such as those 

studied here. For mononuclear Cu(II) complexes, it is reasonable to assume that the sum-over-

states is dominated by the four excited LF states. Thus, if their energies and the covalency of 

the ground state are correctly described, one should obtain reasonable g-tensor predictions. 

Several studies along these lines have been published, based on CASSCF/CASPT217,18 or 



 9 

multireference configuration interaction (MRCI) calculations.51 In the case of the copper trimer, 

however, there are three unpaired electrons and such a situation gives rise to one quartet and 

two doublet states. Of these, only the quartet state is of high-spin and can thus be 

straightforwardly treated. The two doublet states are multideterminantal and do not directly spin-

orbit couple, since SOC between states that have the same orbital configuration vanishes. 

However, there are now fifteen d orbitals to be included in the treatment and each local d–d 

excitation gives also rise to two doublet states. Thus, there is a total of 26 doublet states (ground 

plus three times four LF excited states) with d–d character that need to be explicitly represented 

in the calculations to develop at a realistic calculation of the g tensor. 

Unfortunately, it is not sufficient to simply obtain a CASSCF wave function that is the average 

over all these LF states, because CASSCF suffers severely from the characteristic Hartree–

Fock imbalance of having too ionic metal–ligand bonds.7,18 Thus, one either needs to obtain 

better orbitals at the CASSCF step or to repair the deficiencies of the orbitals in the post-

CASSCF calculation. 

The former choice is the strategy followed in CASPT2 calculations. Given the CASSCF states, 

one calculates a second-order perturbation correction with a contracted expansion of the first-

order correlated wave function. Due to the contraction and the low-order perturbation treatment, 

the correlated wave function does not relax the electronic structure. Thus, one only obtains good 

results, if the reference CASSCF wave function already provides a good starting point. In many 

transition-metal complexes this requires a second d shell to be included in the active space53 

and in addition one needs to average over the relevant ligand-to-metal charge-transfer states 

(LMCT) and consider a multistate CASPT2 (MS-CASPT2) treatment18 in order to obtain more 

realistic metal–ligand covalencies. At this point, the calculations become so demanding that they 

are restricted to mononuclear complexes. 
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The alternative choice of relaxing the orbitals in the correlation calculation is the strategy 

followed in uncontracted multireference configuration interaction (MR-CI) treatments. Here one 

performs single and double excitations relative to all reference determinants. Upon 

diagonalization of the nonrelativistic Hamiltonian to all orders, one obtains a fully relaxed 

electronic structure and realistic charge and spin distributions. However, there are at least two 

drawbacks to this approach. First, the straightforward diagonalization leads to size-inconsistent 

results and hence the quality of the treatment deteriorates for larger molecules. Second, the 

number of single and double excitations relative to a reasonably large reference CASSCF space 

is excessive. Hence the computational effort to perform the calculation quickly becomes 

unmanageable, in particular because diagonalization is several orders of magnitude more 

expensive than second-order perturbation theory. The problems can, to some extent, be dealt 

with by contracting the excited configuration state functions (CSFs) rather than performing 

individual excitations relative to each reference and by including only a limited number of 

excitation classes in the treatment. Contraction is highly complex and there exists no program 

that could be applied to larger molecules. The limited excitation class treatment amounts to 

Malrieu’s concept of DDCI which has been successful in the calculations of exchange couplings 

and related properties.54 However, if the systems become large, the reference space becomes 

large, many roots are required (which is the case for all the complexes in the present study), 

and even the most efficient variant of DDCI computationally unfeasible. 

Based on these considerations, it becomes evident that there presently does not exist a single 

computational protocol that would allow one to perform fully satisfactory first-principle g-tensor 

calculations on a spin-coupled system such as the tricopper complexes studied here. In the 

course of the study, we thus resorted to the following two approaches:  
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(i) A CASSCF/CASPT2 treatment in which all fifteen d orbitals are included in the active space, 

CASSCF(27,15). The high efficiency of the CASSCF/CASPT2 method allows one to calculate 

the appropriate number of doublet roots for this reference space and then use the state-

interaction concept to compute the SOC between the relevant doublet and quartet roots. The 

drawback of this procedure is that neither the double-shell effect nor the LMCT states can be 

treated. Thus, one expects LF transition energies that are fairly reasonable because there is not 

much differential correlation energy in d–d excitations,11 but g shifts that might be too large due 

to the exaggerated ionicity of the CASSCF reference states. The efficient implementation of the 

MOLCAS program is best suited for these calculations. 

(ii) A CASSCF(3,3) treatment followed by either DDCI2 in order to obtain reasonable exchange 

splittings between the quartet and the two doublet states or CI with singly excited orbital 

configurations to obtain all relevant doublet and quartet roots (referred to as CAS(3,3)-MRCIS). 

Because the singly-excited (but correctly spin-coupled) CSFs do not bring in much correlation 

energy, the problems of size consistency are not too severe. Also, the transition energies from 

CAS-MRCIS are expected to be reasonable because of the small differential correlation energy 

in d–d excited states. On the other hand, single excitations are not enough to repair the 

deficiencies of the CASSCF orbitals, hence one also expects overestimated g-shifts. Such 

calculations can be performed with the ORCA program.55 However, there is an important 

methodological issue. The ORCA MRCI program does not take advantage of contraction, but 

instead uses perturbation-theory based configuration selection to ease the computational 

burden. Since the energy differences that are the focus of this work are small, selection 

introduces artifacts and should not be used. This, unfortunately, greatly adds to the 

computational effort. 
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The quasi-degenerate perturbation theory that introduces SOC into the treatment is 

conceptually very similar in both programs. One has to calculate the matrix elements 

<YISM|HSOC|YJS’M’> for correlated state pairs I and J with total spins S and S’ and projection M 

and M’, respectively. In the MOLCAS implementation, the correlated wave function is replaced 

by the reference CASSCF wave function17 and the SOC operator is represented by the single-

center atomic mean-field SOC (AMFI) operator.13,56,57 In the ORCA implementation, the matrix 

elements are directly calculated over the correlated states.48 The SOC is also represented by 

the mean-field SOC operator, but it differs from AMFI by making neither the single-center nor 

the fixed atomic-density approximations.58 

 

 

3. Computational Details 

The molecular geometries used in this study correspond to the QM/MM equilibrium geometries 

of MCO systems and are described in detail in the preceding study.39 

3.1. CASSCF/CASPT2 calculations. All CASSCF59/CASPT260,61 and g-matrix calculations 

were performed with MOLCAS 7.0.62 ANO-S basis sets were used for all atoms with the following 

contractions: Cu [6s4p3d2f]; C, N, O [3s2p1d]; H [2s].63 For each molecule the ground- and 

excited-state wave functions were computed at the CASSCF level. Excitation energies were 

computed at the MS-CASPT2 level.64 The g-tensor calculations were performed with the RASSI 

module, which treats SOC through the AMFI13,65,66 approximation, using approach II for the g 

matrix.17 Within this approach, a SOC calculation is performed first and the Zeeman effect is 

treated afterwards within the lowest Kramers doublet. 

All calculations were performed without symmetry. However, in the case of TrisOH, D3 

symmetry was enforced by preventing rotations between orbitals belonging to different D3 
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representations (e.g. using the SUPSym keyword in the MOLCAS program). At the CASSCF 

level, this leads to pairs of 2E components that are perfectly degenerate. However, in MS-

CASPT2 calculations the pairs are no longer degenerate due to symmetry breaking that arises 

from the internal contraction. To obtain the correct anisotropy of the g-factors, it is crucial to 

keep the 2E ground state exactly degenerate (if non-degeneracy is allowed, the weak SOC 

between the components of the 2E ground state – about one wavenumber – is quenched and 

the calculated g tensors xxx There is still a mixture in the notation of g tensors: bold, italics, or 

regular, with and without hyphen. are no longer realistic). To obtain a correct anisotropy within 

the equatorial (xy) plane, it was also necessary to keep the excited 2E states degenerate. 

Unfortunately, even when starting from degenerate CASSCF solutions the perturbation-modified 

complete active space (PM-CAS) wave functions produced by MS-CASPT2 for the two 2E 

components still show a certain amount of symmetry breaking (~xx cm-1??). As a result, the two 

equatorial g factors obtained with the latter method are not perfectly equal as they should be. 

Taking into account all possible excitations where the electrons remain on the same copper 

center leads to 125 quartets (5×5×5) and 250 doublets (twice the number of quartets, as each 

single excitation with three unpaired electrons produces two linearly independent doublet 

states). Unfortunately, it is not possible to handle that many states with CASPT2. However, it is 

found that of these LF states, the lowest 13 quartets and 26 doublets, corresponding to all single 

(total) excitations are well separated from the other states and hence might well be sufficient for 

the present purposes.  

Three sets of results are reported: (1) CASSCF wave functions and excitation energies; (2) CASSCF 

wave functions and CASPT2 excitation energies; (3) PM-CAS wave functions and MS-CASPT2 

excitation energies. For each set, the contributions of the excited states to the g values were analyzed 
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using a partitioning of the terms that make up the Gpq values, that is the elements of the matrix G = g g†. 

Details can be found in the Supporting Information. 

As all states contribute in some way to the final result, the analysis was confined to those 

states that contribute the most to the diagonal Gpp values. Note that this does not provide a 

contribution to gpp, however, because the latter is essentially the square root of the sum over 

contributions that give Gpp (neglecting off-diagonal elements). To verify the importance of 

individual excited states, we have also performed calculations including only the most strongly 

contributing states. This procedure should yield results that are sufficiently close to the results 

obtained by including all excited states. 

3.2. Variational Multireference Calculations. The multireference configuration interaction 

(MRCI) calculations, and CASSCF calculations used for generating input molecular orbitals for 

the subsequent MRCI, were carried out using the ORCA 2.6.35 program.55 In these calculations, 

the def2-SV(P) basis set was used, xxx reference? which is of similar size and quality as the 

ANO-S bases used in the MOLCAS calculations. Indeed, the transition energies calculated at 

the state-average CASSCF level reported below differ negligibly between the two programs and 

basis sets (1–2 cm-1 with the exception of NIC system, where it amounts to 11 cm-1). 

Two sets of variational multireference calculations were carried out: 

(1) Calculation of the exchange couplings were performed on the basis of CASSCF(3,3) 

reference states for one quartet and two doublet roots, followed by uncontracted DDCI2 

and DDCI3 calculations. The selection thresholds Tsel and Tpre explained elsewhere in 

detail67  were set to tight values of 10-8 a.u. and 10-5 a.u. in order to ensure converged 

state-energy differences. This convergence was checked by performing additional 

calculations with Tpre= 0 and Tsel=10-10 a.u. The transition energies calculated with these 

thresholds differed by less than 1 cm-1 from those reported below. 
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(2) g-tensor calculations were performed using unselected MR-CIS calculations on the basis 

of the CASSCF(3,3) reference wave functions. In these calculations, all singly-excited 

configurations are explicitly included (at the orbital level) relative to all reference 

configurations that are then spin-coupled to the desired final multiplicity. In keeping with 

the CASSCF/CASPT2 calculations, 13 quartet and 26 doublet roots were determined in 

these calculations. The SOC, represented by the multicenter SOMF operator,58 is then 

diagonalized in the basis of the calculated roots and first-order perturbation theory is 

employed to determine g-tensors in a way closely analogous to that described above for 

the CASSCF/CASPT2 method. 

The desirable calculation that is employing a large number of DDCI2 or DDCI3 roots on top of 

a large active space in the g-tensor calculations is unfortunately at present not computationally 

feasible. 

 

 

4. Results and Discussion 

4.1 TrisOH complex 

The TrisOH complex (Figure 1g) consists of three copper(II) centers arranged in a triangle, each having 

an ethylenediamine ligand and a connection to the other two copper atoms through an OH bridge. On each 

copper atom, the local pseudo-tetragonal field gives rise to a splitting of the Cu 3d orbitals. A σ interaction 

with the oxygen and nitrogen atoms results in a destabilization of the in-plane 3d orbital that has its lobes 

along the sides of the triangle. This orbital is singly occupied in each of the d9 copper centers of TrisOH 

(Figure 2 shows the CASSCF wave function and Figure S1 the PM-CAS wave function). In the D3 point 

group of symmetry, this configuration gives rise to a 4A1 and a 2E state. Modeled by a Heisenberg spin-

Hamiltonian, , the interaction between these two states gives rise to an energy splitting å-=
ji ji SSJH
,

2ˆ
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of 3J. From experiment, J ≈ –105 cm-1, indicating that the isotropic exchange interaction is 

antiferromagnetic (J < 0) with a 2E ground state.42 The calculated 2E and 4A1 energies are listed in Table 

1. It can be seen that CASSCF already indicates the 2E state to be the ground state, ~20 cm-1 below the 

4A1 state. The gap becomes larger upon including dynamical correlation, putting the 4A1 state 

approximately 100 cm-1 above the 2E state. 

The DDCI2 result is noticeably large: a gap of 875 cm-1 is predicted, which is only moderately 

changed by the much more expensive DDCI3 calculations. The MR-CIS calculations produce 

exchange couplings that are similar to the DDCI2 results. The following observations turn out to 

be valid throughout this study: (a) The intra-doublet splitting reacts more strongly to dynamical 

correlation than the doublet–quartet splitting; (b) the doublet–quartet splitting is similar in the 

DDCI2, DDCI3, and MR-CIS calculations; (c) the MR-CIS and DDCI2 methods give similar 

results for the exchange splitting, suggesting that the essential physics is covered already at this 

level. This is fortunate because MR-CIS calculations can be extended to many roots without 

undue computational problems, whereas this is unfortunately not the case for DDCI2; (d) the 

DDCI2 calculations result in a much larger doublet–quartet splitting than CASPT2. On the basis 

of the recent analysis by Malrieu and co-workers68 this might be expected because DDCI calculations 

include some essential higher-order terms that are missing from second-order perturbative approaches 

with a minimal model space. This point was further corroborated by additional calculations employing 

the second-order strongly contracted N-electron valence-space perturbation theory (NEVPT2) as 

implemented in the ORCA program.69 Generally, the NEVPT2 method produces numbers that are slightly 

smaller than the CASPT2 transition energies for the systems under investigation. Since NEVPT2 contains 

essentially the same physics as CASPT2, the numbers will not be documented in detail. 

If only the two doublet and one quartet roots are considered, the SOC is small, amounting to 

only a few wavenumbers. Remarkably, the SOC is much larger for MS-CASPT2 (including all 

the roots from CASSCF, i.e., 26 doublet and 13 quartet states), pointing to an effect of using 
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correlated PM-CAS wave functions. All calculated CASPT2 values are significantly lower than 

the experimentally determined doublet-quartet splitting of |3J| ≈ 315 cm-1 (Ref. 42). While the 

underestimation of J is expected for a method that is based on second-order perturbation theory, 

the variational results are expected to be better. Noticeably, the DDCI2 values appear to be too 

high, which is highly unusual for this method.70 

 

 

(a) 1.00 

 

(b) 1.03 

X2Ee 

 

(c) 0.97 

 

(d) 1.00 

 

(e) 1.03 

X2Eq 

 

(f) 0.97 

 

Figure 2: The ground-state X2E SOMOs of the TrisOH complex, calculated at the CASSCF level. 

 
 

The experimental value for g|| is 2.32.42 The  value cannot be measured directly, but was obtained 

from the spin Hamiltonian of a trigonal Cu3II system. For an undistorted trigonal system, the  value is 

^g

^g

(a) 1.00     (b) 1.03     (c) 0.97 

X2Ee 
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expected to be 0.0. However, the existence of an observable EPR intensity at an angle of 0° from the axial 

direction required symmetry-lowering of the geometry of the TrisOH complex. By fitting the 

antisymmetric exchange and distortion factor of the spin Hamiltonian to the angular dependence of the 

single-crystal EPR spectra, (simulated) g values of 2.32, 1.25, and 0.54 were obtained for angles of 0°, 

60°, and 90° from the main axis respectively. The experimental g values 2.32 and 1.21 for angles of 0° 

and 60° respectively were thus nicely reproduced. The g value for larger angles cannot be verified 

experimentally due to broadening of the spectrum and the fact that the resonance field exceeds the range 

of the instrument. 

 

Table 1: Excitation energies of the lowest doublet and quartet states (cm-1), and principal g 

values of the lowest Kramers doublet with indication of the main contributing states of TrisOH. 

 CASSCF CASPT2 MS-CASPT2 DDCI2d DDCI3d MR-CIS 

X2E 0a 0b 0a 0b 0a 0b 0 0 0a 0b 
  17  18  88    24 
14A1 23 29 105 108 112 150 875 718 869 856 
  31  110  152    

gx  0.086  0.079  0.098   0.055 
gy  0.086  0.079  0.053   0.055 
gz  2.550  2.486  2.469   2.457 

States DE DGzz DE DGzz DE DGzz    

X2E 0 3.765 0 3.818 0 3.826    
22Ec 8462 2.487 9654 2.182 9658 2.039    
All  6.502  6.178  6.097    

a One-component relativistic (without SOC) states obtained from CASSCF(27,15)/CASPT2/MS-

CASPT2, averaging over all 26 doublet and 13 quartet states and including all roots in the multi-state 

procedure. The ORCA CASSCF(3,3) calculations with the def2-SV(P) basis set yield 23 cm-1 for the 

position 14A1. 
b Two-component relativistic (with SOC) states 
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c For MS-CASPT2, this is in fact the second excited 2E state. Due to symmetry-breaking, a small 

contribution from another state is also included. 

d Based on a SA-CASSCF(3,3) reference, averaged over the lowest two doublet and one 

quartet states. Truncation thresholds were Tsel=10-8 a.u., Tpre=10-5 a.u. 

 

The calculated g values for the lowest Kramers doublet are given in Table 1. The equatorial gx,y factors 

are close to zero for all four methods, in agreement with the expected value for an undistorted trigonal 

TrisOH structure. The larger anisotropy between gx and gy calculated with MS-CASPT2 is an artifact that 

derives from mixing of wave functions of different symmetry during the multistate step. Upon lifting the 

degeneracy of the ground state 2E components, both  values quickly increase in magnitude. 

The gz value of 2.550 of CASSCF is significantly larger than the gz values of CASPT2, MS-CASPT2 

and MRCIS, 2.486, 2.469 and 2.457, respectively. Xxx You are also inconsistent in the use of a comma 

or not before the last term in lists of three or more This is because the excitation energies of the LF 

states increase when dynamical correlation is included, thereby leading to smaller g values. Compared to 

the experimental g|| value of 2.32, the calculated values are too high because the description of the ground 

state is too ionic.18 However, there is no practical solution to this, as the charge-transfer states that would 

have to be included in the sum-over-states description are too high in energy and there are too many LF 

states below them.  

The main contributions to Gzz arises from the ground state and a ligand-field excited 2E state. They are 

listed in the bottom section of Table 1, showing that both contributions make up a large part of the total 

value. The partially-occupied natural orbitals of the contributing excited state are shown in Figure S2 for 

the CASSCF wave functions, and in Figure S3 for the PM-CAS wave functions. We find that both 

components of the excited 2E state correspond to a net excitation of one electron out of the non-bonding 

Cu 3d orbital that has its lobes in between the sides of the Cu3 triangle to the singly occupied Cu 3d orbital 

in the ground state. These correspond to the orbitals that are also involved in the LF excitation causing 

^g
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the local gz value to deviate from ge, that is a case of a single copper center xxx The meaning of this last 

part of the sentence is not clear to me. These results are in agreement with the analysis carried out by 

Yoon and Solomon.42 

 

4.2 Models of MCO intermediates 

Unlike TrisOH, the four structural models for the intermediates in the reaction cycle of multicopper 

oxidases have no symmetry (Figure 3). All complexes are in the Cu3II redox state, resulting in two 2A 

states and one 4A state as possible candidates for the ground state. The arrangement of the ligands around 

each copper center gives rise to a splitting of the d orbitals, and the most destabilized orbital will be singly 

occupied in the ground state. 

 

 

 

 

 

 

(a) (b) 

(c) (d) 
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Figure 3: Models of MCO intermediates. (a) NIC, (b) NIS, (c) oxidized resting state and (d) PAC, 

The key geometric parameters are identical to those of the large models in Figure 1, but in 

the present models imidazole ligands are replaced by ammonia. This approximation was 

previously shown to be reasonable (Ref 39). The main axes of the calculated g tensors are 

also included. 

 

The Native Intermediate (NIC and NIS models). For the native intermediate (NI), there are two 

models with different binding modes: NIC has O2- binding in the center of the three copper atoms and one 

OH- as a bridging ligand, while NIS has three OH- ligands bridging each Cu–Cu pair. The net charge of 

both systems is +3. The structures of the two models are depicted in Figures 3a and 3b. The ground-state 

singly-occupied molecular orbitals (SOMOs) in NIC can be approximately described within CS symmetry, 

with the mirror plane perpendicular to the Cu–Cu axis of the OH- bridged copper atoms. The singly-

occupied d orbitals of the bridged copper atoms are similar to those of the TrisOH complex, lying in the 

Cu3 plane with their lobes pointing towards the central O2- moiety and the bridging OH- ligand 

respectively. However, the third copper atom has its singly occupied d orbital perpendicular to the Cu3 

plane, with its lobes pointing towards the central oxygen atom and the axial ammonia ligands. The 

resulting SOMOs are visualized in Figure S4 (CASSCF) and Figure S5 (PM-CAS). In the case of NIS, 

the situation is less clear, as there is no approximate symmetry. While the connectivity is the same as in 

TrisOH, the structure of NIS is severely distorted from D3 symmetry. The singly-occupied 3d orbitals of 

the two copper atoms with three ammonia ligands have the lobes in the Cu3 plane pointing towards the 

OH- ligands. The third copper atom has only two ammonia ligands arranged in a pseudo axial field. The 

singly occupied 3d orbital of this copper resembles a orbital perpendicular to the Cu3 plane. The 

SOMOs of NIS are visualized in Figures S6 (CASSCF) and S7 (PM-CAS). 

Experimentally, the ground state of the native intermediate is a doublet state with a low-lying excited 

doublet state at about 150 cm-1, and a quartet excited state at about 350–900 cm-1 (Ref. 35). The calculated 

2zd
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excitation energies of the lowest doublet and quartet states are given in Tables 2 (NIC) and 3 (NIS) together 

with the g factors of the lowest Kramers doublet. Except for CASPT2 in case of NIC, the calculated order 

of the states is the same as found experimentally, that is two low-lying doublet states and a higher lying 

quartet state. For NIC CASPT2 predicts the quartet state at 86 cm-1, in between the doublet states. With 

MS-CASPT2 the quartet again becomes the highest of the three states at 323 cm-1, well above the excited 

doublet state at 129 cm-1. With the latter method, the calculated splitting between the two excited states 

22A, 14A is significantly larger for NIC, 200 cm-1, than for NIS, only 50 cm-1.  The DDCI2 and DDCI3 

calculations predict the position of the excited doublet state well, but predict a considerably higher energy 

than CASPT2 for the quartet states in both molecules. A similar result was also found for the TrisOH 

model complex. Overall, there are no large deviations with respect to what is expected from the 

experimental data. The position of the excited quartet state appears to be bracketed by the numbers from 

CASPT2 (tending to underestimate it) and DDCI2/3 (tending to overestimate it). 

 

 

Table 2: Excitation energies of the lowest doublet and quartet states (cm-1) and principal g values 

of the lowest Kramers doublet of NIC. 

 CASSCF CASPT2 MS-CASPT2 DDCI2c DDCI3c MR-CIS 

X2A 0a 0b 0 0 0 0 0 0 0 
22A 57 58 146 145 130 133 106 174 99 
14A1 91 91 86 86 323 323 1451 1619 1398 
  92  89  327    

g1  2.014  2.058  1.951   1.581 
g2  2.090  2.069  2.119   1.824 
g3  2.479  2.381  2.282   2.010 

a One-component relativistic (without SOC) states obtained from CASSCF(27,15)/CASPT2/MS-

CASPT2 averaging over all 26 doublet and 13 quartet states and including all roots in the multi-state 

procedure. The ORCA SA-CASSCF(3,3) calculations with the def2-SV(P) basis set yield 46 cm-1 for 22A 

and 89 cm-1 for 14A. 
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b Two-component relativistic (with SOC) states 
c See footnote d of Table 1 

 

 

 

 

Table 3: Excitation energies of the lowest doublet and quartet states (cm-1) and principal g values 

of the lowest Kramers doublet of NIS. 

 CASSCF CASPT2 MS-CASPT2 DDCI2c DDCI3c MR-CIS 

X2A 0a 0b 0 0 0 0 0 0 0 
22A 57 56 132 131 180 178 152 336 146 
14A1 79 78 204 202 229 228 1096 1101 1082 
  79  203  229    

g1  1.972  1.994  2.020   1.674 
g2  2.298  2.252  2.236   1.910 
g3  2.639  2.501  2.503   2.429 

a One-component relativistic (without SOC) states obtained from CASSCF(27,15)/CASPT2/MS-

CASPT2 averaging over all 26 doublet and 13 quartet states and including all roots in the multi-state 

procedure. The ORCA SA-CASSCF(3,3) calculations with the def2-SV(P) basis set yield 55 cm-1 for 22A 

and 78 cm-1 for 14A. 

b Two-component relativistic (with SOC) states 
c See footnote d of Table 1 

 

 

According to the various CASPT2 variants, the calculated g factors differ substantially between the two 

models. A first observation is that the average g values of NIC are smaller than those of NIS, 2.111–2.194 

compared to 2.222–2.303. With all three methods, the g factors of NIC reflect an approximate tetragonal 

symmetry, one value deviating much more from ge than the other two values (with a slight deviation for 

MS-CASPT2). The main axis of the largest g3 factor (2.282) is perpendicular to the CS plane (cf. Fig. 3). 
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Of the other two smaller g factors, g2 (2.119) has its main axis perpendicular to the Cu3 plane while the 

g1 (1.951) axis goes through O2- and OH-. The g factors of NIS are not rhombic and consist of three more 

equally spaced values. The main axis of the largest g3 factor (2.503) lies in the Cu3 plane, passing through 

its center and through the middle of the longest Cu3–O–Cu3’ bridge. The main axis of g2 (2.236) is also 

in-plane and perpendicular to the g3 axis. The principal axis of the smallest g1 (2.020) factor is 

perpendicular to the Cu3 plane. For NIC only, g3 has an important positive contribution coming from an 

excited state. The contributing state corresponds to a single-electron excitation localized on the non-

bridged copper atom, from the 3d orbital that has its lobes between the ligands to the ground-state SOMO 

on the same center (with lobes pointing to the ligands). For NIS, there are two important positive 

contributions, both from excited states for which an electron leaves a 3d orbital on the copper center with 

pseudo-axial symmetry (two ammonia ligands). The lower of those two states contributes to the largest g 

value, the higher state to the middle g value. The g < 2 values are caused by the second doublet state. This 

is because SOC mixes the excited doublet state into the ground-state Kramers doublet, thereby causing 

the contribution from the lowest doublet to become smaller. 

The MR-CIS predictions differ substantially from the CASPT2 values. Here, NIC and NIS have two g 

values far below 2. Interestingly, NIC is predicted to have the third g value close to 2, while for NIS a 

rather normal g3 (gz) value of 2.429 is predicted. Apparently, the MR-CIS predictions for NIS are in best 

agreement with experiment where g values of 2.15, 1.85, and 1.65 have been reported as (gmax, gmid, 

gmin) values.35 

Given that the CASPT2 and MR-CIS predictions are so different, it is necessary to try to obtain some 

insight to what factor the g-value predictions are particularly sensitive. The size of the g < 2 values is thus 

indirectly related to the amount of SOC between the lowest two doublet states. It is clear that to second 

order, excitations from doubly-occupied to singly-occupied molecular orbitals can only produce positive 

g shifts.49 Hence, the g values xxx Be consistent if there should be a hyphen between g and value 

(probably not) and g in italics. below 2 represent higher-order contributions in the SOC that are most 

conveniently picked up by the QDPT procedure. This is readily seen from the third-order equation of 
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Atkins and Jamieson where terms of the form 

 arise in the g tensor expression.71 Hence, if 

either the excited state K or L is equal to the second doublet xxx Right? and the two excited states have 

a nonzero Zeeman matrix element, important contributions arise to the g-tensor that are sensitive to the 

splitting between the two lowest Kramers doublets. Indeed, artificially lowering the gap between the latter 

states causes the g < 2 values to drop. This also explains why there is a g value smaller than ge for NIC at 

the MS-CASPT2 level, but not at the CASSCF or CASPT2 level, since the amount of SOC in the latter 

cases is much smaller. The opposite is true for NIS, where SOC is smaller when using the multistate 

procedure. The relationship between the g < 2 values and the amount of SOC between the two lowest 

doublets can be studied by lowering the energy gap between them. The results of this exercise are shown 

in Figure 4. The gap between the lowest doublet states was systematically reduced to 50%, 25%, 10%, 

and 1% xxx Here, you have a comma, for example. of the original size for each of the methods and for 

both complexes. Note that the orientation of the g factors does not necessarily stay constant when the gap 

is decreased. We can see that smaller energy gaps give rise to a larger mixing of the second doublet state 

in the ground-state Kramers doublet (blue line). Two g values eventually become smaller than ge. The 

evolution of the g factors is very similar for all methods. For the two NI models, we can make the 

following two distinctions: (i) while in NIC the largest g value remains essentially constant, the largest g 

value of NIS drops toward ge near small energy gaps; (ii) the g < 2 values of NIC are smaller than those of 

NIS at similar energy gaps, which is demonstrated by the larger contribution of the second doublet state 

in NIC with respect to NIS. The main difference between CASSCF and CASPT2 on the one hand and MS-

CASPT2 on the other hand is the larger SOC in the latter case, with smaller g factors for similar energy 

gaps as a result. 
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Figure 4: Dependence of the g values of NIC and NIS on the size of the energy gap between 

the lowest two doublet states. Black circles show the calculated g values, whereas blue 

triangles with labels indicate the percentage of excited doublet state entering the ground-

state Kramers doublet. 

 

The Oxidized Resting-State Model. The oxidized resting state (Oxi) has an OH- ligand bridging 

one copper pair and another OH- ligand on the third copper atom. With all copper ions in their 

+II oxidation state, this results in a net charge of +4. The ground-state SOMOs of Oxi (shown in 

Figures S8 and S9) can be characterized using approximate CS symmetry with the mirror plane 
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perpendicular to the Cu–Cu axis of the OH- bridged copper atoms. One SOMO (a) is localized 

on the isolated copper atom and is essentially the singly-occupied d orbital on that atom, 

perpendicular to the Cu3 plane with its lobes pointing towards the ligands. The other two SOMOs 

(b and c) are bonding and antibonding combinations of the singly occupied d orbitals on the 

bridged copper atoms. The excitation energies of the lowest doublet and quartet states are 

presented in Table 4. One observes fairly close agreement between CASPT2 and DDCI2/3 or 

MR-CIS for the position of the first doublet excited state. However, the quartet is again predicted 

considerably higher in energy by the variational methods.  

The first excited doublet state and the lowest quartet state are close in energy for the CASPT2-

based calculations methods, with the CASPT2 and MS-CASPT2 energies similar in size, about 

3 times larger than the CASSCF energies. The pattern obtained from the calculated energy 

splittings by the perturbational methods indicates the strong AF coupling of the two T3-Cu 

centers (whereas T2 center does not couple to T3), in agreement with the experimental 

findings.72 Quantitatively, the singlet–triplet energy gap, DES-T > 400 cm-1 (J < –200 cm-1),72 is 

only slightly underestimated by the CASPT2 methods and overestimated by the DDCI-n and 

MR-CIS methods. 

The main axis of the largest g3 factor is oriented along the Cu–Cu bond of the bridged copper 

atoms, while the smaller (and similar) g1 and g2 factors have their axes oriented in-plane (

) and perpendicular to the Cu3 plane, respectively. The direction of g3 corresponds to the local 

magnetic axis of an approximately tetragonal copper center. The main excited state contribution 

here comes from an excitation from the d orbital with its lobes between the ligands to the GS 

SOMO as shown in Figures S8 and S9. This is also the only important excited-state contribution. 

The experimental values of (gx = 2.04, gy = 2.05, gz = 2.24) have been reported.73 Assuming 

the systematic overestimation of g║ values observed in the TrisOH and NI systems, we consider 

3g^
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the agreement between MS-CASPT2 values and the experiment as reasonable and qualitative. 

The MR-CIS calculations, on the other hand, severely underestimate the  values, which is 

surprising given that the intra-doublet splitting is similar to the CASPT2 values. 

 

 

Table 4: Excitation energies of the lowest doublet and quartet states (cm-1) and principal g values 

of the lowest Kramers doublet of oxidized resting state model (Oxi). 

 CASSCF CASPT2 MS-CASPT2 DDCI2c DDCI3c MR-CIS 

X2A 0a 0b 0 0 0 0 0 0 0 
22A 110 108 307 301 322 315 308 565 297 
14A1 111 109 332 327 339 335 908 929 896 
  109  327  335    

g1  2.092  2.080  2.071   1.552 
g2  2.074  2.075  2.093   1.872 
g3  2.716  2.527  2.531   2.116 

a One-component relativistic (without SOC) states obtained from CASSCF(27,15)/CASPT2/MS-

CASPT2 averaging over all 26 doublet and 13 quartet states and including all roots in the multi-state 

procedure. The ORCA SA-CASSCF(3,3) calculations with the def2-SV(P) basis set yield 112 cm-1 for 

22A and 115 cm-1 for 14A. 

b Two-component relativistic (with SOC) states 
c See footnote d of Table 1 

 

 

The Peroxy Adduct (PA). The peroxy adduct (PAC) has a peroxide moiety (O22-) binding in the 

center of the trinuclear Cu3 cluster and an OH- ligand on one of the copper atoms. One of the 

peroxide oxygen atoms bridges two copper atoms, while the other oxygen atom is bonded to 

the third copper atom. The resulting bonding arrangement is asymmetric, making it difficult to 

characterize the SOMOs of the ground state (Figures S10 and S11). As for the singly occupied 
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d-orbitals, the one associated with the copper atom with two oxygen ligands is clearly 

perpendicular to the Cu3 plane, with the lobes pointing towards the tetragonally arranged 

ligands. The singly-occupied d orbitals of the other two copper atoms have a less clear 

orientation. The arrangement can be seen as pseudo-tetrahedral, with the lobes of the singly-

occupied d-orbitals pointing along the bonds to the surrounding ligands, forming a weakly 

bonding and antibonding combination. 

 

Table 5: Excitation energies of the lowest doublet and quartet states (cm-1) and principal g values 

of the lowest Kramers doublet of peroxy adduct model (PAC). 

 CASSCFa CASPT2 MS-CASPT2 DDCI2c DDCI3c MR-CIS 

X2A 0a 0b 0 0 0 0 0 0 0 
22A 23 22 85 82 221 213 81 366 77 
14A1 27 26 95 92 165 159 1067 1187 1057 
  27  93  161    

g1  2.038  2.022  2.076   1.685 
g2  2.112  2.101  2.105   1.853 
g3  2.383  2.315  2.365   2.080 

a One-component relativistic (without SOC) states obtained from CASSCF(27,15)/CASPT2/MS-

CASPT2 averaging over all 26 doublet and 13 quartet states and including all roots in the multi-state 

procedure. The ORCA SA-CASSCF(3,3) calculations with the def2-SV(P) basis set yield 23 cm-1 for 22A 

and 26 cm-1 for 14A. 

b Two-component relativistic (with SOC) states 
c See footnote d of Table 1 

 

 

The excitation energies of the lowest doublet and quartet states are presented in Table 5. The 

comparison between CASPT2 and the variational approaches follows the established trends. 

However, here the large increase of the excited doublet state in going from DDCI2 to DDCI3 is 
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certainly noteworthy. Also notable is the extremely large change in energy of the first excited 

quartet state when going from the perturbational to the variational approaches. Here, the 

discrepancy between CASPT2 and the DDCI methods approaches a full order of magnitude. 

The highest doublet and quartet states are close in energy, 25 cm-1 at the CASSCF level, and 

90 cm-1 at the CASPT2 level. When the multistate procedure is used, the quartet state at 165 

cm-1 drops below the second doublet state at 220 cm-1. The largest g3 factor is oriented 

perpendicular to the bridged copper bond. The g1 axis is also oriented in-plane, perpendicular 

to the g3 axis, while the g2 axis is oriented perpendicular to the Cu3 plane. There are three major 

excited-state contributions, all with respect to g3, from excited states corresponding to a single-

electron excitation on each of the copper centers. These involve two d orbitals with their lobes 

pointing towards and in between the ligands, respectively. The analysis of these excited states 

is in this case not straightforward, as the single-electron excitations are not clearly located on a 

specific center. Based on CASSCF wave functions, the largest positive contribution comes from 

the 192A state, while the states 112A and 132A states give similar negative and positive 

contributions (Figure S10). However, with PMCAS wave functions, 112A and 122A give a positive 

contribution and 142A a negative contribution. 

Again, the MR-CIS values are completely different from any of the CASPT2 predictions. 

Rather, an EPR spectrum resembling that of the NIC model is predicted in which two g-values 

are significantly below 2 and the third one stays close to the free electron g-value with a positive 

deviation from it. 

The closest experimental system to compare our data with is an adduct of the resting oxidized 

state with azide (denoted NIAz).74 The experimental data indicate a presence of low-lying doublet 

state (~30 cm-1) and  = 1.86 and  = 2.33 values xxx What does the eff superscript 

indicate?. Assuming the similarity of the two systems (the experimental NIAz and the calculated 

effg
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PAC) we can see that MS-CASPT2 overestimates  value by 0.15 resulting in a wrong sign of the 

Dg value, whereas it predicts  with a reasonable accuracy. The MR-CIS method is in qualitative 

accordance with experiment. It does correctly predict a negative g shift for , but somewhat 

surprisingly it significantly underestimates the  value. However, both methods predict higher 

intra-doublet splitting for PAC (with respect to the NIAz), although it is difficult to assess its exact 

value for the PAC intermediate. 

 

4.3. Methodological Aspects. As has been already mentioned, the presented calculations 

probably represent the current state-of-the-art of quantum chemical methodology in the 

calculations of EPR parameters for three-spin coupled systems. The calculations presented 

were preceded by extensive efforts, mostly on the model TrisOH system that have demonstrated 

that the adopted computational protocols are most likely the only strategies currently available 

in modern quantum chemistry program packages yielding qualitatively and perhaps even 

semiquantitatively correct results. These efforts included a careful testing of basis-set 

dependence, size of the active space, CASSCF state-averaging, size of MRCI reference space 

and its truncation (e.g., a posteriori selection of configurations, including the DDCI2 and DDCI3 

methods), and alternative approaches to calculate g tensors (e.g., linear-response theory) have 

also been tested, but they were not successful since the g-tensors are dominated by higher-

order SOC effects in the case of copper trimers. 

Concerning the comparison of CASPT2 and MR-CIS approaches, it can be seen in Tables 2–

5 that in many cases, the performance of the two methods is fairly similar with respect to the 

calculated doublet splittings. However, both approaches produce considerably smaller splittings 

than DDCI2 and DDCI3, which would seem to indicate that some important higher-order effects 
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are missed in both approaches. This is even more evident for the doublet–quartet splittings that 

are considerably larger in all variational methods compared to the CASPT2 calculations. The 

two comparisons with experimental data concern the native intermediate, which has a 12A–22A 

splitting35 of ~150 cm-1, and the TrisOH system, which has a zero-field splitting for the 2E state 

of ~65 cm-1. Both are reproduced reasonably well by CASPT2. MRCIS provides a good value 

for the intra-doublet splitting, but substantially underestimates the zero-field splitting in TrisOH. 

Unfortunately, the more rigorous DDCI2 and DDCI3 methods are computationally too expensive 

to calculate enough states for quasi-degenerate perturbation theory to deliver reasonably 

converged magnetic properties. On the other hand, the MR-CIS method has the advantage that 

it leads to a consistent set of mutually orthogonal and variationally optimized excited states that 

form a straightforward expansion basis for the QDPT procedure.  

For the g tensors, the results from CASPT2 and MR-CIS differ substantially. Experimentally, 

g values of 2.15, 1.85, and 1.65 have been reported for the native intermediate as a spin-

frustrated system with all three copper ions coupled by the O2- bridge to yield the ground state 

doublet. The only calculation that leads to even qualitative agreement appears to be MR-CIS. 

However, the MR-CIS fails to reproduce the T2-Cu EPR signal (gx = 2.04, gy = 2.05, gz = 2.24) 

in the resting oxidized form, whereas the MS-CASPT2 reproduced these value at least 

qualitatively. A less straightforward comparison between experimentally studied azide adduct of 

the native intermediate and the theoretically calculated peroxy adduct (PAC) showed similar 

trends as observed in Oxi, an overestimation of the g values by MS-CASPT2 and their 

underestimation by MR-CIS. 

One problem with all methods tested here is that the results suffer from the inherently poor 

covalency of the parent CASSCF wave function that cannot be repaired by the moderate 

correlation treatment brought in by the singles (MR-CIS) or are not changed at all (CASPT2). 
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This must introduce important errors in the SOC matrix elements that will ultimately affect the 

accuracy of the g-tensor calculations. The results obtained for the most well characterized 

complex of this study, TrisOH, are typical in this respect.  

It is evident that for nearly orbitally degenerate systems, the g values are extremely sensitive 

to even small changes in the splittings of the lowest doublets and quartets. Such small variations 

may arise from subtle variations in geometry and are possibly influenced by environmental and 

basis-set effects or vibronic coupling. Hence, it xxx What is it? is inherently difficult for all 

theoretical methods, and much more extensive comparisons between theory and experiment 

for well-defined model systems are necessary to understand the scope and limitations of the 

current theoretical methods more comprehensively. However, in principle,  theoretical 

calculations can serve as a tool assisting us in distinguishing between several structural 

alternatives or at least suggesting that the studied models are in accordance with the 

experimentally measured EPR spectra. 

 

 

5. Conclusions 

In this work, we present the results of multireference ab initio calculations of zero-field 

splittings and g tensors of model systems representing the intermediates in the MCO reaction 

cycle. It was shown that only those approaches represented by the CASSCF/CASPT2, MR-CIS 

and DDCI2/3 methods can yield (at least) qualitatively correct results. It is, at this point, 

extremely difficult to treat all contributions to the system g tensor (an extreme case is 

represented by the TrisOH model complex) on an equal footing and obtain quantitative 

agreement with experiment, since calculations such as MR-CISD (with 27-in-15 active space) 

or size-consistent variants of it that might represent the next step in the “ladder of accuracy” are, 
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so far, prohibitively expensive. In addition, the size-consistency problems of the MR-CI method 

must be addressed before good result can be expected, even if the calculations would be 

feasible. However, the presented study represents an important step towards rigorous and 

accurate calculations of spectroscopic properties of bioinorganic systems with complicated 

electronic structures, involving spin interactions of several open-shell centers. Moreover, we 

provided a theoretical interpretation of the peculiarities observed in the EPR spectra of MCO 

intermediates in terms of the excited electronic states contributing to the g tensors and 

quantitatively evaluated the antisymmetric exchange mechanism formulated in previous 

work.42-45 
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