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I 

 

Abstract  
 
This doctoral thesis is addresses two topics in integrated circuit design: multiband 

direct conversion cellular receivers for cellular frequencies and beam steering 

transmitters for millimeter wave communication for the cellular backhaul. The trend 

towards cellular terminals supporting ever more different frequency bands has 

resulted in complex radio frontends with a large number of RF inputs. Common 

receivers have, for performance reasons, in the past used differential RF inputs. 

However, as shown in the thesis, with novel design techniques it is possible to 

achieve adequate performance with a single ended frontend architecture, thereby 

reducing the complexity and pin-count. Millimeter wave integrated circuits 

development has previously not been subject to the mass production requirements 

that have been put on chip sets for cellular terminals, i.e. a minimum number of 

circuits, low supply voltage and power consumption, together with programmability 

to handle process spread and performance fine tuning. However, in the near future, 

when 5G networks will be deployed and the number of small pico- and femtocell 

base stations will explode, there will be a strong demand for low cost and high 

performance single-chip millimeter wave beam steering transceivers. The 

millimeter wave circuits presented in this work have been designed in a SiGe bipolar 

technology. Traditionally, SiGe designs use a higher supply voltage compared to 

CMOS. In this work, however, it has been shown that millimeter wave transceivers 

can be designed using a low supply voltage, thereby reducing the power 

consumption and eliminating the need for dedicated voltage regulators. 

Paper I presents a 28 GHz QVCO with an I/Q phase error tuning and detection. In 

paper II a 28 GHz beam steering PLL is presented together with measurement 

results for the design in paper I. Measurement results for the beam steering PLL are 

shown in paper III. Simulation results for a two-stage 81-86 GHz power amplifier 

are provided in paper IV. Paper V shows measurement results for two E-band power 

amplifiers. In paper VI, simulation results are presented for a complete E-band 

transmitter including a three-stage power amplifier. A reconfigurable single-ended 

CMOS LNA for different cellular frequency bands is presented in paper VII. A 

single-ended multiband RF-amplifier and mixer with DC-offset and second order 

distortion suppression in BiCMOS technology is presented in paper VIII. 
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Populärvetenskaplig sammanfattning 

 

Avhandlingen fokuserar på två aktuella områden inom konstruktion av integrerade 

kretsar (chips) för trådlös kommunikation. Det ena är mottagare för cellulär 

radiokommunikation, dvs. mobiltelefoner. Mobiltelefoner använder idag frekvenser 

upp till 2.7 GHz för att kommunicera med basstationerna i operatörernas nät. Tidiga 

mobiltelefoner använde sig av en så kallad superheterodynmottagare.  Denna 

arkitektur är robust men behöver ett externt filter som både tar plats och är kostsamt. 

När mobiltelefoner blev en högvolymprodukt och kostnadseffektivitet blev allt 

viktigare introducerades därför en arkitektur utan filter, homodynmottagaren, som 

är den dominerande lösningen idag. Nackdelen med denna arkitektur är bland annat 

känsligheten för läckage av sändarsignalen till mottagaringången. Eftersom många 

3G och 4G system idag använder sig av så kallad ”frequency division duplexing” 

(FDD), där sändare och mottagare är igång samtidigt, krävs särskilda kretslösningar 

för att säkerställa mottagarens prestanda.  

Det andra området berör konstruktion av sändare för millimetervågsfrekvenser för 

trådlös kommunikation mellan basstationer. I dagens mobilnät med ett fåtal så 

kallade makrobasstationer är det vanligast att dessa är anslutna till det fasta nätet 

med en optisk fiber. En optisk fiber kan ha en mycket hög dataöverföringshastighet 

på tiotals Gb/s, vilket är nödvändigt i dagens 4G nätverk, där användarnas krav på 

samtidig hög dataöverföringstakt ständigt ökar. I framtida 5G nätverk kommer 

emellertid antalet basstationer att växa kraftigt. Systemen kommer inte att bestå av 

enbart ett fåtal makrobasstationer som idag, utan även av ett stort antal små 

basstationer, som täcker en liten yta där det ofta är tätt användare, så kallade pico- 

och femtoceller. Att dra fram optisk fiber till så många basstationer blir opraktiskt 

och då är radiolänkar på millimetervågsfrekvenser ett mycket attraktivt alternativ. 

Kommunikation med hastigheter på flera Gb/s blir möjlig i och med att den 

tillgängliga bandbredden är stor på dessa frekvensband. I detta arbete har 

sändarkretsar konstruerats för E-bandet som består av tre sub-band; 71-76 GHz, 81-

86 GHz samt 92-95 GHz. För att kunna ha hög dataöverföringshastighet och lång 

räckvidd i en millimetervågslänk är det viktigt att kunna sända med hög uteffekt. 

Detta eftersom dämpningen i atmosfären vid dåligt väder är högre på dessa 

frekvenser jämfört med de lägre frekvenser som används för mobil kommunikation. 

I millimetervågslänkar använder sig mottagare och sändare dessutom av riktade 

antenner (paraboler) för att optimera radiolänken. En av fördelarna med 

kommunikation på millimetervågsfrekvenser är att för en given antennstorlek blir 

radiovågens spridning mindre ju högre frekvensen är. Genom att använda sig av 

elektriskt styrbara riktantenner, så kallade ”phased array antennas”, kan information 

skickas som en smal och styrbar stråle. Ett av målen med detta arbete har varit att 

konstruera kretsar som robust och strömsnålt kan användas för att kontrollera 

riktantenner för E-bandet. En annan utmaning har varit att undersöka nya 



 

 

 

 
IV 

arkitekturer för effektförstärkare. På grund av transistorernas låga förstärkning vid 

E-bandsfrekvenser, samt förluster i passiva komponenter såsom transformatorer, är 

det svårt att uppnå hög verkningsgrad och uteffekt från effektförstärkarna. 

Effektförbrukningen för dessa dominerar därför ofta förbrukningen för hela 

sändaren. I och med att frekvensen är hög, vilket resulterar i en kort våglängd, blir 

det möjligt att konstruera mycket kompakta moduler. Våglängden för en 84 GHz 

signal i luft är endast 3.6 mm. En kostnadseffektiv lösning skulle därför kunna vara 

en en-chips sändare och mottagare monterad på ett laminat med integrerade 

antenner. Här skulle de byggblock som tagits fram i avhandlingen passa mycket bra. 

Priset skulle dessutom kunna bli lågt i och med att enkel bipolär 0.18 m SiGe 

teknologi använts. De kretsar som tagits fram under avhandlingsarbetet använder en 

gemensam matningsspänning på endast 1.5 V, vilket har krävt speciella 

kretslösningar då kretsar i SiGe teknologi normalt behöver en spänning på flera volt. 

Genom att reducera matningsspänningen kan denna delas med digitala 

kontrollkretsar i radion. För millimetervågssändaren har fem kretsar konstruerats, 

varav fyra också har verifierats experimentellt. Den första kretsen är en 28 GHz 

oscillator som skapar fyra signaler, idealt inbördes fasförskjutna med 90 grader. 

Kretsen har en inbyggd kontroll för korrigering av eventuella fel i utsignalernas 

faser. I den andra kretsen kan 28 GHz oscillatorn faslåsas till en extern 

referensfrekvens. Denna krets har även en funktion för fasstyrning av utsignalen för 

riktantenner. De tredje och fjärde kretsarna är båda effektförstärkare, där den ena 

använder sig av 1.5 V matningsspänning, medan den andra har en högre 

matningsspänning på 2.7 V. I den femte kretsen har 1.5 V effektförstärkaren 

kopplats samman med 28 GHz oscillatorn och frekvenskonverterare för att blanda 

upp en basbandssignal till 84 GHz. Kretsens prestanda har verifierats i en simulator 

med modulerade insignaler med 4 Gb/s datahastighet. Den använda SiGe teknologin 

är utvecklad av Infineon Technologies som också har sponsrat projektet med 

tillverkning. Min anställning som forskare har finansierats från Vinnova-centret 

System Design on Silicon (SoS) vid Lunds Tekniska Högskola. 
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integrated circuit design. After I received my degree in Engineering Physics at Lund 

University I first moved to Stockholm in 1993 for a position as a process engineer 

at Ericsson Microelectronics. The circuits developed in that process technology 

were designed to handle speech frequencies over long distance fixed telephony 

wires. The breakdown voltage was more than 90 V. In 1996 I moved back to Lund 

and joined Ericsson Mobile Communications for a position as a designer of radio 

frequency circuits for mobile terminals operating at 900 MHz. My academic work 

started quite late in 2011 when Pietro Andreani at the department of Electrical and 

Information Technology at LTH asked me if I was interested in writing a licentiate 

thesis as an industry PhD student. After having finalized the licentiate work I 

decided to continue with a doctoral degree as a regular PhD student in 2012. The 

research topic was however quite different: millimeter wave beam steering 

transmitter circuits for E-band communication. The thesis is divided into two parts. 

The first part consists of a motivation and introduction to the two topics of my 

research, transmitter circuits for millimeter wave frequencies and integrated direct 

conversion receivers for cellular frequencies. The second part contains the published 

research papers. 
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c   Speed of light in vacuum 

ω Angular frequency 

ωT Transit Angular frequency 
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Fmin Minimum noise factor 
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IE Total emitter current 

InE Electron emitter current 

IpE Hole emitter current 

 Emitter efficiency 
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CHAPTER 1 
 

 

1 Introduction 

1.1 Motivation 

 

In this thesis, integrated radio frequency receiver and transmitter circuits have been 

designed and manufactured, spanning over two different silicon processing 

technologies and two different operating frequency bands, The transmitter (TX) 

circuits were designed in a SiGe bipolar [1] technology for a wireless beam steering 

[2] transmitter operating at the E-band at 81-86 GHz [2], [3]. The receiver (RX) 

circuits where designed in BiCMOS and CMOS [4] technologies for a cellular 

system operating frequency of 900 MHz and 2 GHz respectively. In the three 

dimensional space defined by technology, operating frequency and RX/TX 

operation, three different points out of eight possible have been studied. Each point 

in the design space is associated with different technical challenges. To be 

competitive, a cellular transmitter has high requirements on e.g. efficiency, while 

this requirement is more relaxed for an E-band transmitter, due to limitations in 

silicon process technology. For high RX sensitivity, it is more difficult to design a 

receiver at millimeter wave than at cellular frequencies. This is due to both the 

limited device gain as well as the higher device noise figure at millimeter wave 

frequencies. 

For integrated circuits developed for the cellular frequencies around 2 GHz, CMOS 

[4] is nowadays the dominating technology. However, this was not the situation in 

back in the late 90’s when competitive circuits where still developed in BiCMOS 

technology [5], using bipolar devices for the radio part of the design. The integration 

level of early E-band transceivers was quite low. In many aspects, integrated 

transceiver circuits for millimeter-wave communication now undergo the same 

transition as circuits for cellular communication, i.e. there will be a race towards 

higher integration level, lower supply voltages and lower current consumption. This 

is the common development when the manufacturing volumes for products increase, 

which is now the situation for E-band transceivers. The future 5G networks [6] will 

look quite different from the 4G networks of today. In order to support the 

increasing demand for higher data rates, the cell sizes in densely populated areas, 

with many users, will decrease. The best way to connect the smaller cells, so called 

micro, pico and femto cells [2], are through millimeter-wave radio links. With many 

small cells, it will no longer be cost-effective to deploy a fixed wired connection for 
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the base station to the backhaul in each cell. This is why wireless radio links has an 

excellent opportunity. For a given circuit topology, due to differences in device 

operation, a design using bipolar devices needs a higher supply voltage compared 

to if CMOS devices would have been used. However, as seen in this thesis it is 

possible to design high performance bipolar mm-wave circuits using a low supply 

voltage of only 1.5 V. A fundamental difference between CMOS and bipolar 

heterojunction devices is that a faster bipolar transistor is not always accompanied 

by lower breakdown voltages [7], which is always the case with newer and faster 

CMOS technology. For the author of the thesis, having a long background in the 

cellular wireless IC industry, designing BiCMOS and CMOS transceivers, the 

research on mm-wave transmitters using SiGe HBT technology [7]-[12] was an 

interesting opportunity to use bipolar devices again, but now for circuits operating 

at a much higher frequency, i.e. 81-86 GHz, enabling Gb/s communication. 

1.2 Millimeter wave frequency bands 

An overview of the microwave and millimeter frequency band, used for wireless 

communication is given in Fig. 1.1 [13]. Traditional point-to-point radio links use 

microwave frequencies below 40 GHz.  

 
 Fig. 1.1. Wireless communication frequency bands [13] 

 

In this thesis, integrated transmitter circuits have been developed in SiGe 

technology for the E-band, located at 71-76, 81-86, and 92-95 GHz, offering a total 

bandwidth of 13 GHz [2], [3]. The attenuation, measured in dB/km, in air at sea 

level for mm-wave frequencies is illustrated in Fig. 1.2 [14]. For the three sub-bands 

located between 71 and 95 GHz, the attenuation is less than 0.5 dB/km, thereby 

enabling long range communication. The absorption peaks in Fig. 1.2 are due to 

resonances in the O2 and H2O molecules [14], [15], [16]. The band between 57-64 

GHz, with an attenuation up to more than 15 dB/km is used mainly for short range 

wireless communications, e.g. wireless HD [14], [17] and WiGig [14].  
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 Fig. 1.2. Atmospheric attenuation for mm-wave frequency bands [14]  

For wireless long distance radio links, a high absorption is actually advantageous, 

since it allows for densely spaced unlicensed wireless communication. The high 

attenuation prevents interference between different systems. The low attenuation of 

the E-band enables high speed long range wireless communication without 

requiring an excessive output power of the transmitter. The power amplifiers 

presented in papers IV, V and VI have a saturated output power exceeding +15 dBm. 

Used together with beam steering, as shown in papers II and III, this output power 

is enough to establish a radio link with a range exceeding 1 km [18]. 

 

1.3 Millimeter wave applications 

There are many different applications for millimeter waves besides point-to-point 

links. In satellite communication systems mm-wave technology is used for 

establishing radio links with earth as well as for communication between different 

satellites. During World-War II, there were large research efforts targeted towards 

developing military defense radars. Nowadays, radar has become a mass-market 

product with the introduction of automotive radars for cars. There are both short and 

long range automotive radars, using 24 and 77 GHz carrier frequencies, respectively 

[19], [20]. Short range automotive radars are typically used for parking assistance, 

while long range radar is used for collision avoidance. With a higher frequency, 

small objects can be detected due to a higher resolution. Driving safety has been 

improved with new systems such as adaptive cruise control, collision warning and 

automatic breaking [14]. Today, single chip radars, operating in either the 24-24.25 

GHz or the 76-81 GHz band are available. Typical applications, besides automotive, 

for radars in the lower frequency bands, are door openers and home security [14]. 

Another application for mm-wave technology is in radio astronomy [16] for 

detecting mm-wave signals from objects in space. Millimeter waves can also be 

used in remote sensing of the atmosphere of the earth. Temperature measurements 
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of the atmosphere can be performed, utilizing temperature dependent changes in 

resonance frequencies of the oxygen and water molecules around 60 GHz [16]. 

One growing application is in airport security systems for scanning of human beings 

for concealed weapons [21], [22]. Using mm-wave imaging technology, objects that 

are hard to detect using X-rays, e.g. plastic items, can easily be found. Applications 

for the Wireless HD [14], [17] and WiGig [14] standards are typically wireless 

connections from a set-top box, DVD-player or PC to a HDTV screen [14]. One 

interesting even shorter range application is PCB-to-PCB or chip-to-chip wireless 

communication [14]. With higher clock frequencies, the losses and costs associated 

with PCB traces, cables and connectors increase. At some point a mm-wave wireless 

connection becomes attractive.  

For point-to-point radio links [2], which is the topic of this thesis, the traditional 

microwave bands between 6-38 GHz have started to become increasingly 

overcrowded, especially in densely populated urban areas. There is also a strong 

need for higher link data rates but these bands have an allocated channel bandwidth 

that does not exceed 56 MHz [3]. Even if higher modulation schemes like 256 QAM 

[2], [3], [14] are used, the link capacity is still too low. Using the bandwidth 

available in the E-band, located at 71-76 GHz, 81-86 GHz and 92-95 GHz, the data 

link capacity can be increased to several Gb/s even without utilizing higher order 

modulation schemes. This is beneficial since the link will then be more robust [2].  

1.4 The future wireless backhaul 

An overview of a future wireless backhaul supporting different systems for radio 

communication is shown in Fig. 1.3 [23]. Here, base stations for cellular and Wi-Fi 

[24] networks are communicating with the fiber connected main switching office 

using point-to-point wireless radio links. An important advantage comparing wired 

and wireless backhaul is how fast the wireless backhaul can be deployed. 

Installation of an optical fiber for a base station requires long planning before the 

base station can be operational. A wireless connection on the other hand can be 

installed in quite a short time. Electrical beam steering, i.e. automatic alignment of 

the radio link, which is presented in paper II and III, further simplifies the 

installation. Due to high antenna gain the mm-wave signal has the property of a 

“pencil beam”, minimizing interference with other radio links in the same area. 

There will nearly always be spectrum available, even in densely populated areas. 

Another desirable effect of the narrow beam is enhanced security, making it difficult 

to get access to the data for an unauthorized user. 
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 Fig. 1.3. The wireless backhaul [23] 

 

In future 5G networks there will many different cell sizes [2], [25], [25], i.e. the 

networks will evolve to heterogeneous ones. Especially there will be a large 

number of small cells, and therefore the number of base stations will increase 

significantly. There are three main drivers for implementing small cells in a 

network [26]: 

 

 Increasing the capacity where there are many users in a small area. Such a 

place could be a train station or an arena.  

 Improving the coverage in densely populated areas at the cell edges, or 

improving the quality of service inside the cell if obstacles degrade it. 

 Reducing the power consumption of the terminals. Establishing a high 

data-rate wireless link between a terminal and base station requires more 

power the greater the distance is. 

 

Early E-band transceivers used simple modulation schemes, such as on-off keying 

(OOK), and binary phase shift keying (BPSK) [2]. While easy to design, a 

wireless link using these schemes has a low spectral efficiency [27], measured in 

bits/second/Hertz (b/s/Hz). With an increasing number of users, it becomes more 

important, even at the E-band, to use a given bandwidth more effectively. 

Therefore, today’s commercial E-band systems use higher order quadrature 

amplitude modulation (QAM) [28]-[31], such as 16 QAM or 64 QAM. However, 

there is a penalty for adding more symbols to the constellation diagram, as in 

moving from 64 QAM to 256 QAM, since the required signal-to-noise-ratio 

(SNR) for a given bit-error-rate (BER) is increased [28]-[31]. Therefore, the 

maximum range of the link must be decreased with higher modulation order. Since 

the beam is narrow for E-band frequencies, alignment of the antennas is crucial for 
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reliable link operation. Early link installations depended on electrical motors that 

could mechanically rotate the antenna in two directions [32]. An important target 

for this thesis was to design circuits that could be used for electrical beam steering 

[32], [33], which is much cheaper than mechanical rotation. The results are 

presented in paper II and III. In an electrical beam steering transmitter, multiple 

transmitters are connected to an array of antennas, i.e. a phased array antenna [33]. 

The carrier phases are then altered to create constructive interference in the desired 

direction of the beam. 

1.5 Thesis structure 

The first part of the thesis gives an introduction to wireless communication and a 

motivation for research of the thesis, i.e. mm-wave beam steering transmitters for 

E-band frequencies and receivers for cellular frequencies. In chapter 2, the Silicon 

Germanium (SiGe) process technology is described together with challenges in the 

design of mm-wave integrated circuits. The concept of beam steering is discussed 

in chapter 3. In chapter 4, E-band point-to-point link transmitter requirements are 

analyzed. In chapter 5, the different building blocks required to design a transmitter 

are described. Chapter 6 describes the different building blocks in a mm-wave 

transmitter. In chapter 7 an introduction to the licentiate thesis topic is provided, i.e. 

integrated cellular radio front-ends and their requirements. Chapter 8 describes the 

receiver LNA properties. An overview of mixer topologies is given in chapter 9. 

Some future front-end architectures are presented in chapter 10. The conclusions of 

the thesis are given in chapter 11. 

 

The organization of the thesis is as follows: 

 

Chapter 1: The first chapter of the thesis starts with a motivation to why the 

research topic, mm-wave transmitters for E-band frequencies is important. An 

overview of other applications and products, driving mm-wave IC development, is 

given. The atmospheric propagation properties of the different mm-wave frequency 

bands are discussed. Finally, an overview of a future 5G wireless backhaul is 

provided. 

 

Chapter 2: This chapter starts with a description of the advantages of the Silicon 

Germanium (SiGe) Heterojunction Bipolar Transistor (HBT) compared to the 

common Bipolar Junction Transistor (BJT). The difference in band structure, 

enhancing the performance of the HBT device is explained. Properties of passive 

components for mm-wave design are discussed together with an overview of the 

ADS Momentum electromagnetic simulator, used for designing the inductors and 

transformers of this thesis. Finally an overview of the devices available in the SiGe 

process technology used in this thesis, the Infineon b7hf200, is provided.  
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Chapter 3: In this chapter, different architectures for generating an E-band transmit 

signal at 84 GHz are analyzed. The TX frequency synthesis in this thesis is based 

on a 28 GHz quadrature voltage controlled oscillator (QVCO). The baseband signal 

is first mixed with the 28 GHz QVCO output, and then with the QVCO tail harmonic 

at 56 GHz, resulting in an 84 GHz TX carrier. The other architectures discussed use 

techniques such as direct conversion, frequency tripling, injection locking and N-

push VCOs. Advantages and drawbacks of each architecture for mm-wave carrier 

generation are discussed. 

 

Chapter 4: This chapter starts by describing the beam forming concept. An 

overview of different beam forming techniques that can be used for mm-wave 

transmitters is provided. Finally, the technique presented in paper II and III of this 

thesis, i.e. beam steering by injecting DC current into the load of the phase detector 

of a phase locked loop (PLL) is described. 

 

Chapter 5: An introduction to mm-wave transmitter requirements is provided in 

this chapter. The Error Vector Magnitude (EVM) definition is discussed. An 

overview of the simulation setup presented in paper VI, i.e. a complete transmitter 

that up converts a 16 QAM baseband signal is given. The Symbol-Error-rate (SER) 

dependency on the Energy per Symbol to Noise Power Spectral Density, Es/N0, for 

different modulation schemes and I/Q phase imbalances is discussed. Finally, 

results for the circuit, presented in papers I and II, a QVCO with I/Q phase error 

detection and control are presented. 

 

Chapter 6: This chapter describes the main properties of the different building 

blocks of mm-wave transmitters. The chapter starts with a description of the 28 GHz 

PLL that is presented in papers II and III. Next, the properties of a common voltage 

controlled oscillator (VCO) and the low supply voltage quadrature voltage oscillator 

(QVCO) in papers I, II and III are described. The properties of different frequency 

divider topologies, besides the Current-Mode-Logic (CML) divider, that was 

selected for the designs in paper II and III, are discussed. Next, an overview of the 

functionality of the Phase-Frequency-Detector (PFD) and Charge Pump (CP), plus 

the Phase Detector (PD) used in the PLL of papers II and III, is provided. The 

topology of the common passive loop filter and the active loop filter in papers II and 

III is discussed briefly. Next, the architecture of the passive and active mixers is 

described. The last section is about power amplifiers (PAs), which is the topic of 

papers IV and V. The main challenges in designing an E-band PA are described. 

Different ways of linearizing PAs are also mentioned. The architecture of the two 

E-band PAs presented in paper V is described.  

 

Chapter 7: This chapter gives an introduction to the radio front-end of cellular 

receivers, which is the topic of paper VII and VIII included in the licentiate thesis. 

Performance issues related to frequency domain duplexing (FDD) in a multiband 

frontend direct conversion receiver (DCR) are discussed. An overview of the 
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requirements for the DCR is provided. The drawbacks of the DCR operating in 

frequency domain duplexing are analyzed. The impact from second and third order 

distortion and cross-modulation of the LO-leakage due to TX-leakage into the 

receiver LNA are described. This is also addressed in paper VIII. 

 

Chapter 8: This chapter provides an overview of the receiver LNA. The properties 

of the MOS common source (CS) LNA with inductive degeneration, used in paper 

VII, are described. The effect of design parameters determining the input matching 

bandwidth of the MOS LNA are presented. A noise model for the CS LNA with 

inductive degeneration is outlined. 

 

Chapter 9: In this chapter, the performance of different receiver mixers for DCRs 

is described. The mixer architecture can be either active or passive. It can be 

designed as single-ended or double balanced. In paper VIII, an active single ended 

mixer with a mismatch compensation feedback loop is presented. 

 

Chapter 10: Future interesting radio front-end architectures, targeted for duplexer 

elimination in FDD systems, or SAW filter elimination in E-GSM systems are 

presented. 

 

Chapter 11: This chapter gives the conclusions of the thesis. 
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CHAPTER 2 
 

 

2 Process technology and modeling for mm-

wave circuits 

2.1 Introduction 

Millimeter-wave integrated circuits are today fabricated using three main 

technologies, Silicon CMOS [4], Gallium Arsenide (GaAs) [34] and Silicon 

Germanium (SiGe) [7]-[12]. For quite some time, GaAs was the technology of 

choice for mm-wave devices. Compared to Silicon, the material properties of GaAs 

has several advantages, which makes it especially suitable for mm-wave designs. 

The charge carrier mobility, , is much higher in GaAs, resulting in that carriers can 

respond faster to changes in an applied electric field [34]. Secondly, the saturated 

carrier drift velocity is higher in GaAs, resulting in shorter transit times and thereby 

faster devices [34]. When designing the power amplifier of a transmitter, GaAs 

devices have higher power handling capability, since they can sustain a higher 

electric fields before breakdown and also have a higher drift velocity [34]. In mm-

wave designs, the quality of the on-chip inductors [35]-[37] is important for the 

overall circuit performance. Here, GaAs offers yet another advantage by being an 

excellent electrical insulator [34], reducing loss due to magnetically induced 

substrate currents, so called Eddy currents. 

In spite of the above advantages, GaAs will not be the dominating technology for 

low cost and high volume applications. The GaAs material itself is more expensive 

than silicon, and for yield reasons the level of integration is lower. For small volume 

applications, requiring the best possible device performance, however, other 

technologies cannot compete with GaAs. For large scale mm-wave applications, 

such as automotive radars, wireless HD for TV sets and small cell mm-wave radio 

links, low cost technologies such as CMOS and SiGe have taken over and will 

continue to dominate in the future. Compared to GaAs technology, the integration 

level is higher using SiGe BiCMOS, since the digital parts can be implemented on 

the same die. This is important as increased integration level is a key driver for cost 

reduction. In this thesis, one of the key targets was to design an E-band transmitter, 

as shown in papers I-VI, for a supply voltage as low as 1.5 V. Such a transmitter 

can then be integrated with the digital part, sharing one common supply voltage. 

Comparing SiGe BiCMOS and Silicon CMOS technology, CMOS is cheaper due 

to less number of masks and processing steps. For a mm-wave transmitter, however, 
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bipolar devices are advantageous since compared to CMOS devices, with similar 

high frequency performance, they can sustain higher supply voltages without 

breaking. This increases the achievable output power at mm-wave frequencies. The 

metal layers in a standard digital CMOS process are not well-suited for 

implementing low loss inductors and transformers. In an RF CMOS process, 

additional thick metal layers are therefore added in the Back End of Line (BEOL) 

processing. This also applies for a BiCMOS process. 

2.2 SiGe active devices 

In general, silicon bipolar transistors for mm-wave applications require short base 

transit times, low base resistance and small capacitive parasitics. A SiGe 

Heterojunction Bipolar Transistor (HBT) is in its structure very similar to a common 

bipolar silicon transistor. However, the composition of the base is different, having 

germanium content. As seen in Fig. 2.1[38], the band gap, i.e. the energy distance 

between the valence and conduction band, is smaller in the base than in the emitter 

and collector [34], [38]. The energy barrier for injection of electrons from the 

emitter to the base is therefore reduced. This results in an increased electron 

injection current and also an increased emitter efficiency,  [34] , The emitter 

efficiency is defined in (2.1), as the ratio between the electron injection current and 

the total emitter current, IE, equal to the sum of the electron current, InE, and the hole 

current, IpE [34]. 

𝛾 =
𝜕𝐼𝑛𝐸

𝜕𝐼𝐸
 (2.1) 

The common base current gain, , depends on both the emitter efficiency and the 

doping level of the base. It increases with higher emitter efficiency, but is reduced 

when the base doping increases. In the common-emitter configuration, the current 

gain, , is defined in (2.2) from the common base current gain,  [34]. 

𝛽 =
𝛼

1−𝛼
 (2.2) 

The benefit from introducing germanium in the base, is that due to the higher 

electron injection current, InE, the base can be higher doped, while still achieving a 

high current gain. A higher doped base is advantageous, since it reduces the base 

resistance and increases the fmax of the device. Further, the early voltage is increased, 

which is beneficial for the device gain and linearity [34]. 

The amount of germanium in the base is graded in order to create an accelerating 

electric field in the base [38], thereby reducing the base transit time for minority 

carriers and increasing the transit frequency, fT. The current gain is also higher for a 

SiGe device compared to a Si device.  
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 Fig. 2.1. Comparison between band structures in a Si and SiGe bipolar devices [38] 

 

The SiGe device also has lower 1/f noise compared to Si devices [34]. In CMOS 

devices, 1/f noise is created by carrier trapping and de-trapping at interface states in 

the gate oxide [4]. Excess 1/f noise in CMOS devices makes it difficult to design 

on-chip oscillators with a sufficiently low phase noise at low frequency offsets from 

the carrier. It also degrades the performance of active mixers in direct conversion 

transmitters and receivers [4]. Another SiGe HBT device advantage is the high 

linearity efficiency, defined as the device output referred third order intercept point, 

OIP3, divided by the DC power consumption [19]. 

A comprehensive analysis of the small signal model of the bipolar junction transistor 

(BJT) is given in [39]. The most important parasitic capacitances, limiting the high 

frequency gain of the device, are the base-emitter capacitance, Cbe, the base-

collector capacitance, Cbc, and the collector-substrate capacitance, Ccs [39]. 

A simplified equation for the large signal current of a SiGe transistor in the forward-

active region is given in (2.3), defining the relation between the collector current IC, 

the base-emitter voltage, VBE, the saturation current, IS, and the collector-emitter 

voltage, VCE [39]. The early voltage, VA, determines the collector current 

dependency on VCE. 



















T

BE

A

CE
SC

V

V
 exp 

V

V
1II  (2.3) 

The large signal output characteristic of a typical SiGe transistor, including 

breakdown effects is outlined in Fig. 2.2 [20], [39]. The collector current, IC, 

dependency on collector-emitter voltage, VCE, for different values of base-emitter 

voltage, VBE, is shown. As indicated by (2.3), in the forward active region the 

collector current increases with higher values of VBE. 
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Fig. 2.2. Collector current IC versus collector-emitter voltage VCE for different base-

emitter voltages VBE [20], [39] 

 

The intersect point with the VCE-axis (dashed lines) defines the early voltage, VA. At 

high VCE voltages, there will be an avalanche breakdown in the base-collector 

junction. This must be avoided since the induced high current can damage the 

device. In Fig. 2.2 [20], the breakdown voltage is specified as BVCEO, the breakdown 

voltage with an open base. However, in an actual design, the base terminal is not 

open, but connected with a resistor or an inductor to a bias voltage. Depending on 

the resistor value, this yields a higher collector-emitter breakdown voltage. For a 

cascode topology, using a common-base connected output device, the breakdown is 

instead limited by the BVCBO parameter, which is several times higher than BVCEO 

[40]. For a PA, a high breakdown voltage is important, since it limits the maximum 

output power that can be achieved. 

 

2.3 Passive components for mm-wave designs 

2.3.1 On-chip inductors and transformers 

The quality factor (Q) [35]-[37] of on-chip inductors and transformers is a key 

performance parameter in mm-wave IC design. In amplifiers and buffers, inductors 

are used to cancel the imaginary part of both the input and output impedance at the 

operating frequency. Using high Q inductors reduces the losses, resulting in higher 

gain. In oscillators, the Q-value of the tank inductor is of fundamental importance 

to the achievable phase noise. For a transformer used at the output of a power 

amplifier, the losses have a strong impact on the power added efficiency (PAE). The 

losses in an on-chip inductor or transformer are due to several different mechanisms, 

which depend on process and design parameters. One loss mechanism is 

magnetically induced currents in the substrate, so called Eddy currents [35]-[37]. If 

the substrate resistivity is low, the induced currents can degrade the Q-value 

significantly. By increasing the substrate resistivity, the Eddy currents are reduced. 

Another loss mechanism is capacitive coupling between the inductor metal and the 

lossy substrate. This loss is mitigated by designing the inductors in the top layer of 
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the metal stack, and reducing the metal trace area. Capacitively coupled losses can 

also be mitigated by a patterned ground shield [41]. A third loss source is resistive 

losses in the metal of the inductor traces. These losses are augmented by the skin 

and proximity effects [35]-[37]. Due to these effects, the current density, J, of a high 

frequency signal is highest at the surface of a conductor and decreases exponentially 

with the distance x from the surface as given by equation (2.4). For this reason, 

doubling the metal thickness does not reduce the resistive losses by a factor of two. 

Js is the current density at the surface of the conductor and  is the so called the skin 

depth given by (2.5). 

 

𝐽 = 𝐽𝑠𝑒−𝑥/𝛿  (2.4) 

 

𝛿 = √
2𝜌

𝜔𝜇𝑟𝜇0
 (2.5) 

 is equal to the conductor resistivity, ω is the angular frequency of the signal, r is 

the conductor relative magnetic permeability, and 0 is the free space permeability 

[37]. A simplified lumped model of a differential transformer, excluding losses and 

parasitic capacitances [42], with an arbitrary turns ratio, n, is given in 

Fig. 2.3. Center tap biasing is used on both the primary and secondary side. 

 
 Fig. 2.3. Transformer lumped model 

 

Voltages and currents of the primary and secondary side are transformed by the 

turns ratio, n, as given by (2.6) [35]-[37]. 

𝑛 =
𝑣𝑆

𝑣𝑃
=

𝑖𝑃

𝑖𝑆
= 𝑘𝑚√

𝐿𝑆

𝐿𝑃
 (2.6) 

The magnetic coupling between the primary and secondary is given by the k-factor, 

km, defined in (2.7), where M is the mutual inductance between the primary and 

secondary side [35]. 

𝑘𝑚 =
𝑀

√𝐿𝑝𝐿𝑆
 (2.7) 

In an on-chip transformer there will be leakage of the magnetic flux, resulting in a 

mutual inductance, M, that is less than √𝐿𝑃𝐿𝑆, i.e. the k-factor will have a value of 
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less than one. By altering the turns ratio, transformers can be used for impedance 

transformation. This is useful when for instance matching an amplifier with an input 

impedance of 200 Ω to a 50 Ω source. The transformer could then be realized with 

one turn at the primary side and two turns at the secondary. However, at E-band 

frequencies it is difficult to design transformers with turn ratios differing from one. 

This is due to inter winding capacitance [43], resulting in phase imbalance at the 

secondary side. Therefore, all transformers in paper I-VI have been designed with a 

turn ratio of 1:1. The fact that the separation of the two windings block DC-current 

can be conveniently used for biasing of the active parts of the design.  

By grounding one side at either the primary or secondary side, a transformer balun 

is formed. These are usually required at the input and output of a circuit, since 

measurement equipment often has a single-ended input. For minimum loss, the 

primary and secondary side should be in resonance, i.e. a tuning capacitor is required 

at the input and output.  

2.3.2 The ADS Momentum electromagnetic simulator 

All transformers in the designs presented in this thesis have been designed using the 

ADS Momentum electromagnetic (EM) simulator. The simulator provides accurate 

models of the skin effect, substrate coupling, current distribution in thick metals, 

and effects of multiple dielectrics. It uses the Method of Moments (MoM) numerical 

discretization technique to solve Maxwell's electromagnetic equations for the 

transformer structures [44]. Momentum has two simulation modes, Microwave 

(full-wave) mode and RF (quasi-static) mode. The difference between the two 

modes is how the Green functions are calculated. The microwave mode uses 

frequency dependent Green functions to characterize the substrate, which results in 

frequency dependent and complex L and C elements. The RF mode on the other 

hand uses frequency independent Green functions, resulting in real L and C 

elements that are frequency independent. In RF mode, the Green functions only have 

to be calculated for one frequency and the simulation time is therefore decreased. 

The RF mode should typically only be used for structures that are significantly 

smaller than the electromagnetic wavelength and loses accuracy when the frequency 

of operation is increased [44]. In this thesis, for high modeling accuracy, all 

inductors and transformers were simulated using the microwave mode. The 

simulation time and required memory depend strongly on the how the structure is 

meshed and on the number of defined ports. Therefore, it is important to define a 

mesh that is not too coarse, resulting in a reduced accuracy, or too dense, resulting 

in an increased simulation time. If distortion is important in the circuit using the 

transformer, the s-parameters also need to be extracted for harmonics of the 

operating frequency, thereby further increasing the simulation time. Simulation time 

can be decreased, however, by using techniques such as mesh reduction and 

adaptive frequency [44]. The simulation time of the transformers is a factor that 

restricts how fast a mm-wave design can be completed. The design process is 

typically iterative, the diameter and trace width are altered after which the 
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transformer is re-simulated, which is repeated several times to optimize the design. 

The output from the Momentum simulator is an s-parameter file, i.e. a frequency 

domain model. In this thesis, the file is then imported into the Cadence Spectre 

simulation environment using the spectre Nport component. A model in the 

frequency domain works well for an AC-analysis and for the harmonic balance 

simulator in Spectre. In time domain simulations, such as transient analysis and 

Periodic Steady State (PSS) analysis using the shooting method, however, a 

frequency domain model can result in convergence difficulties. In paper VI, EVM 

simulations based on transient simulations for a complete E-band transmitter 

including a PA is presented. Due to convergence difficulties, lumped equivalent 

model of each transformer was extracted, thereby also significantly decreasing the 

simulation time. The lumped equivalent model consists of a network of resistors, 

inductors and capacitors, which has a frequency response similar to the s-parameter 

model. 

2.3.3 Capacitors, varactors and resistors 

A millimeter wave design kit contains accurate high frequency models for the 

capacitors, varactors and resistors. No specific parasitic extraction using an 

electromagnetic simulation tool is then required. When designing a VCO, the Q-

value of the resonance tank inductor and varactor are both critical to obtain a low 

phase noise. Both varactors and capacitors have an internal series resistance, Rs, that 

degrades the Q-value according to (2.8) [45]. 

 

𝑄 =
1

𝜔0𝐶𝑅𝑠
 (2.8) 

As can be seen, the Q-value of a capacitor or a varactor decreases with operating 

frequency. One way to increase it is to split the structures into multiple segments. 

An integrated resistor has a parasitic capacitance to the substrate, which will often 

dominate the impedance at high frequencies. The capacitance can be reduced by 

using smaller width resistors. With reduced area, the device matching is 

compromised though. 

 

2.4 The b7hf200 BiCMOS process 

2.4.1 Active devices 

The b7hf200 SiGe:C process technology from Infineon Technologies [19], [46], is 

using a double-polysilicon self-aligned transistor [47]. A cross-section of an NPN 

SiGe device is shown in Fig. 2.4. Epitaxial processing technology is used to grow 

the base. The epitaxial base is contacted using a silicided p+ doped polysilicon 

region. The mono-crystalline emitter is contacted through n+ doped polysilicon, 

thereby giving a low emitter resistance. The collector is contacted through a highly 

doped buried layer [19]. During processing, spacers, next to the n+ poly in Fig. 2.4 
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[19], are used to reduce the emitter size, thereby reducing parasitic capacitances and 

increasing the transit frequency. For a drawn width of 0.35 m, the effective width 

equals 0.18 m [46]. The transistors have a mono-crystalline emitter contact [19] to 

achieve a small emitter resistance and a production stable interface between emitter 

contact and active silicon,  

 

 
 Fig. 2.4. Cross section of b7hf200 NPN-device [19] 

 

Besides germanium (Ge), the highly doped base also contains carbon (C). The 

carbon is used to prevent outdiffusion of boron from the base [19], [48]. The used 

carbon content is in the range of 0.2% and does not considerably change the band 

structure of the HBT device. One difficulty in SiGe processing is to keep the boron 

doping profile in the base of the SiGe device unchanged during succeeding thermal 

processing steps. High temperatures will cause a risk that the boron of the base to 

diffuses into close silicon regions. Undesired boron can cause barriers in the 

conduction band and reduce the device performance [48]. 

There are three types of NPN devices available, having different breakdown 

voltages and transit frequencies fT [46]. The fastest device is the ultra-high speed 

device (UHS-type) with an fT of 200 GHz and an open-base collector emitter 

breakdown voltage, BVCEO, of 1.5 V. In this thesis, this device has been used for all 

parts having a supply voltage of 1.5 V. The high speed device (HS-type) has an fT 

of 170 GHz and a BVCEO equal to 1.7 V. There is also a high voltage device (HV-

type) with an fT of 35 GHz and a BVCEO of 4.0 V which is used in the active loop 

filter of the PLL presented in papers II and III. The PNP device has an fT of only 3.5 

GHz [46] and can only be used for biasing in a design targeted for E-band 

applications. The main device parameters for the different device types are 

summarized in Table 2.1 [46]. 
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                         HBT devices types 
UHS NPN BVCEO 

BVCES 

  @ IE =2.5 mA, VCB =0V 

fT @ jC =6.5 mA/m2 

fmax  

1.5 V 

5.8 V 

170 

200 GHz 

250 GHz 

HS NPN BVCEO 

BVCES 

 @ IE =2.5 mA, VCB =0V 

fT @ jC =6.5 mA/m2 

fmax 

1.7 V 

6.5 V 

170 

170 GHz 

250 GHz 

HV NPN BVCEO 

BVCES 

 @ IE =300 A, VCB =0V 

fT @ jC =0.5 mA/m2 

fmax 

4.0 V 

 14.5 V 

320 

35 GHz 

120 GHz 

V PNP BVCEO 

BVCES 

 @ IE =1 mA, VCE =-1.5V 

fT
 

fmax 

-10 V 

-16 V 

45 

3.5 GHz 

- 

 

 Table 2.1. Nominal active parameters for UHS, HS and HV NPNs plus the V PNP [46]  

 

A Gummel-Poon core model [49] is used for the HBT devices in the b7hf200 

process. Additional parasitic resistors and capacitances have been added to the 

model to improve the modeling of the high frequency behavior [19]. An external 

base-emitter capacitance is required to model the capacitance due to overlap 

between the base and emitter contacts. External base and collector resistances are 

needed to model the base and collector polysilicon and buried layer resistances [19]. 

An external base-collector capacitance is required to model the capacitance between 

the base contact and the connection to the internal collector 

In the b7hf200 process there are many different contact configurations available for 

the NPN devices. Besides the basic configuration with only one contact for each 

terminal, i.e. the BEC configuration, there are several configurations with multiple 

contacts that can be used for design performance optimization [19], [46]. In e.g. a 

low noise amplifier (LNA) used in e.g. a receiver, a low base resistance, Rb, is 

important to achieve a low noise figure. Typically, in such applications, a double 

base contact configuration, BEBC, can then be used. With two base contacts, there 

is a larger overlap between the base and collector contacts, however, resulting in an 

increased base-collector capacitance, Cbc [19]. At high operating frequencies this 

configuration is therefore less suitable. In Fig. 2.5, a layout view of a device with 

the CEBEC configuration is shown. 
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Fig. 2.5. Device layout for UHS NPN device with CEBEC configuration and drawn size 

of 0.35 x 5.5 m 

 

A parallel connection of several devices with this configuration has been used in the 

power amplifiers presented in papers V and VI. In a mm-wave PA, it is important 

to have a low parasitic inductance from emitter to ground, since the device will 

otherwise be inductively degenerated and have a lower gain. The effective 

inductance to ground is reduced by having many emitters contacted in parallel. At 

the collector terminal, it is desired to have a low collector series resistance, Rc. Any 

excess resistance will cause a collector voltage drop, that for a large current swing 

at the collector terminal can forward bias the base-collector pn-junction. Forward 

biasing will result in gain compression and increased distortion and noise. As the 

number of device contacts increases, however, the area of the devices becomes 

larger, thereby increasing the collector-substrate capacitance, Ccs. At mm-wave 

frequencies, device contact configuration is therefore an important design 

parameter. 

2.4.2 Passive devices and metal stack 

The main nominal design parameters for the passive devices are listed in Table 2.2 

[46]. Since the b7hf200 process is used for manufacturing of ICs for 77 GHz radar, 

the varactor of the process is optimized for high Q-values at mm-wave frequencies. 

In this thesis, the low-ohmic TaN resistor [46] is typically used for resistive 

degeneration. The MIM capacitor has a Q-value of 50 at 2 GHz [46] but at the 

transmit frequency of 84 GHz it is however degraded. Therefore custom-designed 

Metal-Oxide-Metal (MOM) capacitors have been used to improve the decoupling.  
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Passive devices 
Poly resistor, p+doping RS 150Ω/□ 10% 

 

Poly resistor, p-doping RS 1000Ω/□ 10% 

TaN resistor RS 20Ω/□ 10% 

Varactor, A = 10 x 10 x 30 m2 

 

 

BVCA 

Spec. capacitance, CVAR 

Cap. ratio (0 V/ -5.0 V) 

Q-value @ 77 GHz  

7.7 V 

2.3 fF/m2 @ VPN=0 V 

2.2, 

8 

Junction capacitor, A = 10 x 30 m2 

 

CJ (VJ = 0 V) 

CJ (VJ = -1 V) 

CJ (VJ = -5 V) 

605 

418 

227 

Metal-Insulator-Metal (MIM) 

capacitor 

 

Spec. capacitance, CMIM 

Q-value @ 2 GHz 
1.4 fF/m210% 

50 

 Table 2.2. Nominal passive device performance in the b7hf200 process [46] 

 

A cross-section of the four layer metal stack [19], [46] is outlined in Fig. 2.6. M1 to 

M4 are made from copper and Pad from aluminum. In this thesis, the two thick 

copper top metal layers (M3 and M4) are used for all transformers. M4 alone, is 

used for all inductors. 

 
 Fig. 2.6. Metal stack cross-section in the b7hf200 process [19], [46] 

 

In the thesis, the custom designed MOM capacitors use the oxide between metal 2 

and 3 as a dielectric. The top and bottom plates are formed by joining the M4 and 

M3 layers as well as the M2 and M1 layers, thereby reducing the series resistance 

in the plates and increasing the Q-value. The electrical properties of the metal layers 

are specified in Table 2.3 [46]. Designing a transformer in M3 and M4, considering 
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the differences in perimeter shown in Fig. 2.7, the losses in the M3 layer will clearly 

dominate. 
 

Metal 

layer 

Conductivity 

(S/m) 

Rsheet 

(mΩ/□) 

M4 5.610-7 6.5 

M3 5.610-7 18 

M2 5.610-7 26 

M1 5.610-7 30 

 

Table 2.3. Metal layer conductivities and sheet resistances in the b7hf200 process 

[46] 

 

In paper V, two different 2-stage power amplifier topologies are presented. To 

increase the gain, the first design uses capacitive cross-coupling [50]-[52], while the 

second design instead uses a common cascode topology [53], [54]. The circuits 

contain several transformers, as an example, a Momentum view of the output balun 

of the cross-coupled PA is given in Fig. 2.7. The transformer has an inner diameter 

of 24 m and a trace width of 5.5 m. To reduce the effect of capacitive coupling 

to the substrate, the secondary side, at which the signal voltage is the highest, is 

implemented in the top metal layer (yellow). To maximize the magnetic coupling 

between primary and secondary, the primary side is implemented in the M3 layer 

(green). The supply voltage is connected to a center tap on the primary side.  

 
 Fig. 2.7. Cross-coupled power amplifier output balun  

 

An important aspect in designing transformers for E-band frequencies is the 

interconnect wiring from the transformer to the active device. If the active device is 

wide, as in a PA biased with a large collector current, the interconnect wiring will 

be long compared to the diameter of the transformer. In Fig 2.7, the connection to 

the collector of the active device is implemented in the M2 layer (red). In the 

Momentum simulation, the interconnect is modeled to the middle of the device, 

which gives a correct average distance from the collector terminals to the actual 

transformer structure. The minimum transformer trace width is constrained by the 

maximum allowed DC current density to avoid electromigration. This is especially 
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important for the output transformer in PA designs, since the active devices of the 

output stage have a large DC current. 

2.4.3 Device matching 

Millimeter-wave circuits often use differential topologies, since due to trace and 

ground plane inductances, it is difficult to obtain well defined signal grounds. This 

can result in large discrepancies between simulated and measured performance. 

With differential circuits this problem is eliminated. In this thesis, all designed 

blocks therefore use a differential topology. Device matching is however important 

for the performance of a differential circuit. Assuming a normal distribution of the 

process spread, the worst possible values of the realized device parameter, Pr, in 

(2.9) can be taken as the nominal value, Pn, plus minus the 3 spread, where  

equals the standard deviation for the normal distribution. [46]. 

 

𝑃𝑟 = 𝑃𝑛 ± 3𝜎 (2.9) 

 

For the collector current relative spread (2.10) applies [46], where ωE,eff and lE,eff are 

the effective width and length of the emitter, i.e. the size of the spacer has been 

subtracted from the drawn emitter size [46]. The matching constant is given by the 

cI parameter. 

 

3𝜎(
∆𝐼𝑐

𝐼𝑐
) =

𝑐𝐼

√𝜔𝐸,𝑒𝑓𝑓∙𝑙𝐸,𝑒𝑓𝑓
   (2.10) 

An similar relation in (2.11) applies for the forward gain, , but with a matching 

constant c [46]. 

 

3𝜎(
∆𝛽

𝛽
) =

𝑐𝛽

√𝜔𝐸,𝑒𝑓𝑓∙𝑙𝐸,𝑒𝑓𝑓
   (2.11) 

 

For a resistor with width and length ωR and lR, (2.12) applies with a matching 

constant cR [46]. 

 

3𝜎(
∆𝑅

𝑅
) =

𝑐𝑅

√𝜔𝑅∙𝑙𝑅
   (2.12) 

 

The matching of the TaN resistor, having cR equal to 5 %/m [46] is superior to the 

p+ and p- resistors having cR equal to 20 %/m and 25 %/m respectively. When 

optimizing a design for low spread, the three above relations are important to have 

in mind. As matching improve with device size, the I/Q phase error detector 

presented in papers I and II uses device up-scaling to reach a performance where 

the internal spread in the detector is far less than in the QVCO. Since the active 

mixer that constitutes the detector has a DC output, both the size of the load resistors 

and the NPN devices can be scaled up significantly without performance loss. The 
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active devices were sized a factor of 7 and 5 times the size for maximum fT for the 

mixer transconductance and switching pair, respectively. 
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CHAPTER 3 
 

 

3 mm-wave TX carrier generation 

3.1 Introduction 

There are several architectures to choose from for generating a mm-wave, or 

especially an E-band, TX signal. Direct conversion architectures [55], [56] are 

commonly used. Another solution is to use a sliding-IF topology [57], [58]. The 

differences between the architectures mainly relate to the frequency upconversion 

and the LO generation. The preferred architecture depends, besides on the mm-wave 

operating frequency, on the key performance of the devices in the semiconductor 

process, as well as on the radio system requirements. Important active device 

performance is high frequency gain, noise and nonlinearities. For the passive 

devices, the Q-value of inductors, capacitors, and varactors constricts the choice of 

architecture. For both active and passive devices, the matching is critical for the 

performance of differential and quadrature mm-wave building blocks. Radio system 

parameters to consider are typically EVM, spurious emissions and output power. 

Power consumption, die area and integration level, i.e. factors determining the price 

level of the mm-wave electronics must also be taken into account. In the following 

sections, regarding different transmitter architectures, a TX carrier at 84 GHz in the 

81-86 GHz sub band is assumed. It is a transmitter for linear modulation. Quadrature 

amplitude modulation is used for the baseband signal for high spectral efficiency.  

3.2 Direct conversion TX architectures 

In the TX architecture shown in Fig. 3.1, the PLL is locked at the fundamental 

carrier frequency. Due to its simplicity with a single frequency conversion step, 

this is an attractive way for generation of the 84 GHz carrier. It is common in 

mobile terminals for cellular communication at lower carrier frequencies at around 

2 GHz. 
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 Fig. 3.1. Direct conversion E-band TX architecture 

 

However, for carrier generation at mm-wave frequencies the method has important 

drawbacks. It is difficult to design a QVCO at 84 GHz with sufficiently low phase 

noise, since the Q-value of the varactors is typically inversely proportional to 

frequency and will be very low at 84 GHz. Another equally important drawback is 

the phase and amplitude mismatch of the four QVCO signals, which tends to 

increase with frequency. For higher order QAM there are stringent requirements on 

I/Q phase error, which even when operating the QVCO at a fraction of 84 GHz are 

difficult to fulfill without adaptive tuning. One tuning topology is proposed in 

papers I and II, where the phases of a 28 GHz QVCO can be adjusted by using four 

programmable varactors. This tuning could also be applied to the 84 GHz QVCO, 

shown in Fig. 3.1. 

 

The 84 GHz LO signal can be generated using an architecture based on a 28 GHz 

QVCO. In [59], a 90 GHz carrier is generated from a 30 GHz VCO using either 

injection locked frequency triplers (ILFT) or harmonic-based triplers (HBFT). In 

Fig. 3.2, the LO-signals for the 84 GHz up conversion mixers are created using 

tripler circuits. An advantage of this architecture is that the PLL is locked at a 

frequency lower than fTX, at fTX /3, i.e. 28 GHz, thereby achieving higher Q in the 

varactor and requiring less speed in the PLL feedback path divider. However, at 

mm-wave frequencies, tripler circuits consume a lot of power. They also produce 

some spurs at integer multiples of fTX /3. 
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 Fig. 3.2. E-band TX architecture using LO tripler circuits [59] 

 

The 84 GHz TX carrier can also be generated using injection locked frequency 

multiplier and quadrature generation techniques [60] as outlined in Fig. 3.3, where 

an 84 GHz quadrature injection locked oscillator (QILO) is injection locked by a 28 

GHz VCO. The QILO is then used as a frequency tripler. In [60] a low phase noise 

60 GHz quadrature LO generation including a PLL using this technique is presented. 

The design, manufactured in 65 nm CMOS, achieves a measured phase noise of -95 

dBc/Hz @ 1 MHz offset while consuming 80 mW using a 1.2 V supply. 
 

 
Fig. 3.3. E-band TX architecture using injection locked LO tripler and quadrature 

generation circuit 

 

In [61], [62] a 60 GHz PLL based on an N-push 20 GHz VCO is presented. This 

scheme can be adapted to an E-band transmitter, see Fig. 3.4. A 3-push VCO 

consists of three coupled VCOs with a phase difference of 120˚ between them. By 

combining the VCO outputs, the fundamental tone and the second harmonic can be 

cancelled, leaving only the third harmonic. Since the 3-push VCO operates at one 

third of the desired frequency the gain of VCO active devices is higher, as well as 

the Q-value of varactors [61], [62]. The phase noise performance and the tuning 
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range of the N-push VCO is therefore improved, compared to a VCO that oscillates 

directly at the desired frequency.  

 
 Fig. 3.4. E-band TX architecture using based on a 28 GHz 3-push VCO 

 

An important drawback is that since the desired frequency is a harmonic of the 

oscillation frequency, the N-push VCO has a low output power. The output power 

can be further reduced due to losses of the signal combiner. An E-band TX 

architecture based on a 3-push 28 GHz VCO is outlined in Fig. 3.4. In phase and 

quadrature phase LO signals are generated either with a polyphase filter (PPF) or 

hybrid coupler (HC). However, at 84 GHz, the I/Q mismatch of both PPF and HC 

will be significant. Their losses will also further reduce the LO signal power. 
 

3.3 Sliding-IF TX architectures 

In a sliding-IF architecture the TX carrier is generated using two upconversion 

stages, as in a common IF transmitter architecture using a fixed IF frequency. A 

large advantage is that, compared to a fixed IF architecture, only one PLL is required 

in the sliding-IF topology. A drawback of the sliding-IF topology is that it is less 

suitable for covering large frequency ranges, requiring sharp IF filter to remove 

noise outside the channel. A second advantage is that operating the I/Q mixer at a 

lower frequency results in improved I/Q balance. A too low IF frequency will, 

however, result in issues attenuation of the image frequency. In papers I, II, III and 

VI of this thesis a PLL with a QVCO, see Fig. 3.5, is locked at 𝑓𝑇𝑋/3, i.e. 28 GHz. 

The baseband signals are first up converted by 28 GHz I/Q mixers. The 56 GHz 

second order tail harmonic, present at the emitters of the QVCO core devices, is 

used as the LO signal for a second mixer, providing up conversion to an 84 GHz 

carrier frequency. A similar architecture was used in a 60 GHz receiver presented 

in [57]. 
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 Fig. 3.5. E-band TX architecture using QVCO second order tail harmonic 

 

One advantage is that no additional frequency doubling circuits are required to 

create the 56 GHz LO signal, it is inherently available from the QVCO. Operating 

the QVCO at 28 GHz improves the phase noise performance, tuning range, and I/Q 

imbalance. A drawback is the more complicated transmitter layout, since compared 

to the other described architectures, a third mixer is required. As can be seen in Fig. 

3.7, the distance from the QVCO to this mixer is quite long, requiring LO signal 

buffering. A more detailed view of the TX architecture presented in paper VI, 

including LO buffers, but without the PLL, is outlined in Fig. 3.6. Excluding the 

active low pass filter, the design uses a single supply voltage of only 1.5 V. 

 

 Fig. 3.6. Complete E-band TX architecture including mixer driver buffers 
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The chip layout of the architecture given in Fig. 3.6 is shown in Fig. 3.7. The QVCO 

is located to the left in the figure, followed by the 28 GHz and 56 GHz mixers. The 

output of the 56 GHz mixer is connected to a transformer coupled to a three-stage 

differential PA. Each stage in the PA uses capacitive cross-coupling [50]-[52] to 

increase the gain. Due to the limited output power of the 56 GHz mixer it was 

necessary to introduce a pre-amplifier before the original two-stage PA, presented 

in papers IV and V. The three-stage PA provides a simulated gain of 21 dB gain at 

84 GHz, thereby relaxing the output power requirement from the TX-mixer. The 

size of the design excluding bond pads equals 890 µm x 450 µm. The design 

consumed 131 mA from a 1.5 V supply. The simulated saturated output in the 81-

86 GHz frequency band is between 15 and 16 dBm with an output 1 dB compression 

point, OCP1dB, between 10 and 11 dBm. From transient simulations with a 16 QAM 

baseband signal with 1 GHz RF bandwidth, the transmitter achieves 7.2 % EVM at 

7.5 dBm average output power. 

 

 

 Fig. 3.7. Complete E-band TX transmitter layout 

 

In [58], a sliding-IF transmitter implemented in a 0.13 µm BiCMOS process, 

covering the 71-76 GHz, as well as the upper 81-86 GHz band, is presented. The 

architecture is outlined in Fig. 3.8. For the 81-86 GHz band the PLL is operating 

between 18 and 19.1 GHz. A frequency divide-by-two circuit generates I- and Q LO 

signals at 9.0-9.6 GHz for the mixer that up-converts the baseband signal to fIF. The 
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mixer output is then amplified and filtered in the IFVGA-block.  

 Fig. 3.8. E-band sliding-IF architecture [58] 

A frequency quadrupler circuit connected to the PLL output is used to create the 

LO-signal for the final upconversion mixer. The mixer output signal at fRF is then 

amplified by the Driver and PA blocks for a saturated output power of 15.2 dBm. 

The quadrupler design is critical for the performance of the architecture. The most 

important drawbacks of frequency multipliers are low conversion gain and 

undesired frequency harmonics that require filtering. In [58], a balanced architecture 

was used to increase the odd harmonic suppression. With a 2.7 V supply, the 

quadrupler consumed 12 mA giving a conversion gain for the upper E-band of -8.5 

dB. The driver amplifier, consuming 42 mA, also provided a necessary L-C notch 

filter for the image frequency between 63 and 66.8 GHz. In comparison, the 

architecture in Fig. 3.5 has an image frequency between 27 and 28.7 GHz and is 

therefore easier to suppress. The advantage of the design topology is that it is based 

on a low frequency PLL and can cover a large TX bandwidth, while the main 

drawbacks are related to the superheterodyne architecture requiring filtering of the 

image frequency. 
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CHAPTER 4 
 

 

4 Beam forming for mm-wave transmitters 

4.1 Introduction 

Beam forming [63]-[65] is a technique to achieve spatial filtering of radio signals. 

Signals could then be received or transmitted in some desired directions, and 

suppressed in others. This can be realized using an array of isotropic antennas, with 

signals steerable in phase and amplitude. High antenna gain can be achieved for a 

certain direction. This can be used for both transmission and reception of radio 

signals. High gain can also be implemented using a single directional antenna. One 

example is a satellite receiver dish antenna [63]. Since the signal from space is weak, 

high antenna gain is required to receive and decode the signal with an adequate 

signal to noise ratio (SNR). With an increasing dish diameter the gain increases, but 

the central lobe becomes more narrow. Direction control of a dish antenna is 

implemented mechanically, using electrical engines. For the antenna array the 

direction of the beam can instead be controlled electrically, which is very fast and 

does not involve any moving parts. Interfering signals for a receiver can also be 

suppressed by tuning a receiver antenna array to have a very low gain for some 

directions. In the same way, the radiation pattern of a transmit array antenna can be 

tuned not to transmit in certain directions. Beam forming is not only used in 

communication systems, but also in radar and sonar technology. During deployment 

of a wireless backhaul operating at mm-wave frequencies, alignment of the mm-

wave beams is essential to achieve a high performance of the network, i.e. to 

establish mm-wave links that have a low bit-error-rate (BER). Applied to mm-wave 

links, electrical beam steering offers advantages compared to mechanical beam 

steering. In Fig. 4.1a a link using 2-axis mechanical beam steering is illustrated. In 

Fig. 4.1b an equivalent link, but with electrical beam steering in two directions is 

shown [66]. 
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Fig. 4.1. Small cell base station using either mechanical (a) or electrical (b) beam 

steering [66] 
 

Comparing the installations, the solution using electrical beam steering has a clear 

cost advantage, since mechanical rotating devices consists of many different 

expensive parts. In future systems for high speed cellular communication, e.g. 5G, 

there will be many small base stations serving pico and femto cells [6]. All these 

will require high speed backhaul. With large base station volumes, the unit prize 

becomes more important for the manufacturers in order to be competitive.  

 

4.2 Linear timed and Phased Array Antennas 

The beamforming transmitter aligns the signals to the antenna elements in time, 

which gives coherent combination in one direction and suppression in other 

directions. The beam steering concept is illustrated in Fig. 4.2, showing an antenna 

with 8 linearly spaced antennas with a distance d, and a plane wave that leaves the 

antenna at an angle  [64]. 
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 Fig. 4.2. Linear timed array with 8 antenna elements [64] 

 

In order for the 8 signals to add constructively in direction , each signal n must be 

time shifted by tn, given by (4.1), where c is equal to the speed of light and d equals 

the antenna element spacing [64]. 

 

 
c

dsinα1n
Δtn


  (4.1) 

However, due to lack of good wideband controllable delay elements in both the 

analog and digital domain, a linear phased array is often instead used. Many 

applications use a small fractional bandwidth, i.e. the modulation bandwidth is small 

compared to the carrier frequency, and then the time delay can be approximated 

with a frequency independent phase shift. In transceivers, such phase shifts can be 

implemented efficiently. In papers II and III, the phase shift is introduced in the LO 

path by injecting a DC current into the PLL phase detector load. 

In Fig. 4.3, the radiation pattern from a phase array antenna consisting of 8 elements, 

radiating in one direction, placed /2 apart with a progressive phase shift of 0.7 is 

illustrated. This results in a 45 degrees shift of the central beam to the left [63]. 

Compared to an isotropic antenna, the radiation pattern has a high level of 

directivity. A more narrow beam can be generated if the number of elements in the 

antenna array is increased. By adding amplitude weights to each of the 8 antenna 

elements, the sidelobe levels and null directions can be optimized. With beam 

steering, only the phase is controlled. Controlling both amplitude and phase, as in 

beam forming, enables enhanced control of the side lobe levels and nulls in the 

radiation pattern. The circuits of this thesis, presented in papers II and III, have been 

designed for phase control only of the transmit signal. To add amplitude control, 

however, would be possible by adding a variable gain amplifier in the signal paths 

of the transmitter. 
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 Fig. 4.3. Radiation pattern from array with 8 antenna elements [63] 

 

Due to high path loss, a directional antenna is necessary for a transceiver operating 

at mm-wave frequencies. An electronically steered phased array antenna, consisting 

of a number of small non-directional antenna elements, can be used to mimic a 

conventional large directional antenna [63]. Using a phased array antenna, the 

amount of interference at receivers that are not targeted is strongly attenuated. In a 

wireless cellular backhaul, beamforming is used to optimize the direction of the 

beam from the cell tower to the backhaul controller. By also controlling the direction 

of the nulls in the radiation pattern, interference to other radio systems can be 

reduced. 

 

If the direction of the radiation lobe should be controllable in two directions, a two-

dimensional array of isotropic antennas is utilized. The array factor, F, is a function 

of the geometry of the array and describes the antenna pattern for an array of 

identical isotropic antenna elements [67].  

The far field for an antenna array, Etot, is defined in (4.2) as the product of the field 

from a single antenna element, Eelem, and the array factor, F [67].  
     

𝑬𝑡𝑜𝑡 = 𝑭 ∙ 𝑬𝑒𝑙𝑒𝑚𝑒𝑛𝑡 (4.2) 

 

This allows the gain to be evaluated in different directions also for arrays of non-

isotropic antenna elements.  

 

4.3 Beam steering transmitter architectures 

4.3.1 Introduction 

A beam steering transmitter can be implemented in several ways. Depending on the 

transmitter operating frequency, number of antenna elements, output power, type of 
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modulation, and signal bandwidth, some architectures are more suitable than others. 

At mm-wave frequencies, on-chip routing of TX and LO signals require power 

consuming buffers and can introduce mismatch that needs to be mitigated by 

calibration. To avoid global routing of such high frequency signals the beam 

steering concept presented in papers II and III is therefore based on LO phase control 

by DC current injection at the phase detector of the PLL. As will be seen in the 

comparison to other beam steering techniques in this chapter that method is highly 

competitive. 

4.3.2 Digital beam forming 

Digital beam forming is the most flexible solution for beam forming. The 

architecture is outlined in Fig. 4.4, showing a simplified system with two channels. 

Like analog baseband beam forming, multiple beams can be supported [63]-[65], 

and in the digital beam forming case the number of beams is programmable. 

However, separate DACs are required for each transmit path. Especially for high 

speed mm-wave links that use modulation bandwidths in the range of 1 GHz, the 

current consumption of the DACs will be high. A Digital Signal Processor (DSP) 

performs beamforming in the digital domain [63]-[65]. Inside the DSP, complex 

multiplication with weight factors is used to generate a digital baseband signal with 

directional properties [63], i.e. both the amplitude and phase of each transmitter 

signal can be controlled. If the different transmitters share a common PLL, the high 

frequency LO signals need to be routed to each transmit mixer. Long routing can 

result in both amplitude and phase mismatch of the LO signals. The DSP can, 

however, also be used to calibrate the beamformer regarding effects of circuit 

mismatch as well as mismatch in the antenna elements. Despite the advantages of 

digital beamforming, having superior flexibility and programmability, for low cost 

applications, due to its reduced complexity, analog beamforming is the preferred 

choice  

 
 Fig. 4.4. Digital baseband beamforming architecture 
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4.3.3 RF beam steering 

With RF beam steering [56], [68], the phase shifting is implemented at the inputs to 

the PAs [56], as outlined in Fig. 4.5. An advantage of this technique is that only the 

phase shifting block needs to be duplicated for each TX path in the beam steering 

transmitter. The rest of the transmitter can be single-channeled. However, 

implementing a high performance phase shifter as in [56] is a difficult task. The 

phase shifters can be implemented with either passive switched or continuously 

tunable blocks. They can also be designed as active phase shifters as presented in 

[56]. 

 
 Fig. 4.5. RF beam steering  

 

With RF beamforming, implemented in a transmitter, the phase shifting takes place 

where the frequency and signal level is high [68]. This will make phase shifter 

linearity challenging. If the control switches for the phase control are not linear 

enough, intermodulation in the switches can deteriorate the adjacent channel power 

ratio, ACPR, of the transmitter. A second problem is that at mm-wave frequencies 

the on/off impedance ratio of the RF switches is low due to capacitive parasitics 

[45]. A third disadvantage is that there will be long routing of high frequency TX 

signals to each phase shifter and PA. Long on-chip routing of high frequency signals 

should be avoided, since the large parasitics associated with the wires will require 

power consuming buffers, especially since high linearity is required in the TX signal 

path. Since losses are high in the mm-wave phase shifters, due to both passive 

devices and switches, the TX buffers will require significant power consumption. 

The losses will reduce the combined gain of the phase shifter and the power 

amplifier. For lower frequencies, e.g. below 5 GHz, implementing RF beamforming 

is less attractive. As the wavelength is in the range of centimeters, the size of the 

phase shifting elements will be too large for cost-effective integration. For mm-

wave frequencies, the wavelength is smaller, allowing for on-chip integration. 
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The loaded-line phase shifter [45] consists of tunable series and shunt reactive 

elements. Since it is difficult to design a variable inductor, the tunable inductor can 

be implemented as a fixed inductor in series with a varactor. Another topology is 

the switched-delay phase shifter. It consist of a cascade connection of unit cells, 

where each cell has two modes for the phase shift [45]. The total phase shift of the 

chain is the sum of the phase shift of the unit cells. Commonly, an LC network is 

used as the unit cell. In the reflective-type phase shifter [69], on the other hand, a 

phase shift is introduced using a coupler with two of the coupler ports connected to 

identical reflective loads. The reflective load consists of an inductor and capacitor 

connected in series. The phase shift is given by the phase of the reflection 

coefficient, determined by the characteristic impedance of the coupler, ZO, and the 

reflective load, ZL. Since the signal power is high, nonlinearities in the switches 

controlling the passive phase shifters can create intermodulation products that 

distort the TX spectrum. In [69] the coupler loss equals 3.3 dB. 

In [56] an E-band an RF beam steering transceiver with four phased array elements 

for the RX and TX part is presented. The RF signal is connected to a quadrature 

splitter [70] that creates in-phase (I) and quadrature phase (Q) signal components. 

Phase control is performed using vector summation of the RF signals to generate 

any phase between 0˚ to 360˚. The beam steering transmitter architecture is outlined 

in Fig. 4.6 [56]. 

 
Fig. 4.6. Block diagram of a transmitter using active phase shifters at RF frequency [56] 

 

The quadrature RF signals are supplied to two single-ended variable gain amplifiers 

(VGAs). For differential signal generation, the VGA output current is connected to 

a transformer, with the center tap on the secondary side grounded. Each current 

output from the transformer is then connected to two common-base (CB) devices 

having their collectors connected to either the positive or negative outputs of the 

phase interpolator. In the interpolator, the I and Q currents are summed passively 

using an inductor network. Which CB device that is turned on is controlled with one 



 

38 

 

digital selector control bit for the I and Q part, respectively. By altering the control 

bits it is therefore possible to change which signal from the transformer that is 

connected to the positive or negative output of the phase interpolator, thereby 

enabling quadrant selection. 

An output vector, RFout, is then formed by a summation. Bold letters indicate vector 

property. The I and Q RF signals, VI and VQ are defined in (4.3) and (4.4) 

respectively [56]. 

 

2

in
I

RF
V    (4.3) 

2

in
Q

RF
jV    (4.4) 

The weighted PA output signal, RFout, is defined in (4.5) [56]. 

22

inin
QIout

RF
j

RF
VVRF QIQI AAAA    (4.5) 

The amplitude and phase of each RF output in (4.6) depend on the selected gain in 

the VGAs [56]. 

 

QI AA 
2

in

out

RF
RF   (4.6) 

A 360˚ phase control in (4.7), is achieved with phase relations depending on the sign 

and magnitude of the selected gain in the VGAs, AI and AQ [56]. 

 (4.7) 

 

Due to mismatches extensive calibration is required [56]. The design uses a 

transformer-based quadrature hybrid [56]. It is, however, difficult to achieve 

acceptable quadrature accuracy without calibration. In [56], varactor banks are 

added to the transformer structure, thereby enabling digital quadrature phase 

calibration.  
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4.3.4 Analog baseband beam forming 

Compared to beam forming in the RF or LO path, analog baseband beam forming 

is advantageous, since the phase shifting takes place at a lower frequency [71], [72]. 

It is also possible to support multiple beams. A block diagram of an analog baseband 

beam former using a baseband vector phase shifter with two transmit paths is shown 

in Fig. 4.7. 

 
 Fig. 4.7. Analog baseband beamforming architecture 

 

In RF beam forming, the signal is split at the highest frequency of the transmitter, 

resulting in mismatch in phase and amplitude of the signals, and power losses that 

must be compensated for by expensive RF gain. This is avoided in analog baseband 

beam forming, where all signal splitting is instead performed at the lowest frequency 

[71], [72]. Long RF signal routing can also be avoided, reducing the sensitivity to 

inductive and capacitive layout parasitics. The four LO phases, however, still need 

to be distributed to the different transmitters across the die. In [72], demonstrating 

a 60 GHz transmitter with four antenna paths, long LO interconnect have been 

avoided by duplicating the entire PLL so that the LO signals only need to be 

distributed to two transmitters instead of four. Compared to digital baseband beam 

forming, there is also only one pair of DACs required for the complete beam 

forming transmitter, thereby reducing the power consumption. At the analog 

baseband interface after the DACs, the analog I and Q signals are available. If a 

certain antenna element should have a phase shift of  degrees, the baseband 

beamformer should create output baseband signals Iout and Qout from the input 

baseband signals, Iin and Qin according to by (4.8) and (4.9) [72]. This corresponds 

to a rotation of the baseband signals by  degrees around the origin of the I/Q phase. 
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Variable gain amplifiers (VGAs), with a differential current output, are used to 

implement the weighting factors that are proportional to cos() and sin(). 

Differential amplifiers are used to easily create accurate gain of both polarities using 

switches. 

 

)sin()cos(   ininout QII  (4.8) 

)cos()sin(   ininout QIQ  (4.9) 

A block diagram of a baseband vector phase shifter implementation is given in Fig. 

4.8 [72]. The baseband input signals are first buffered and then supplied to the 

VGAs. The differential polarity switches operate at baseband frequencies and are 

thus easier to design with high performance compared to switches used in RF beam 

forming. 

 

 

 Fig. 4.8. Block diagram of a baseband vector phase shifter [72] 

4.3.5 Local Oscillator Beam Steering 

With local oscillator (LO) beam steering, the phase of the LO-signal to each 

transmitter is altered. Changing the phase of the LO signal changes the phase of the 

TX in the same way as if the phase of the baseband signal would have been altered. 

An advantage of LO beam forming is that there are no phase shifters in the signal 

path. This is important since phase shifters contain nonlinear devices that can create 

unwanted intermodulation products. Another advantage is that, if the amplitude of 

LO signal at the mixer input is large enough, there will be no significant conversion 

gain mismatch between channels. In [73] a 52 GHz receiver in 90 nm CMOS is 

presented, using a QVCO to create the four LO phases for the phase interpolators, 

as shown in Fig. 4.9. Due to phase mismatch in the LO routing it is difficult to 
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distribute a perfectly balanced LO signal to the different phase interpolators across 

the die. Calibration is therefore required [73].  

 
Fig. 4.9. Transmitter architecture using LO beamforming with a phase interpolator 

 

The phase interpolator topology is outlined in Fig. 4.10. It consists of four 

differential pairs, each with a tunable bias current, through bias voltages Vc1 through 

Vc4  [73]. The gate terminals of the differential pairs are connected to the four LO 

phases from the QVCO as seen in Fig. 4.11.  

 
 Fig. 4.10. Phase interpolator topology 

 

At the output, the currents are summed using a resonant load. By varying the bias 

current of the differential pair, the contribution to the phase of interpolator output 

signal from that LO phase can be altered. In [73] the bias currents can be 

continuously varied, giving a phase control range of 360˚. 
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4.3.5.1 PLL beam forming 

In papers II and III, a PLL beam forming technique, with an architecture depicted 

in Fig. 4.11 is presented. Here, one complete PLL, including a 28 GHz QVCO 

generating four LO phases, is placed locally at each transceiver. A low frequency 

reference signal, fref is distributed across the die to the different PLLs [57]. This is 

advantageous, since routing of high frequency signals is avoided. Long 

interconnects carrying high frequency signals require buffers with high power 

consumption. Due to wiring mismatch and coupling to adjacent wires there will also 

be phase and amplitude mismatch between the signals.  

 

 
 

 Fig. 4.11. Block diagram of a beam steering PLL 

 

The PLL phase shift is implemented by injecting DC current into the load of a 

Gilbert type phase detector [74], [75], as shown in Fig. 4.12. The loop filter is 

designed as an active low pass filter together with a passive RC-link [74]. The 

divider ratio N equals 16, giving a reference frequency, fref, of 1.75 GHz. In [57], 

linear PLL phase control is also demonstrated, but for a 60 GHz receiver based on 

a 20 GHz QVCO, designed in 90 nm CMOS technology. The QVCO phase is altered 

by injecting DC current into a passive loop filter [76]-[78], succeeding a 

conventional charge pump. A large advantage of the PLL beam forming technique 

is that it is modular. Other techniques, involving distribution of high frequency 

signals on-chip, are more difficult to modify if more TX-paths should be added to 

the architecture. Careful electromagnetic modeling of the wires using e.g. ADS 

Momentum is required to minimize wiring mismatch. With PLL phase control, the 

entire high frequency part is copied for each TX path. The injected DC current is 

preferably digitally controlled through a DAC. The phase resolution is therefore 
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determined by the phase control range and the number of bits in the DAC. A 

drawback of the technique is the increased die area due to that the entire PLL is 

duplicated for each TX path. The schematic of the Gilbert type PD including the 

phase control is shown in Fig. 4.12, with the output signal from the divider driving 

the transconductance devices and the reference signal connected to the current-

commutating devices. 

 
 Fig. 4.12. Gilbert type phase detector with phase control  

 

For the phase range used, the output current of the PD is close to proportional to the 

phase difference between its inputs. In locked condition the QVCO frequency is 

constant, and so is then its control voltage, and also the phase detector output 

voltage. To keep the loop locked when control current is injected, the phase detector 

must thus produce the opposite current. Given the characteristics of the PD, this 

requires that the phase of the QVCO changes proportionally, with respect to the 

reference signal. As shown in papers II and III, for a given injected DC phase control 

current, the phase change is proportional to the ratio between the phase control 

current, Iphase-ctrl, and the tail bias current, IPD, of the phase detector as given by 

(4.10), where N equals the divider ratio. The feedback mechanism of the PLL makes 

this phase control technique robust against process and temperature spread. 

 

    𝜙𝑄𝑉𝐶𝑂 =  𝑁
𝐼𝑝ℎ𝑎𝑠𝑒−𝑐𝑡𝑟𝑙

𝐼𝑃𝐷
   (4.10) 

A chip photo of the design presented in papers II and III is given in Fig. 4.13. The 

chip was implemented in a 0.18 µm bipolar SiGe process. The total die size equals 

1448 µm x 928 µm. The different PLL blocks, i.e. the QVCO, divider, PD and active 

LF are outlined. More than 70% of the die size is used for on-chip decoupling. The 

chip consumes 52 mW from a 1.5 V supply plus a minimum of 7 mW from a 

dedicated variable supply for the active low pass filter, which is used to extend the 

locking range of the PLL The measured PLL in band phase noise at 1 MHz offset 

equals -107 dBc/Hz, in good agreement with the simulated performance. 
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 Fig. 4.13. Beamsteering PLL chip photo  

 

Linear phase control covering 360˚ with 2.5˚/µA injected DC current has been 

verified in paper III for a PD bias current of 1.29 mA. The measured phase shift at 

the divider output versus injected DC current is provided in Fig. 4.14. A linear phase 

control is desired, since it eliminates the need of look-up tables required for mapping 

of a non-linear behavior to a linear one, and also using a look-up table potential 

variations may still result in remaining non-linearity. 

 
 Fig. 4.14. Phase of divider output signal versus Iphase-ctrl 
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CHAPTER 5 
 

 

5 mm-wave transmitter requirements 

The E-band is located at 71-76 GHz, 81-86 GHz and 92-95 GHz and is used for 

point-to-point radio links. One application is wireless backhaul for cellular 

communication systems with Gb/s capacity. Compared to microwave links 

operating at lower frequencies, the large available bandwidth at the E-band 

frequencies enables much higher data rates. Each sub-band is divided into 250 MHz 

channels [2], [3]. An operator can combine several channels to increase the capacity. 

Since E-band wireless communication is licensed, interference from other deployed 

radio links in the area is minimized. First generation E-band links only supported 

simple modulation schemes, such as BPSK and OOK. Though easy to implement, 

these schemes do not use the available bandwidth efficiently, i.e. an unnecessary 

amount of the spectrum is used to transmit at a certain data rate [79]. For early 

deployed E-band links this was overseen, due to that several GHz of bandwidth was 

available and there was hardly any risk of interference with other E-band links. As 

more cellular communication systems started to utilize E-band wireless backhaul, 

however, spectral efficiency became increasingly important. With an increasing 

number of users requiring high data rates, as in future 5G systems, and an increased 

cost for a licensed channel it becomes important to use modulation with a higher 

bandwidth efficiency, e.g. 16 QAM and 64 QAM. Using an M-QAM modulator 

[80], [81], the transmitted symbols can be represented with a constellation diagram 

[81], outlined in Fig. 5.1 for M equal to 16. In the constellation diagram the x-axis 

represents the in-phase (I) component and the y-axis represents the quadrature (Q) 

component, i.e. a component that has a 90 degrees phase difference to the in-phase 

component. With M=16, four bits are mapped to each symbol. All symbols have 

different amplitudes and phases.  
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 Fig.5.1. Constellation diagram for 16 QAM 

 

Besides supporting M-QAM modulation, these second generation systems also 

support different capacity enhancement techniques [79], such as adaptive 

modulation and adaptive coding/channel spacing. Adaptive modulation can be used 

to overcome reduced link quality due to a difficult weather situation. High speed 

networks for cellular radio communication, such as LTE and 5G networks, have 

stringent requirements on clock synchronization [79]. While the first commercial E-

band systems did only support basic requirements, the second generation now 

supports the requirements specified in the LTE standards. An important limitation 

in wireless communication at E-band frequencies is the attenuation of the signal due 

to the free space loss, LFS [45] defined in (5.1), where the wavelength is equal to  

and d is the distance between the transmitter and receiver. 
 

                                   𝐿𝐹𝑆 = 20 𝑙𝑜𝑔10 (
4𝜋𝑑


)  (5.1) 

 

The high path loss at mm-wave frequencies is mitigated by using high gain antennas, 

which are highly directional. Due to the directivity, interference is also mitigated, 

both in the down and up link. The quality of the radio link is defined by its Bit Error-

Rate (BER) or Symbol Error-Rate (SER). These quantities depend on the Error 

Vector Magnitude (EVM), illustrated in Fig. 5.2 [28]-[31], showing the difference 

between an ideal transmitted constellation point and the actual transmitted point. 
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 Fig. 5.2. Definition of error vector magnitude (EVM) 

 

The rms error vector magnitude, EVMrms, is defined in (5.2) [80], as a normalized 

root mean square value of the errors of all constellation points.  
 

                                   𝐸𝑉𝑀𝑅𝑀𝑆 = [
1

𝑁
∑ |𝑆𝑖𝑑𝑒𝑎𝑙,𝑟−𝑆𝑚𝑒𝑎𝑠,𝑟|

2𝑁
𝑟=1

1

𝑁
∑ |𝑆𝑖𝑑𝑒𝑎𝑙,𝑟|

2𝑁
𝑟=1

]

0.5

 (5.2) 

 

The EVM depends on several imperfections of the transmitter [29]. One source of 

error is the phase noise of the local oscillator, which adds random noise to each 

constellation point [31]. In papers I, II and III, a SiGe QVCO is presented, which 

has a measured phase noise of -100 dBc/Hz at 1 MHz offset from the carrier. 

For a certain phase noise profile, the rms phase error σφ is given by (5.3) [74], where 

L(f) equals the phase noise power density relative to the carrier. The lower and upper 

limits for integration is equal to a and b, respectively. Integrating between 100 kHz 

and 1 GHz, gives a phase error of 2.6˚. 

 

                                   𝜎𝜑 =
180

𝜋
√2 ∙ ∫ 𝐿(𝑓) ∙ 𝑑𝑓

𝑏

𝑎
 (5.3) 

 

Converting the PLL phase noise into an rms phase error gives a quantity that can 

more easily be compared with other imperfections in the LO generation. 

Another source of error is the I/Q imbalance [30], [31]. In [31], an analytical model 

is developed for analyzing the QAM transceiver performance degradation due to 

amplitude and phase mismatch. The analysis results can be used to specify the 

maximum tolerable mismatch for a given modulation type. The Symbol-Error-Rate 

(SER) versus energy per symbol divided by noise power spectral density, Es/N0, for 

different modulation schemes and transmitter I/Q phase imbalance is simulated. 

Comparing QPSK modulation with 16 QAM and 64 QAM, with a 3˚ phase 

imbalance results in Es/N0 requirements of 9, 16 and 25 dB respectively for a SER 

of 10-4. For the same SER and noise level, higher order modulation requires more 
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energy per symbol. For a constant Es/N0 value of 20 dB and a phase error of 3˚, SER 

degrades from 10-8 to 10-2 going from QPSK to 64 QAM. As expected QPSK 

modulation is quite insensitive to I/Q phase error. For a SER of 10-4 for QPSK, 16 

QAM, and 64 QAM, a degradation of the phase error from 0˚ to 3˚ gives about 0 

dB, 1 dB, and 3 dB degradation of Es/N0 respectively, i.e. using higher order QAM 

requires more stringent phase error calibration.  
 

As described in papers I and II, the I/Q phase error depends on both static and 

dynamic mismatches. If a PA is integrated on-chip, thermal gradients can cause time 

varying (dynamic) mismatch between devices. Static errors are caused by device 

mismatch due to fluctuations in the semiconductor processing. For a mm-wave 

design, mismatches in capacitive parasitics become more important as the operating 

frequency increases. Therefore, in an E-band TX-architecture, it is difficult to design 

a QVCO, oscillating at the carrier frequency, that provides a sufficiently low I/Q 

phase error. A second reason for not selecting such an architecture, is that the Q-

value of the varactor is reduced at higher operating frequency, thereby degrading 

the oscillator phase noise. In papers I and II, a 28 GHz QVCO with an I/Q phase 

error tuner, see Fig. 5.3, is presented. The topology could also be used for phase 

error tuning of QVCOs operating at higher frequencies.  

 
Fig. 5.3. Architecture of the QVCO with I/Q phase imbalance detector and compensation  

 

The phase error detector, outlined in Fig. 5.4, is designed as two cross-coupled 

double-balanced active mixers. The differential output voltage is proportional to 

the phase difference from 90 degrees of its inputs.  
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 Fig. 5.4. Active mixer and detector schematic 

 

Due to internal mixer phase shift, a symmetrical arrangement with two mixers is 

required to provide zero output voltage for 90 degrees phase difference between the 

inputs. Monte Carlo simulations of the detector were used to secure that the internal 

error of the detector was below 1.0. In Fig. 5.5, the simulated phase and magnitude 

of the differential detector output voltage versus a differential control voltage, 

Vtune_ctrl is shown. The breakdown voltage of the varactor is equal to 7.7 V, i.e. the 

midpoint is set to 3.85 V. The Vtune_ctrl voltage is related to the varactor voltages by 

setting Vtune_I_p = Vtune_I_n = 3.85 - Vtune_ctrl and Vtune_Q_p = Vtune_Q_n = 3.85 + Vtune_ctrl. 

 

 
 Fig. 5.5. Phase change and detector output voltage vs. tune voltage 

 

The detector output voltage (green curve M1) equals 150 mV for an 8 degree I/Q 

phase error at the detector input (blue curve M2) with Vtune_ctrl equal to 3.85 V. The 

phase error at the QVCO core is given by the red curve, marked M3. The chip 

photo of the design is shown in Fig. 5.6. 
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 Fig. 5.6. Chip photo of QVCO and I/Q phase error detector circuit 

 

The larger part of the die area of 1.3 mm2 is used for Metal-Insulator-Metal (MIM) 

and Metal-Oxide-metal (MOM) decoupling capacitors and pads. 

In paper VI, EVM simulation results of a complete E-band transmitter for the 81-86 

GHz band, with a 16 QAM signal of 1 GHz bandwidth is presented. The transmitter 

architecture is outlined in Fig. 3.6. In a QAM modulator, I and Q signals with 

discrete levels are created. These signals can, however, not be transmitted as they 

are, but must be shaped by filters to avoid spectrum broadening of the transmitted 

signal. Filtering is provided in both a digital Root-Raised-Cosine (RRC) filter [82] 

and in an analog filter. In paper VI, the EVM performance of the transmitter 

architecture shown in Fig. 3.6 is analyzed using the simulation setup of 

Fig. 5.7. The four bits of each symbol in the constellation diagram are represented 

by four uncorrelated random bitstreams. 
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 Fig. 5.7. Transmitter simulation setup with random digitally modulated input signals 

 

Baseband I and Q modulated signals are created in a 16 QAM modulator, 

represented in Verilog-A. After pulse shaping in a digital RRC filter and an analog 

filter, the baseband I and Q signals are up converted to 84 GHz by an I/Q modulator 

in the transmitter block. The output from the PA is then demodulated using an ideal 

quadrature LO signal at 84 GHz, without either phase noise or I/Q imbalance. After 

filtering with a replica of the baseband transmitter filters, the output signal is 

sampled at the symbol rate. By comparing the constellation diagram of the ideal 

transmitted symbols and the demodulated symbols, the EVM of the transmitter can 

be calculated. In paper VI, the EVM dependency on QVCO phase noise, I/Q phase 

imbalance, and TX output power is analyzed. Fig. 5.8 shows the EVM as a function 

of TX output power. As can be seen, the EVM is low for output powers far below 

the PA compression point of 11 dBm. The nonlinearities of the transmitter start to 

have an impact on the EVM already at power levels well below the compression 

point. 
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 Fig. 5.8. EVM versus PA output power for the complete transmitter 

 

Above the compression point, the constellation diagram is increasingly distorted 

and the EVM increases rapidly. A third EVM source is LO-leakage [18], [29]. 

Calibration is therefore often required to suppress the leakage of the LO signal to 

the TX port. In the commercial E-band transmitter presented in [18], two DACs are 

used to adjust the I/Q modulator for minimum LO-leakage. The transceiver in [18] 

is designed using SiGe bipolar technology. One advantage compared to CMOS 

technology is the low flicker noise of the SiGe HBT devices. Using such devices, 

oscillators can be designed, which suffer significantly less from increased phase 

noise at low frequency offsets from the carrier [18]. Using higher modulation 

schemes, such as 64 QAM there is information at frequencies close to DC. Using 

SiGe technology, it is therefore easier to design both the up-link and down-link part 

of the transceiver. For the RX part, this applies in particular if a zero-IF or low-IF 

architecture is used. In [18], the phase noise of the internal VCO is better than -

80dBc/Hz at 100 kHz carrier offset.  

The transceiver in [18] is packaged together with a GaAs PA, which provides a 

saturated output power of +21 dBm at the antenna. Losses in PCB traces, and in the 

diplexer used to separate the RX and TX signals, reduce the output from the module. 

Due to high PAR and strict EVM requirements, it is not possible to transmit at full 

power with higher order modulations. Instead, the transmitter must be linearized 

using so called power back off [18]. In TX performance measurements [18], a 3.18 

Gb/s radio link was established using 256 QAM in a 500 MHz RF channel 

bandwidth. However, the antenna port power was then reduced to only +8 dBm. 

Even so, using a directional antenna, this is output power is enough for a link 

distance of 1 km [18]. 
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CHAPTER 6 
 

 

6 Building blocks for mm-wave transmitters 

6.1 Introduction 

The design flow for an integrated mm-wave transceiver circuit is quite different 

from that of an IC for cellular frequencies. In cellular transceiver design, the work 

with the chip layout can start after the schematic design is finalized. In mm-wave 

circuit design the circuit schematic and layout is best developed simultaneously. To 

be successful in mm-wave design, chip floor planning is essential. If not taken into 

account at an early stage, interconnect wiring between circuit blocks can become 

too long, resulting in large trace inductances. If the wire inductance in combination 

with capacitive parasitics result in a wire self-resonance frequency that is lower than 

the operating frequency of the circuit, this can significantly deteriorate the 

performance. In general, a large difficulty in mm-wave transceiver design is that the 

device operating frequency is high in comparison with the fT of the active devices. 

To maximize the gain, most circuit nodes must therefore be in resonance, i.e. the 

capacitive parasitics must be cancelled using either an inductor or transformer. This 

adds a lot of die area and complicates the circuit floor plan. For a cellular transceiver 

on the other hand, the operating frequency is far below the device fT and the penalty 

for not cancelling the capacitive parasitics is less important. Compared to a mm-

wave receiver, the high signal powers and DC current densities in a mm-wave 

transmitter restrict the minimum sizes that can be used for the active devices. The 

capacitive device parasitics are thus increased, further increasing the challenges of 

chip layout. 

6.2 Phase Locked Loops 

Most transceivers use a phase locked loop (PLL) [74]-[78], [83]-[85] to generate 

phase and frequency stable local oscillator signals for the mixers in the receive and 

transmit chains. The basic function of a PLL is to create frequencies that are 

multiples of a reference signal. The reference signal either comes from an external 

fixed frequency crystal, i.e. an XO, or from a crystal with tunable frequency, i.e. a 

VCXO. The reference signal should be as pure as possible, since its close-in phase 

noise is multiplied by the divider ratio [75]. In commercial transceivers, the 

fractional-N synthesizer [75], with variable non-integer effective divider ratio, is 

commonly used. However, within the time frame of this thesis, designing a complete 

fractional-N synthesizer was not possible. The 28 GHz PLL presented in papers II 
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and III is instead using a fixed divider ratio, N, equal to 16. For arbitrary frequency 

generation, a programmable reference could be used. A possible solution is to use a 

fractional-N PLL that generates the reference frequency, as shown in Fig. 6.1, where 

an XO is used as a reference for PLL 1, generating the reference frequency for the 

PLL 2, fref2. Since in this thesis, the PLL frequency is multiplied by a factor three to 

create the TX carrier, PLL 1 should generate reference frequencies between 1.688 

GHz (for 81 GHz TX output) and 1.792 GHz (for 86 GHz TX output). The 

performance of PLL 1 regarding phase noise and spurs is critical for the overall 

system performance. However, this PLL is common for all transmitters on the die 

and therefore its performance can be improved by allowing for a higher current 

consumption. The bandwidth of PLL 1 should be much smaller than the 5 MHz of 

the presented PLL in papers II and III. Reference spurs will then be strongly 

attenuated before entering PLL 2, and the amount of in-band noise of PLL 1, 

multiplied by PLL 2, is minimized. In papers II and III, phase control for beam 

steering is implemented with DC current injection into the load of the phase 

detector, as indicated in Fig. 6.1. 

 

 

 Fig. 6.1. Dual PLL architecture for 28 GHz signal generation 

 

The performance of the PLL presented in papers II and III was simulated using 

Cadence Spectre RF. Simulating an entire PLL in locked mode using PSS analysis 

is known as a very difficult task, due to the frequency difference between the 

reference frequency fref and the QVCO frequency, fQVCO. Therefore, in the work of 

paper II, a Verilog-A model of the QVCO with a phase noise profile and sensitivity 

that matched the real QVCO was developed. Using the Verilog-A model, large 

signal PSS analysis together with PNOISE analysis was possible to perform. In 

paper III, the common small signal PLL model [74], [75], shown in Fig. 6.2, was 

used to analyze the contributions from the different blocks to the total PLL output 

noise. As shown in Fig. 6.2, a noise source, denoted, nref, is inserted at the reference 

input to the phase detector. Noise sources corresponding to the output noise from 

the phase detector, low pass filter, QVCO and divider are inserted at the block 

outputs. 
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 Fig. 6.2. PLL small signal model 

The phase detector has an output voltage that depends on the phase difference 

between its inputs, i.e. it has a fixed gain GPD in volt/rad. The low pass filter has 

frequency dependent gain, F(s). Being an integrator, the gain of the QVCO is equal 

to KVCO/s where KVCO is the tuning sensitivity of the QVCO. The divider gain, H(s) 

is equal to 16. By simulating the output noise of each block of the PLL, and inserting 

an equivalent noise source at the block output, the noise contribution from each 

block at the PLL output, Y(s) in Fig. 6.2, can be found using the transfer function 

from the noise source to the PLL output. 

6.2.1 Voltage Controlled Oscillators 

The Voltage Controlled Oscillator (VCO) [45], is a key component PLL design for 

transceivers. The VCO, generating the LO signals, sets a limit on the performance 

of the complete transceiver. There are several available architectures that can be 

used for implementing an oscillator, among these are the Colpitts oscillator [45], the 

ring oscillator [45], the N-push VCO [61], [62] and the cross-coupled VCO topology 

[45]. An advantage of the ring oscillator is that many phases of the oscillation signal 

are available simultaneously, a property that can be used in for instance vector 

combination beam steering. 

 

The cross-coupled VCO topology [45], outlined in Fig. 6.3a and 6.3b, is common 

in transceivers designed using both CMOS and bipolar devices. In Fig. 6.3a, the 

bases of the core devices Q1 are AC coupled with capacitors C1 to the output nodes 

Vout_p and Vout_n. If the VCO is designed using bipolar devices, this is necessary not 

to forward bias the base-collector junction of the Q1 devices for a part of the 

oscillation cycle. With CMOS devices AC coupling is not required. If forward 

biased, the noise from the core devices will be significantly increased. In papers I, 

II and III, presenting a QVCO, the supply voltage is reduced to 1.5 V, thereby 

reducing the voltage swing at the output nodes Vout_p and Vout_n. The VCO core in 

these designs therefore has the topology shown in Fig. 6.3b, where the AC-coupling 

capacitors have been removed, resulting in a more compact core layout and reduced 
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parasitics. For 360 mV peak single-ended output signal, there is a maximum of 720 

mV across the base collector junction. The Q1 devices are therefore close to the 

forward biasing limit. 

 

 Fig. 6.3. Common bipolar VCO core (a) and the VCO core in papers II and III (b) 

 

The cross-coupled core devices create a negative resistance, which cancels the 

resistance in the VCO tank, consisting of the varactors and the inductors. Compared 

to a Colpitts topology, the cross-coupled VCO oscillates for a lower 

transconductance, gm, of the core devices [45]. Increasing the bias current, increases 

the negative conductance of the core, thereby making it easier for oscillations to 

start. As shown in Fig. 6.3a and 6.3b, a varactor is used to control the oscillation 

frequency, fosc, given in (6.1) [45], where L equals two times LVCO and Ctot is the total 

capacitance, i.e. the sum of the varactor capacitance and all parasitics at the collector 

nodes. 

tot

osc
LC2π

1
f   (6.1) 

All oscillators exhibit phase noise [86], [87], i.e. a fluctuation of the phase of the 

oscillation signal in time. Being very close to the carrier frequency, this noise cannot 

be removed by filtering. The phase noise profile for a typical VCO is outlined in 

Fig. 6.4, where L(ω) is the phase noise in dBc/Hz at a distance ω from the carrier. 

For offset angular frequencies less than ω0/2Q the oscillator loop gain amplifies the 

phase noise and gives a phase noise slope of 6 dB/octave [86], [87]. 
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 Fig. 6.4. VCO phase noise characteristic versus offset frequency 

 

For low frequency offsets, the 1/f noise of the active devices in the oscillator 

dominates and the slope is increased to 9 dB/octave. Compared to devices in CMOS 

technology, SiGe bipolar devices exhibits much less 1/f noise [19], [34] and are 

therefore advantageous to use in VCO design. 

For a receiver, the oscillator phase noise will e.g. result in reciprocal mixing [88], 

i.e. the phase noise of the receiver mixer LO signal will result in down conversion 

of an interferer to the frequency of the desired signal. For a transmitter, the phase 

noise will increase the noise of the sent symbols, i.e. the BER will increase. The 

level of transmitted power outside the modulation bandwidth will also increase, 

resulting in a possible violation of the spectrum mask. 

In modern transceiver architectures, quadrature LO signals, with a 90 degrees phase 

difference, are typically required. One way of generating such signals is to use a 

VCO that oscillates at twice the LO frequency, and supply the VCO signal to a 

divide-by-two circuit, such as a CML divider. Another way is to use a Quadrature 

Voltage Oscillator (QVCO) [89], as presented in papers I, II, III and VI. The QVCO 

architecture uses two VCO cores that are injection locked [89]-[92] to each other, 

e.g. as shown in Fig. 6.5b [89]. In mm-wave design the fT of the core devices and 

the frequency tuning range needed put a limit on the maximum fundamental 

oscillation frequency of the VCO. If a higher frequency is needed in the design, this 

can be circumvented by using the fact that in a cross-coupled VCO, a strong signal 

at twice the oscillation frequency is present at the emitter of the core devices. This 

is utilized in paper VI to extract a 56 GHz LO signal from the 28 GHz QVCO 

presented in papers I, II and III. 
 

The VCO phase noise figure-of-merit (FoM) is defined by (6.2) [88], where L(ω) 

is the phase noise in dBc/Hz at offset frequency ω and PDC is the DC power 

consumption.  
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In papers I and II, a QVCO with a mismatch compensation [92] and detection circuit 

is presented. As shown in Fig. 6.5a, tunable varactors, controlled by Vtune_p and 

Vtune_n, are connected to each QVCO output. By varying the control voltages the 

capacitance of the varactor changes, thereby mismatch of the active QVCO devices 

can be compensated. For layout symmetry reasons, the main varactors, controlled 

by Vctrl, have been split into two. 

 

                      (a)                                (b) 

 Fig. 6.5. 28 GHz QVCO core schematic (a) and architecture (b) 

 

In paper VI, a complete 84 GHz E-band transmitter based on the frequency up-

conversion architecture of Fig. 3.6 is presented. The differential 56 GHz LO signal 

is extracted from the tail nodes of the two QVCO cores, using a transformer as 

outlined in Fig. 6.6. The 28 GHz QVCO and the 56 GHz LO buffers, driving the 

56 GHz mixer in Fig. 3.6, are biased through inductor center taps. 
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Fig. 6.6. 28 GHz quadrature VCO with 56 GHz output transformer  

 

A Momentum view of the inductors and the 56 GHz transformer together with 

routing for the complete QVCO is shown in Fig. 6.7. The 56 GHz transformer with 

input signals In56_p and In56_n is located in the middle. The tank inductors for the 28 

GHz QVCO with center tap supply are located to the left and right. The LO buffers 

for the 28 GHz mixers are connected to the four Out_28x nodes. The PLL divider is 

connected to two of the Divx nodes, however, for symmetry reasons routing has been 

included for all four outputs. 

 
 Fig. 6.7. QVCO inductor plus routing and 56 GHz transformer layout  

 

The QVCO inductors have an inner diameter of 50 m and a trace width of 11 m. 

Their differential inductance of equals 0.12 nH and they have a Q value of 18 at 28 

GHz. For a well-balanced QVCO, i.e. a QVCO with a small I/Q phase error, it is 

important to optimize the symmetry of the routing. 
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6.2.2 Dividers 

6.2.2.1 Miller Divider 

Miller dividers are commonly used as the first stage in a divider chain if the input 

frequency is high. In [85] a 100 GHz PLL was designed with a divide-by-64 divider, 

where a Miller divider was used as the first stage. In papers II and III of this thesis, 

the QVCO frequency is only 28 GHz and CML dividers could therefore be used in 

the entire divider chain without significant power consumption penalty. The 

architecture of the Miller divider, consisting of an active mixer and a low pass filter, 

is outlined in Fig. 6.8. 

 
 Fig. 6.8. Miller divider architecture [45] 

 

The feedback signal from the output, is amplified in the active mixer 

transconductance stage before mixing. A low pass filter is typically added at the 

mixer output to prevent mixing of unwanted harmonics. The Miller divider can also 

be designed using a passive mixer followed by a low-pass filter and a separate 

amplifier [45]. At higher input frequencies, the Miller divider consumes less power 

compared to a static (CML) divider and is therefore often used as the first stage in 

a divider chain [45]. With fo as the Miller divider output frequency and fin as the 

divider input frequency, the divider function is defined by (6.3), with the integers n 

and m being the harmonics of the mixing products [45]. 

 

0ffmfn oin   (6.3) 

Solving (6.11) for the output frequency fo gives (6.4) [45]. 

ino fmnf  )1/(  (6.4) 

By setting both n = 1 and m = 1, the often desired divide-by-two function is 

obtained.  

ino ff  2/1  (6.5) 

A drawback of the Miller divider is that other combinations of n and m can result in 

unwanted behavior. For instance setting n equal to 3 and m equal to 1 gives an output 

frequency, fo, higher than fin [45]. 

 

ino ff  2/3  (6.6) 
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This is the reason why the low pass filter in Fig. 6.8 is often required to attenuate 

signals at frequencies higher than fin [45]. The Miller divider core topology given in 

Fig. 6.9 has been verified in [85] for an input frequency of 130 GHz.  
 

 
 Fig. 6.9. Miller divider core schematic 

 

The input signal to the core is supplied to the bases of the switching pair devices. 

These devices are smaller and therefore have a lower parasitic capacitance [85]. In 

order to increase the operating frequency, shunt peaking inductors, i.e. inductor L1 

with series resistor R1, are used instead of purely resistive mixer loads. 
 

6.2.2.2 Current-Mode-Logic Divider 

In Fig. 6.10a, a low supply voltage Current-Mode-Logic (CML) [45], [93]-[96] 

latch, presented in papers II and III, is shown. The regular CML latch has a tail 

current source, and emitter followers at the output [45]. In the presented work, these 

were eliminated in order for the divider to operate with a supply voltage as low as 

1.5 V. By connecting two latches in a negative feedback configuration, as shown in 

Fig. 6.10b, a divide-by-two function is realized [45]. The data outputs of the second 

latch are then connected to the data inputs of the first. This feedback configuration 

effectively yields an injection locked differential 2-stage ring oscillator, which will 

self-oscillate at a certain frequency without an input signal [95]. By designing the 

self-oscillation frequency of the divider to be close to the desired frequency of the 

application, the CML divider can operate correctly for very low input power levels. 
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              (a) CML latch                        (b) CML divider 

 

 Fig. 6.10. CML latch topology (a) and CML divider (b) 

 

An important property of the CML divide-by-two circuit, is that both the in-phase 

(I) and quadrature phase (Q) signals are available. This is often utilized in the 

generation of LO signals for quadrature mixers, where the VCO then operates at 

twice the LO frequency. Quadrature signals can also be created using QVCOs or 90 

degree hybrids, however, regarding bandwidth and accuracy the CML divider is 

superior [45]. The VCO plus divider arrangement also has less sensitivity to 

oscillator pulling. A block layout of the four stage divider in papers II and III, 

dividing an input signal of 28 GHz to a 1.75 GHz output, is shown in Fig. 6.11. 

Excluding decoupling capacitors, it has a size of 287 µm x 85 µm and consumes 20 

mW from a 1.5 V supply.  

 
 Fig. 6.11. Layout of four stage frequency divider 

6.2.2.3 Injection Locked Divider 

An injection locked divider [45], outlined in Fig. 6.12, is an injection locked 

oscillator where the input signal, Vi, is at a harmonic of the oscillator free running 

frequency ω0. When the oscillator is locked, the output signal, V0, will then be at a 
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frequency n times lower than that of the input, where n is the harmonic. For the 

VCO in Fig. 6.12, the tail node, i.e. the emitters of devices Q1, will have a 

dominant signal component at two times ω0 even without an input signal. 

 
 Fig. 6.12. Injection locked divider schematic [45] 

 

Compared to Miller and CML dividers, injection-locked dividers can reach the 

highest operating frequencies [45]. The noise performance is also good due to the 

filtering in the resonance tank. An important drawback, however, is their narrow 

frequency lock range. This can be extended, at the expense of power consumption, 

by decreasing the Q-value of the resonance tank.  
 

6.2.3 Phase detectors and charge pumps 

The SiGe process used in this thesis did not include any CMOS devices. Therefore 

it was not possible to use a common phase-frequency detector (PFD) combined with 

a charge pump (CP). Commonly, the PFD is implemented in standard CMOS digital 

logic and used in conjunction with a CMOS charge pump, as outlined in Fig. 6.13. 

The charge pump injects or sinks current into a passive loop filter, depending on the 

phase and frequency difference between the PFD inputs [75]. Designing a charge 

pump using PNP and NPN devices, for the source and sink current source, 

respectively, was not feasible either due to the low fT of PNP devices. With a 

significantly lower reference frequency than 1.75 GHz, using a larger divider ratio 

than 16, a traditional implementation of the CP would, however, have been possible. 

The PFD in Fig. 6.13 uses D flip-flops, responding to the rising clock edges of their 

input signals, REF and DIV [75]. Starting after both flip-flops have been reset, a 

rising edge on either the REF or DIV signal, generates a 1 at the corresponding flip-

flop output.  
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 Fig. 6.13. Phase-frequency detector and charge pump 

 

When the other clock signal then goes high, the other flip-flop output will also be 

set, i.e. equal to 1. Then with both flip-flops set, the AND gate resets both flip-flops 

to zero output [75]. The pulse length at either flip-flop output is therefore equal to 

the time difference between the rising edges of the two clocks. This is illustrated in 

Fig. 6.14 [97] showing how the pull-up (PU) and pull-down (PD) signals depend 

on the phase and frequency difference between the REF and DIV clocks. 

 
 Fig. 6.14. PFD output signals PU and PD as a function of REF and DIV signals 

 

When the PU signal goes high, the charge pump injects current into the loop filter, 

thereby increasing the voltage at its output, which is connected to the varactor of the 

VCO. A higher varactor control voltage increases the VCO frequency. When on the 

other hand, the PD signal goes high, current is drawn from the loop filter and the 

VCO frequency is reduced. The low pass transfer function of the loop filter results 

in a VCO control voltage that depends on the average current from the CP [75]. 

A bipolar PFD can be implemented with Emitter-Coupled Logic (ECL) as in [98]. 

However, since one of the targets of the thesis was to design a low supply voltage 

transmitter, using ECL was not an option. Therefore, as presented in papers II and 

III, an analog Gilbert type Phase Detector (PD) was designed, see Fig. 6.15. An 

advantage of this PD topology is that it has no dead zone [99] and therefore has high 

linearity for signals close to the output zero crossing. An important property of a 

PFD or a PD is the linear input range, i.e. the maximum phase difference range 

between the reference signal, fref, and the signal from the divider output, fdiv, for 

which the phase detector provides a nearly proportional output. The PFD has a 4 
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linear range [100] compared to  for the analog PD [83]. Apart from smaller range, 

the PD also lacks the frequency discrimination property of the PFD, which helps the 

PLL to acquire lock. To acquire lock over a larger frequency range with the PD, a 

dedicated supply voltage was therefore used for an active loop filter, presented in 

papers II and II, succeeding the PD. In a practical application, as an acquisition aid, 

a circuit can be used that sweeps this supply voltage automatically, e.g. by charging 

or discharging a capacitor.  

 
 Fig. 6.15. Gilbert type phase detector (PD) 

 

In paper II, the output voltages of the PD and the active loop filter were simulated 

versus phase difference between fdiv and fref, see Fig. 6.16. The PD had a gain of 

0.55 mV/degree, which was amplified by the active filter to 8.6 mV/degree.  

 
 

Fig. 6.16. PD and loop filter output voltage versus phase difference between fdiv and fref 
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6.2.4 Loop filter  

The PLL loop filter can be either passive [75] or active [74]. A key PLL design 

parameter is the loop bandwidth [75], which determines the shape of the output 

noise spectrum and settling time. A passive loop filter is typically used together with 

the PFD and charge pump, where the charge pump output current is connected to 

node CPout in Fig. 6.17. The node LPout is the control voltage for the VCO.  

 

 
 Fig. 6.17. Passive loop filter 

 

By selecting values for C1, R2 and C2, the PLL stability and phase noise can be 

optimized [75]. With R3 and C3, an additional low pass link is formed, which can be 

used to further attenuate spurs from the reference clock [101]. The active loop filter 

[74] on the other hand is typically used together with the analog PD to increase the 

loop gain of the PLL, as described in papers II and III. The active loop filter of the 

presented PLL is given in Fig. 6.18. 

 

 
 Fig. 6.18. Active loop filter [74] 

 

The filter has a dedicated supply voltage, VCCLF, which is used to add acquisition 

and to order to provide lock over a wider frequency range. Devices with a BVCEO of 

4 V were used as Q1 and Q2 to sustain the higher VCCLF voltage. The locking range 

of the PLL presented in papers II and III is shown in Fig. 6.19. It was measured by 

altering the reference frequency, fref for fixed values of VCCLF. The locking range 

varies between 120 and 340 MHz, and the PLL can operate between 24.6 and 27.8 

GHz, i.e. it has a total tuning range of 12 %. 
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 Fig. 6.19. Locking range versus active filter supply voltage 

 

6.3 Mixers 

In the mixer block [102]-[104], the baseband signal is up converted to the transmit 

carrier frequency. Mixers can be either active [4], [88], [102], [104] or passive [4], 

[88], [103] and use a double or single balanced architecture [88]. Due to 

performance advantages, the double balanced architecture dominates in transceiver 

design. With bipolar technology, as in this thesis, an active mixer architecture is 

preferred. Passive mixers require low-ohmic switches, which are not easily designed 

using bipolar devices. In a BiCMOS technology, active mixers always use bipolar 

devices due to their lower 1/f noise and rapid current commutation. In a passive 

mixer, the DC current is zero, so the issue with excess 1/f noise is therefore 

eliminated [103]. At mm-wave frequencies, mixer up conversion is far from ideal. 

Parasitic capacitances will make the switching slow and increase both the distortion 

and mixer noise contribution. Compared to the single balanced version, the double 

balanced mixer suppresses LO feed-through as well as common mode IM2 products 

from the transconductance stage [104]. Another advantage is that duty-cycle 

mismatch of the LO-signals does not result in either an increased LO feed through 

to the mixer output or an increased level of IM2 products [104]. The double balanced 

mixer also suppresses noise from the LO driver [88]. 

In paper VI, a transmitter providing up conversion of a baseband signal I/Q signal 

to an E-band carrier at 84 GHz is presented. The transmit chain uses in total three 

mixers, two mixers in quadrature for up conversion of the baseband signal to a 28 

GHz carrier, plus one mixer for up conversion of the 28 GHz signal to an 

84 GHz carrier, using a 56 GHz LO signal. The schematic of the 56 GHz mixer is 

outlined in Fig. 6.20a. The four signals RFp_L, RFp_R, RFn_L and RFn_R are the output 

signals from the two quadrature 28 GHz mixers. For layout reasons, these signals 

are merged first after the AC-coupling capacitors, before the transconductance stage 

devices Q2. The mixer must be driven with a sufficient 56 GHz LO amplitude, 

otherwise the conversion gain will be reduced and the third order nonlinearity due 
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to the switching devices will increase. However, if the LO signal is large enough, 

the third order distortion is dominated by the transconductance stage. The 

degeneration resistor R1, equal to 10 Ω, increases the linearity of the mixer, without 

significantly degrading the voltage headroom. 

 

 
Fig. 6.20. Up conversion mixer to 84 GHz carrier frequency, active implementation (a) 

and passive implementation (b) 

 

For maximum power transfer to the PA, the imaginary part of the impedance in the 

interface between the mixer and PA must be cancelled. A single turn transformer 

with a mixer supply voltage center tap at the primary side, and a PA input stage bias 

center tap at the secondary side, was therefore designed. The up conversion mixer 

must handle a large signal at the output without compressing. A large bias current, 

of 6.2 mA was therefore used in each device of the mixer core, which requires large 

size devices, thus increasing the parasitic output capacitance. This puts a limit on 

the inductance and then also on the size of the transformer. In 

Fig. 6.20b, a passive implementation of the mixer in paper VI is outlined for a 

comparison. Compared to the active mixer, the passive mixer does not provide gain, 

thereby increasing the gain requirement on the PA, or before the mixer. 

 

6.4 Power Amplifiers 

6.4.1 Introduction 

The power amplifier (PA) is a critical block in the transmit chain. Since it often 

dominates the power consumption, it also determines the overall efficiency of the 

entire transmitter. The most important performance parameters of the PA are the 

power gain, (Gp), the output compression point (OCP1dB), the saturated output power 

(Psat) and the output referred third order intercept point (OIP3) [105] . One of the 

targets of this thesis has been to investigate the design of mm-wave transceiver 
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blocks in SiGe, that can operate with a supply voltage as low as 1.5 V. Compared 

to a design in CMOS technology [105]-[107], a design in SiGe usually requires a 

higher supply voltage [108]-[111]. For a circuit that should deliver high output 

power, e.g. a power amplifier (PA), the SiGe transistors have the advantage of 

combining high breakdown voltages with high fT [19], [112]. In contrast, for each 

new CMOS process generation, a higher fT is achieved at the cost of breakdown 

voltage reduction. For the parts of the transceiver that do not need to deliver high 

output power, however, a supply voltage reduction offers a great possibility to 

reduce the power consumption. A SiGe PA can actually be designed using a low 

supply voltage, as has been demonstrated in papers IV and V, by designing output 

transformers that perform both impedance transformation and power combination. 

However, SiGe mm-wave PA design with a supply voltage as low as 1.5 V poses 

several difficulties. Since the bias current of the output devices needs to be high, the 

size of the output devices must be large in order to fulfil the current density rules. 

Exceeding the current density limit would result in emitter crowding and the device 

models are no longer be valid [46]. Unfortunately, the size of the parasitic 

capacitances scales with device size, which constitutes a difficulty for the output 

transformer design. For maximum power transfer, the imaginary part of the 

impedance in the interface between the output devices and the transformer should 

be cancelled. This is accomplished by adjusting the size of the transformer 

inductance. Large capacitive parasitics implies a small transformer inductance, i.e. 

a small diameter of inductor. The losses of the transformer will then increase, 

thereby reducing the power added efficiency, PAE, of the power amplifier. If high 

performance can be achieved for a low supply voltage SiGe PA, it would be possible 

to design a single-chip complete low voltage transmitter with an integrated PA. Such 

a high integration level architecture would be a very attractive solution for an E-

band beam steering transmitter. 
 

6.4.2 Linearity and efficiency 
 

For a weak nonlinearity, where the third order nonlinearity dominated the gain 

compression up to the 1 dB compression point, equation (6.7) applies [113]. 

 

𝑂𝐼𝑃3 = 𝑂𝐶𝑃1𝑑𝐵 + 9.6 𝑑𝐵 (6.7) 

 

Usually when performing mm-wave measurements, only one input signal source is 

available, preventing a two-tone measurement. Then (6.7) can be used for estimating 

the third order intercept point based on a compression point measurement. The 

power added efficiency (PAE) is defined in (6.8), where Pin is the input signal power 

to the PA, Pout is the power delivered to the load, and PDC is the total DC power 

consumption. 
 

                                   𝑃𝐴𝐸 =  
𝑃𝑜𝑢𝑡−𝑃𝑖𝑛

𝑃𝐷𝐶
  (6.8) 
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The maximum achievable power added efficiency of the PA depends on what 

modulation is used for the signal. Early E-band systems used simple modulation 

schemes, such as OOK (on-off keying), BPSK (binary phase shift keying) and FSK 

(frequency shift keying). High efficiency could then be achieved at the expense of 

low spectral efficiency. Spectral efficiency, measured in bit/s/Hz, is defined as the 

net bitrate of a communication channel divided by the channel bandwidth. The net 

bitrate is defined as the useful data rate, excluding bits used for error correction 

coding. Modulation schemes with high spectral efficiency typically use M-QAM 

modulation [27]. The signal then has a non-constant envelope. The crest factor, , 

for a certain modulation, is defined in (6.9), where Ppeak and Pavg are the peak and 

average power, respectively [114]. 

 

                                    =  10𝑙𝑜𝑔
𝑃𝑝𝑒𝑎𝑘

𝑃𝑎𝑣𝑔
  (6.9) 

The crest factor increases with higher order QAM modulation. Using a modulation 

with a high crest factor, the PA cannot always operate at high power where the PAE 

is maximized, since the power would then be above the compression point for some 

of the transmitted symbols. In Fig. 6.21, the relation between output power, Pout, and 

input power, Pin, for a typical PA is illustrated. Also depicted is the third order output 

and input referred intercept point, OIP3 and IIP3 together with the PAE. As can be 

seen, the wanted signal and the third order intermodulation product have a slope of 

one and three, respectively. The saturated output power, Psat, is at 16 dBm, while 

the OCP1dB is equal to 13 dBm, giving an OIP3 of 22.6 dBm according to (6.7). The 

maximum PAE is equal to 13 %, which is reduced to 6.5 % at 10 dBm output power. 

 
 Fig. 6.21. Power amplifier compression, third order distortion and PAE 

 

The adjacent channel power ratio (ACPR) [114] is a measure of how much 

transmitted power leaks into the neighboring channels. At signal power peaks, the 

PA can be driven beyond its compression point, resulting in large intermodulation 

products. This results in strong spectral regrowth of the transmitted signal. If the 
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spectral regrowth is too large, it will disturb communication in neighboring 

channels. This is illustrated in Fig. 6.22, where PA nonlinearities cause 

intermodulation products that fall inside the neighboring channels. 

 
 Fig. 6.22. Definition of adjacent channel power ratio 

 

The ACPR is defined in equation (6.10) [114] as the ratio of the integrated unwanted 

power in the neighboring channel, divided by the integrated power in the main 

channel. 
 

                                   𝐴𝐶𝑃𝑅 =  
∫ 𝑃(𝑓)𝑑𝑓

𝑎𝑑𝑗.𝑐ℎ𝑎𝑛𝑛𝑒𝑙

∫ 𝑃(𝑓)𝑑𝑓
𝑚𝑎𝑖𝑛 𝑐ℎ𝑎𝑛𝑛𝑒𝑙

 (6.10) 

 

The ACPR is a measure of the effects of transmitter nonlinearity on neighboring 

channels, while the error vector magnitude (EVM) describes the effects on in-band 

signals [114].  

As the input power is increased, the intermodulation (IM) product power increases 

rapidly, until gain compression occurs. The higher level of IM-products degrades 

the ACPR, and the transmitted symbols with the highest amplitude will be less 

amplified compared with the symbols with low amplitude. The constellation 

diagram of the transmitted signal will therefore become distorted and the BER of 

the receiver will increase. The most simple way to linearize the PA is to use the so 

called back-off linearization technique. From Fig. 6.21, a 10 dB decrease in output 

power will result in that the third order intermodulation product, decreases with 20 

dBc. However, the PAE of the power amplifier will be significantly degraded. 

Another way to linearize the PA is to use predistortion in the transmit chain, thereby 

mitigating unwanted effects of PA nonlinearities. In baseband predistortion, as 

outlined in Fig. 6.23, the inverse of the power amplifier transfer function is 

implemented in the baseband before upconversion. If the PA exhibits gain 

compression, gain expansion is introduced in the predistorter [114]. 
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 Fig. 6.23. Power amplifier predistortion implemented in baseband 
 

Predistortion can also be implemented at other places in the transmit chain. In RF 

predistortion, the predistortion is added just before the PA. Another way to linearize 

the PA is to use the so called feedforward linearization technique [114], [115]. A 

typical feedforward architecture is outlined in Fig. 6.24 [114].  

 
 Fig. 6.24. Power amplifier feedforward linearization [114] 

 

The input signal, in this case consisting of two signals at frequencies f1 and f2, is 

split into two paths. One path goes to the main PA and the other path is delayed and 

compared with the attenuated output of the main PA. At the main PA output, the 

third order nonlinearity of the PA will generate distortion products at 2f2-f1 and 2f1-

f2. If delay 1 and 1/A0 match the delay and gain of the main PA, only the distortion 

products are amplified by the error PA. The output signal from the error PA is then 

subtracted from the output signal of the main PA. If the gain A0 matches the gain of 

the PA, and delay 2 matches the delay of the error PA, only the wanted signals at f1 

and f2, are left at the output. Also the distortion of the error PA is left, but as it 

processes a small signal compared to the main PA, it can be made much more linear. 

The main drawbacks of the feedforward linearization technique are that the PAE of 

the PA is reduced due to the power consumption of the auxiliary PA, the need for 

matched delays, and the signal combination needed at the output. In [115] a 24 GHz 

PA was linearized using this technique. The output power level with at least -40 dBc 

IMD3 was increased by 3.7 dB to 7.9 dBm. With the feedforward linearization 

active, the measured ACPR was improved with 10 dB below 7 dBm output power. 
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6.4.3 Power amplifier transformer design 

Transformers are key components in designing high performance power amplifiers. 

Especially at the PA output, where the signal power is high, any excess transformer 

loss will deteriorate the PAE of the power amplifier. When designing a multistage 

power amplifier, the design work should therefore start with the output stage plus 

the output transformer that is usually connected to a 50 Ω load. For minimum power 

loss, the reactive impedance in the interface between the output of the last active 

stage and the input of the output transformer should be zero. The output transformer, 

common for the 2-stage PAs described in paper V and the 3-stage PA in paper VI, 

is given in Fig. 6.25. The transformer has an inner diameter of 24 m and a trace 

width of 5.6 m. From Fig. 6.25b the loss at 84 GHz equals 1.08 dB. 

 

   
                (a)               (b) 

 

 Fig. 6.25. Output transformer without power combination layout (a) and insertion loss (b) 
 

It is also desired to maximize the PA output power, and the active devices in the 

output stage must then be made large in order to sustain high DC-currents. Large 

active devices, however, result in large parasitic capacitances. With too large a 

capacitance, the required inductance of the transformer will be very small, resulting 

in increased transformer loss, reducing the PA output power and efficiency. Careful 

optimization of the size of the active devices in the output stage and the dimensions 

of the output stage transformer is therefore necessary when designing a mm-wave 

PA. Due to the design rules of the b7hf200 process, all transformers in this thesis 

have octagonal shape. Comparing ADS Momentum simulation results for octagonal 

shaped and circular inductors, the differences at E-band frequencies are negligible.  

 

6.4.4 Two and three-stage power amplifier design 

To increase the gain of the PA, several stages are commonly cascaded into a 

multistage PA. Cascading several stages, however, always reduces the PAE. If 

devices with enough gain were available in a future technology, a PA with the 

highest PAE would only have one single stage. In paper IV, simulation and 
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measurement results are compared for two SiGe two-stage E-band power amplifiers. 

The architecture of both designs is outlined in Fig. 6.26. Both stage 1 and stage 2 

have the supply voltage connected through a center tap on the primary side of the 

transformers. As described in paper IV, the two designs use a transformer based 

interstage matching with up transformation of the second stage input impedance to 

increase the power gain. The active devices operate close to the process maximum 

fT and therefore the device gain is limited. To mitigate the gain reduction due to the 

base-collector capacitance, the first design uses a conventional cascode topology 

[40]. The second design instead uses a capacitive-cross coupling technique [50]-

[52]. At 84 GHz, the current gain only equals 1.9 times for the driver stage devices 

in the cascode design. 

 
 Fig. 6.26. Two-stage power amplifier architecture 

 

The amplifier stage schematics of the cascode and cross-coupled designs are shown 

in Fig. 6.27a and Fig. 6.27b, respectively. To reduce the effect of process spread, 

the cross-coupling capacitances are implemented with diode connected transistors 

of the same type as the input devices. 

 
 Fig. 6.27. PA stage schematics for the cascode (a) and cross-coupled design (b) 

 

To reduce the parasitic inductance from the emitters of the Q1 devices to signal 

ground, the CEBEC device contact configuration was used. This configuration also 

reduces the parasitic collector resistance, Rc. 

A Momentum view of the three transformers in the cascode design is shown in Fig. 

6.28. A co-simulation of all three transformers is essential, since undesired 
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interaction between the transformers can alter the behavior of the PA. Since the 

width of the output devices is large compared to the diameter of the inductors, the 

interconnects in the Cu2 (red) layer to the center of the collector terminal were also 

included in the Momentum simulations. The isolation versus frequency between the 

first and second transformer, i.e. between the nodes In1p/ In1n and Out1p/ Out1n is 

illustrated in Fig. 6.29. At 84 GHz the isolation equals 20.9 dB.  

 

 
 

 Fig. 6.28. Momentum model for the transformers in the cascode design 

 

 
 Fig. 6.29. Coupling between first and second transformer 

 

The chip photo of the cascode design is shown in Fig. 6.30a. The majority of the 

chip area is used for on-chip decoupling. A photo of active part of the cross-coupled 

PA is provided in Fig. 6.30b. This photo also outlines the interconnect wires of the 

cross-coupled devices.  
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                (a)          (b) 

Fig. 6.30. Chip photo of the cascode design (a) and active part of the cross-coupled design (b) 

 

For paper VI, a three stage PA was designed using the capacitive cross-coupling 

technique. A three-stage architecture was necessary to increase the gain, and thereby 

relaxing the output power requirements on the TX mixer. The three-stage PA obtain 

a simulated gain of 21 dB at 84 GHz. Maximum PAE equals 17 % while it is reduced 

to 12 % at the compression point. 
 

6.4.5 Transformers and power combination 

Power splitting and power combination using transformers, is widely used in mm-

wave power amplifiers [116], [117]. Using power combination, a PA can achieve 

high output power even with significantly reduced supply voltages. Since the active 

devices have limited breakdown voltages the signal voltages must be reduced within 

the design to prevent damage to the devices. This is achieved by transforming the 

input and output impedances to lower values, resulting in lower signal voltages for 

a given power level. The power level in the amplifier stages can also be reduced by 

splitting the signal and using several stages operating in parallel, each amplifying a 

lower power signal. Then the signals are combined to a single output. A key 

component in power combining PAs is the transformers used for splitting and 

combining the signal. It is essential to minimize the losses in the power combining 

output transformer. Ideally, without losses, a power combining PA with two 

branches should achieve 3 dB higher output power compared to its non-combining 

counterpart. The losses of the output transformer will, however, reduce this benefit. 

Compared to losses at the input, losses at the output are more critical since the signal 

power is higher there. Even with careful design, the loss of a transformer in the SiGe 

technology used in this thesis will be approximately 1 dB at 84 GHz. Two different 

ways of performing power combination using transformers have been analyzed. All 
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power combining transformers use the two thick top Cu3 (green) and Cu4 (yellow) 

metal layers to minimize losses. In paper V, a transformer tree, given in Fig. 6.31, 

transforms the 50 Ω load into a differential load of 25 Ω for each output. All three 

transformers were implemented with an octagonal shape with an inner radius of 18 

m and a trace width of 6 m. 

 

 
 Fig. 6.31. Transformer tree layout 

 

The advantage of the tree structure is that it inherently achieves a good phase and 

amplitude balance at the four terminals connected to the two amplifier output stages. 

As three individual transformers are required in the structure, however, the losses 

are high, making this structure less suitable as an output combiner. In paper V, a 

power combiner using two stacked transformers, given in Fig. 6.32, achieving the 

same function as the transformer tree in Fig. 6.30, is therefore used. 

 
 Fig. 6.32. Stacked transformer layout including tuning capacitors 

 

To minimize the loss at 84 GHz the transformer is tuned using a capacitor, Cgnd. A 

center tap on the primary side, is used to connect the supply voltage to the active 

devices. The benefit of using only two transformers is the lower loss, which in paper 

IV, was simulated to 1.3 dB at 84 GHz. The drawback is that the phase and 

amplitude at the four interfaces to the active devices are no longer inherently 
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balanced. This can, however, be mitigated by tuning of the two capacitors Ct1 and 

Ct1. 

Compared to the cross-coupled architecture presented in papers IV and V, a power 

combining [116], [117] PA architecture, shown in Fig. 6.33, also using the cross-

coupling technique, can achieve a higher OCP1dB and Psat. A power combining PA 

was designed according to Fig. 6.33, with an optimum PAE for 1.5 V supply 

voltage. At the input, the RF input signal is split using two transformers in parallel. 

At the output, a stacked transformer, presented in paper IV, is used to provide a 

differential load impedance of 25 Ω for each of the two output stages. The voltage 

swing at the output of stage 2 is thereby reduced, allowing for a higher output power 

without compression in the voltage domain. As can be seen in Fig. 6.32 and Fig. 

6.33, the stacked transformer requires three tuning capacitors to optimize the 

performance. The PA was biased with a total current of 109 mA. 
 

 
 Fig. 6.33. Architecture of the power combining PA design 

 

A layout of the PA is shown in Fig. 6.34. Excluding GSG pads, the design occupies 

an area of 0.033 mm2. The GSG pads at the output are offset to minimize the routing 

from the stacked transformer. For decoupling, both MIM capacitors, and MOM 

capacitors are used. 
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 Fig. 6.34. Layout view of power combining PA design 

 

The simulated small signal parameters are shown in Fig. 6.35. As can be seen the 

PA achieves a maximum gain of 15.9 dB gain at 82 GHz. The minimum stability 

factor is equal to 3.3, i.e. the design is unconditionally stable. 
 

 
 Fig. 6.35. Simulated s-parameters for the power combining PA design 

 

The large signal performance, presented in Fig. 6.36 was simulated for a parasitic 

extracted view with a PSS analysis. As expected the design achieves a higher 

OCP1dB and Psat compared to the design presented in paper IV. While the design in 

paper IV achieves an OCP1dB and Psat equal 9.0 dBm and 14.7 dBm, respectively, 

the power combing PA achieves 12.6 dBm and 16.0 dBm.  
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 Fig. 6.36. Simulated Pout and PAE for the power combining PA design 

 

However, due to additional losses in the power combiner at the output, the peak 

PAE is reduced compared to the design presented in paper V. The cross-coupled 

design in paper V, achieves a peak PAE of 16.3 %, while the power combining has 

a peak PAE of 13.6 %. At the compression point, however, both the cross-coupled 

PA and the power combining PA have a PAE of 9.0 %. 

Another popular technique is to make use of a Wilkinson combiner [45], [118]. A 

Wilkinson power combiner uses quarter-wave length transformers [45], [118] to 

merge two signals with equal amplitude and phase from parallel PA chains. The 

advantage of Wilkinson combiners is that they can be designed with low loss, 

however, since quarter-wave length transformers are used throughout the design, 

even at E-band frequencies these combiners tend to occupy a large die area 

compared to power splitters/combiners using transformers. 
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CHAPTER 7 
 

 

7 Cellular integrated receivers 

7.1 Background 

The number of users of mobile terminals has increased dramatically, resulting in 

congestion in the frequency bands. Therefore an increasing number of frequency 

bands have been allocated for mobile communication. For LTE FDD [119]-[121], 

receive frequency bands between 700 MHz and 2700 MHz are defined, while LTE 

TDD [119], [120], [122], [123] operates in bands between 1800 MHz and 3800 

MHz. While the receiver and transmitter in the first chipsets for E-GSM [121] only 

covered a single frequency band, the transceivers of today’s chipsets are multiband. 

Multiband support, however, results in an increased complexity of the RF front end, 

both on-chip and on the PCB. By using novel front end architectures, the increased 

complexity can be mitigated without sacrificing receiver performance. One way of 

reducing the complexity is to use single ended LNAs and mixers, which is the topic 

of papers VII and VIII. 

A typical multiband direct conversion receiver (DCR) [88], [124] frontend is shown 

in Fig. 7.1. For simplicity, only two LNAs in the primary and diversity receiver 

paths are outlined. The RF signal from the antenna is down converted by the mixer 

to quadrature baseband signals, which are low-pass filtered by the baseband filter. 

The analog to digital converter (ADC), converts the analog signal into a bit stream 

for the digital part of the receiver. When support for antenna diversity [125] is 

implemented, the receiver contains two receiver chains connected to separate 

antennas, as shown in Fig.7.1. With two receivers connected to different antennas, 

the degradation in receiver performance due to fading dips of the received signal 

strength is strongly reduced. 
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 Fig. 7.1. Multiband DCR with primary and diversity receiver chains [126] 

If the radio system is operating in FDD, e.g. for WCDMA or FDD LTE [119]-[121], 

each RF input, except the diversity inputs, needs a dedicated duplexer [127] for the 

supported frequency band. The duplexer is used to isolate the receiver from the 

transmitted signal from the power amplifier (PA). Otherwise this strong signal 

would saturate the receiver. The duplexer also blocks noise at the receive 

frequencies, and attenuates out of band interference. It is typically implemented by 

a pair of acoustic wave filters (SAW or BAW). If the RF input is instead used for a 

TDD [119], [120], [122], [123] system, where the receiver and transmitter are not 

active simultaneously, like E-GSM, a SAW filter can be used to attenuate the out of 

band interferers [128]. A single-ended duplexer or SAW filter usually has 50 Ω 

input and output impedance. Each LNA normally needs off-chip components to 

match that impedance, which adds both cost and PCB area. A single ended LNA 

architecture with programmable on-chip matching is presented therefore in paper 

VII. The single ended input both reduces the number of pins of the chip and makes 

routing of the RF signals on the PCB easier. 

The DCR is the dominating architecture in cellular chipsets. The elimination of the 

IF-filter, present in the superheterodyne receiver [88], is the main advantage, but 

there are also performance issues that must be mitigated, especially in FDD radio 

systems. The DCR is sensitivity to second order distortion. In FDD radio systems 

like WCDMA and LTE, the transmitter (TX) and receiver (RX) are active at the 

same time. Quadrature Amplitude Modulation (QAM) is used for both the TX and 
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RX signals, i.e. the signals contain both amplitude and phase modulation. Due to 

finite duplexer isolation, a small part of the TX signal leaks into the receiver, where 

the amplitude part of the modulation together with second order distortion in the 

LNA and mixer will generate an in-band interferer. Since the distortion product is 

in-band, it cannot be removed by filtering. It therefore causes the bit-error-rate 

(BER) [129] of the receiver to increase, especially at high TX power levels. This is 

an important problem, since when the terminal is transmitting with full power, it is 

far away from the base station (BS), resulting in a weak RX signal which is 

vulnerable to interference. In paper VIII, a single-ended mixer with a feedback loop 

is therefore presented, that suppresses second order distortion. The design was made 

in a 0.25 m BiCMOS process with an fT /fMAX of 40/90 GHz. A second drawback 

with the DCR is that it is sensitive to low frequency flicker noise, which can be high 

in CMOS processes. A third drawback is the impact of DC-offsets on the receiver 

performance [124]. The most important design parameters for front end designs in 

general are noise figure, linearity, gain, and power consumption. In the thesis, two 

single ended front end designs are presented. High performance in the LNA and 

mixer relaxes the requirements on the succeeding analog baseband filters and 

ADCs. 

In the terminals of today, other wireless systems like WLAN [121], [130], Bluetooth 

[121] and Global Positioning System (GPS) are almost always integrated together 

with the cellular radio. This can result in coexistence issues [24], due to low 

isolation, typically between the cellular antenna and the antennas of the other 

systems. The poor isolation, in the range of 10-15 dB, results in large interferers that 

leak into the cellular receiver, reducing its performance. In paper VII, a 

programmable multiband LNA is therefore presented that also addresses a 

coexistence issue with WLAN. The design was made in a 90 nm CMOS process 

 

7.2 Cellular receiver requirements 

Transceivers designed for wireless communication standards like GSM/EDGE 

[131], 3G, and LTE use different modulation schemes for transmitting and receiving 

information. For each standard, there are specific requirements on the signal-to-

noise ratio, SNR, to receive a radio signal with a certain bit-error-rate (BER) [129]. 

One way to increase the data rate of the radio link is to increase the number of points 

in the constellation diagram, e.g. transmitting with 64-QAM instead of 16-QAM. 

However, in that case, low BER then requires higher receiver SNR. The 

requirements on the individual blocks of the receiver, i.e. the LNA, mixer, baseband 

filter, and ADC depend on which radio architecture that has been selected. In 

today’s cellular receivers, the direct conversion architecture is the most commonly 

used. Therefore, all requirements in this chapter are analyzed with regard to this 

architecture. 
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7.2.1 The direct conversion architecture 

In early chipsets developed for cellular radio communication, the superheterodyne 

receiver architecture [88] was common. With the rapid growth of the handset 

industry, research efforts were targeted towards investigating other architectures 

that could provide sufficient performance, but with a lower current consumption and 

at a lower cost. With smaller terminals, the PCB area occupied by the radio also 

became an important parameter. The superheterodyne radio requires an external 

image reject filter [88] together with a second down conversion mixer. If the local 

oscillator frequency, fLO is located at a distance fIF above the center of the RF signal, 

fRF, an interfering signal at the image frequency, fIMAGE = fLO+ fIF will be down 

converted to the same frequency as the wanted signal. The suppression of the image 

frequency, i.e. the image rejection ratio, is important for all architectures with an IF 

frequency, like low-IF [88] and superheterodyne receivers. The direct conversion 

(zero-IF) receiver architecture [124], requiring no IF-filter, was therefore 

advantageous. The high IF in a superheterodyne receiver also requires an off-chip 

IF filter, whereas the low-pass channel filters in a direct conversion receiver can be 

integrated on-chip. Receiver architectures are typically compared with parameters 

as current consumption, sensitivity, image rejection [88] blocker tolerance [120], 

and the required number of external components.  

The architecture of the direct conversion receiver (DCR) architecture [124] is 

depicted in Fig 7.2. In contrast to the superheterodyne receiver, the RF input signal 

is down converted to baseband using a single mixer stage. Quadrature mixers are 

used not to lose any information about the modulated signal converting it to zero IF. 

The architecture is also known as the homodyne or zero-IF receiver. 

 

 Fig. 7.2. Architecture of the zero-IF receiver [126] 

The DCR architecture is the dominating choice for today’s cellular chipsets. In the 

DCR, the center of the channel is down converted to DC. There is thus no image 

frequency that can interfere with the wanted signal [124]. This is one of the main 

advantages with the DCR. A second advantage is the simplified baseband filtering, 

realized with only a low-pass filter [124]. There are four major issues of the DCR 

that must be mitigated during design, not to result in receiver performance 

degradation. These are: LO-leakage to the RF input, mixer output DC offset, second 

order distortion, and 1/f noise [124]. 
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1. LO-leakage to the RF input 

Leakage of the LO-signal to the RF input can cause three problems: LO radiation 

by the antenna [124], DC offset at the mixer output [124] and cross modulation of 

the LO-leakage with the TX-leakage [132]-[139]. In the DCR, the mixer LO signal 

frequency is equal to fRF, and it will therefore pass through the antenna substantially 

un-attenuated. There are regulations [120], limiting the maximum allowed power of 

the LO frequency and its harmonics at the antenna, to reduce interference for other 

nearby terminals [124]. In the own terminal, the LO-leakage will be mixed with 

itself and down converted to a DC voltage at the mixer output [124], that can saturate 

the baseband filter and ADC. In paper VIII, the feedback loop around the mixer core 

reduces the LO-leakage due to mismatch in the switching stage of the active mixer. 

The cross modulation will be elaborated in section 7.2.5.2. 

2. Mixer output DC offset 

Eliminating the mixer output DC-offset by AC-coupling is not possible since 

modulation schemes used for high speed communication, e.g. 64 QAM [129], 

contain information at frequencies close to DC. Instead offset cancellation 

techniques [124] can be utilized. The DC-offset is then continuously measured and 

averaged over time and subtracted from the output signal. The feedback loop around 

the mixer core in paper VIII also reduces the DC-offset. 

3. Second order distortion sensitivity 

Second order nonlinearities in the DCR can cause performance issues in TDD as 

well as in FDD systems. For E-GSM, the 3GPP specification states that the receiver 

sensitivity is tested with a simultaneously present AM-modulated interferer at 6 

MHz offset from the received signal. In FDD systems the AM-modulation of the 

TX-leakage at the RF input creates second order distortion via self-mixing [124], 

second order nonlinearities in the active mixer transconductance stage, and second 

order nonlinearity in the switching mixer core devices [140]. 

4. Mixer 1/f noise sensitivity 

In the DCR, the RF signal is down converted to DC, and the receiver is therefore 

sensitive to 1/f noise [124]. Comparing active mixers in bipolar and CMOS 

technology, the 1/f noise in the switching core using bipolar devices is much less, 

thereby making the passive mixer topology attractive in CMOS technology. A 

bipolar switching core with low 1/f noise is used in the active mixer core presented 

in paper VIII. 

 

7.2.2 Sensitivity and noise figure 

The receiver sensitivity [88], is defined as the minimum input radio signal level that 

gives a certain bit-error-rate (BER). A commercial GSM receiver today has a 

sensitivity better than -110 dBm. In a cellular communication system a high 

sensitivity is desired, since it means that each cell that is served by a BS can be made 
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larger. The number of cells can then be reduced with maintained coverage, resulting 

in large savings in network deployment costs. The noise figure of the receiver is 

determined by parameters of both the RFIC and the external discrete components. 

Most important are the noise figure (NF) of the complete RX chain, the insertion 

losses of the antenna switch RX path, and the losses of external filters, i.e. the E-

GSM SAW filters or the duplexers for FDD systems. The receiver noise figure, the 

channel bandwidth, and the required carrier to noise and interference ratio, C/(N+I) 

for the detector, given a certain carrier modulation and BER, determines the 

sensitivity in scenarios with low interference. A high gain in the LNA and mixer is 

advantageous for the total NF, but the linearity can be compromised, resulting in an 

overall sensitivity reduction in scenarios with strong interference. Typically, 

receivers of today has an NF in the range of 2.5 to 3 dB.  

A limit for the minimum input signal that can be detected by the receiver is set by 

the thermal noise of the resistance of the signal source (antenna). The available noise 

power PNA [88] is given by (7.1) where k is Boltzmann’s constant (1.38e-23 J/K), T 

is the absolute temperature in Kelvin, and f is the noise bandwidth in Hz. 

fkTPNA                                                             (7.1) 

At T=T0=290K, PNA with f = 1Hz equals 4.00e-21 W or -174 dBm. The noise 

factor, F, (7.2) of the receiver is defined by the SNR at the receiver input and output 

[88].  

outR_ssigoutin /SNR/PP/SNRSNRF                           (7.2) 

Psig is the power of received signal per unit bandwidth, and PR_s is the noise power 

of the source per unit bandwidth, i.e. -174 dBm/Hz in logarithmic scale. Integrating 

over a bandwidth f=B gives the signal power Psig_BW in (7.3) 

BSNRFPP outR_ssig_BW   (7.3)
 

Using equation (7.3) together with the minimum required SNR value for the 

detector, SNRmin_dB [88], gives the RX sensitivity, Psens in (7.4) 

10log(B)SNRNFPP min_dBR_s_dBm/Hzsens   (7.4)
 

where NF = 10log (F) is the noise figure. 

Using typical values for E-GSM, i.e. NF=3.5 dB including SAW filter and antenna 

switch, SNRmin_dB equal to 10 dB, and B equal to 135 kHz, results in a sensitivity of 

-109 dBm which is about the performance of a receiver today. Note that the noise 

figure of the DCR is the double sideband noise figure, NFDSB. Using the single 

sideband noise figure definition, NFSSB, would give a 3 dB too high value [88]. 

If the mixer is driven by a square wave LO signal, the frequency spectrum contains 

odd harmonics. In the mixer down conversion, noise and interference at harmonics 
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of fLO are then also down converted to baseband frequency [4], thus resulting in an 

increased receiver NF. The mixer in paper VIII therefore utilizes a tunable low-pass 

filter in its transconductance amplifier to suppress signals at 3fLO and above. 

 

7.2.3 Intermodulation 

The receiver nonlinearities can cause in-band intermodulation distortion from 

interfering signals that are located outside the channel bandwidth. The interferers 

can be signals transmitted from the BS to other cellular terminals, from the own 

terminal, or from nearby terminals. Other radio communications systems, e. g. 

WLAN, active in the same area may also interfere with the own radio system. 

7.2.3.1 Second order intermodulation 

The AM modulation part of an interfering signal can be represented as a two tones 

with two close frequencies, fTX1 and fTX2. For 3G or LTE, the largest interferer for 

the RX-part is the own TX leakage signal, due to finite isolation of the duplexer. 

The maximum allowed RX IM2 level from TX-leakage can be derived from the 

3GPP specification, stating the minimum RX sensitivity for full TX power, i.e. with 

24dBm at the antenna port [120]. The scenario is illustrated in Fig. 7.3, with second 

order in-band distortion generated at a frequency fIM2 = fTX1-fTX2 caused by a 

modulated interferer at the duplex distance, fduplex.[132]. 

 

 Fig. 7.3. Second order distortion with AM modulated TX-leakage [126] 

If the front-end has an input signal x(t) and an output signal y(t), and a nonlinear 

transfer function with second and third order nonlinearities, (7.5) applies. 

 

)()()()( 3

3

2

21 txatxatxaty    (7.5) 

For an input signal with two tones at 1 and 2, with amplitude A, x(t) becomes (7.6) 

 

)cos()cos()( 21 tAtAtx     (7.6) 
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The nonlinearity of (7.5) will then generate second order distortion products, )(2 ty  

given by (7.7) at frequencies 1 +2, 1 -2, 21, 22, and DC [132], [133]. 

 


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




 )t)ωcos((ω)t)ωcos((ωt)cos(2ω

2

1
t)cos(2ω

2

1
1Aa(t)y 212121

2

22
  (7.7) 

The second order distortion scenario is illustrated in the intercept point diagram, see 

Fig. 7.4 for an amplifier with 0 dB gain. The level of second order distortion at the 

output, Po_IM2, is due to the 0 dB gain identical to the corresponding level at the 

input, Pi_IM2. 

 

 Fig. 7.4. Second order intercept point diagram 

The second order input intercept point (in log-scale), IIP2, for the intermodulation 

product at ω1-ω2 calculated back to the input as Pi_IM2 for two interferers, each of 

power P, is given by (7.8) [132], [133]. 

 

22_ 2 IIPPP IMi   (7.8) 

7.2.3.2 Third order intermodulation 

Given a two-tone input signal as in (7.9) with amplitudes A1 and A2, the third order 

nonlinearity of (7.5) will create IM3 products given by (7.10) [133]. This interferer 

scenario with third order intermodulation distortion is shown in Fig. 7.5. 
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 Fig. 7.5. Third order distortion with interferers of different powers [126] 

)cos()cos()( 2211 tAtAtx     (7.9) 

Third order intermodulation products are created at 2f1-f2, 2f2-f1, 2f1+f2, and 2f2+f1. 

The two lowest frequency products are given by (7.10). 

...))2cos(
4

3
))2cos((

4

3
)( 121

2

23212

2

133  tAAatAAaty     (7.10) 

For the IM3-product at 21-2 (7.11) applies in log-scale [133]. 

321 22
3

IIPPPPIM      (7.11) 

7.2.4 Compression and desensitization 

Compression and desensitization [126] of a receiver occurs when the power of the 

total input signal is high enough that the receiver is close to clipping. High power 

interferers can be present at the input together with the wanted signal. With 

increasing input power, the receiver gain is reduced and the receiver nonlinearities 

increase. If the gain of the front-end is decreased, the high noise of the baseband 

filter will have a larger impact on the overall NF, so called receiver desensitization. 

The input compression point, ICP1dB, is defined as the input power where the gain 

is reduced by 1dB. However, there are two different compression scenarios. In the 

first scenario, the wanted signal is too strong and compresses the receiver, i.e. the 

terminal is close to the base station (BS). In 3G, the maximum power of the wanted 

signal is -25 dBm [120]. The gain in both the LNA and the baseband filter is 

therefore commonly programmable to avoid compression and keep the SNR high 

enough not to increase the BER. In paper VIII a gain switch is implemented in the 

mixer transconductance amplifier. In paper VII, the LNA power consumption is 

reduced by reducing its bias current when the wanted signal power is high. In the 

second scenario, an out of band signal, or a signal close to the received channel 

compresses the receiver, so called cross compression. The signal to receive can then 
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be weak, making this scenario challenging. Receiver desensitization [88] will occur 

if the effects of the interferer are not mitigated.  

In E-GSM the largest out of band interferer specified is at 0 dBm [120]. It is, 

however, strongly suppressed by the SAW filter. In 3G and LTE it is reduced to -15 

dBm [120], [133] and attenuated by the duplexer to around -45 dBm [133]. The 

instantaneous interferer power, however, can be higher due to the crest factor [114]. 

In the interferer scenario that defines the GSM receiver cross compression point, 

there is a blocking signal at f=3 MHz from the carrier. The input compression 

point, ICP1dB, for this interferer should be at least -23 dBm [120], [126]. In FDD 

systems, the required ICP1dB is determined by the own TX signal that leaks through 

the duplexer. Low frequency IM2-products will then cause desensitization of the 

receiver. The topology of the active mixer presented in paper VIII can be therefore 

be altered depending on the TX power. At low TX power, the transconductance 

stage is DC coupled to the mixer switching core, while AC-coupling is used for high 

TX powers, thereby suppressing the low frequency IM2 products from the 

transconductance stage. A commercial receiver typically has 0.5 to 1 dB 

desensitization at maximum TX power [127]. Receiver desensitization is also 

caused by down conversion of TX noise at the receiver LO frequency, and down 

conversion of TX signal by RX LO phase noise, so called reciprocal mixing [88]. 

Harmonic mixing, i.e. down conversion of interferers at n∙fLO can also degrade the 

receiver sensitivity. One example so called coexistence issues [24] is where a 

WLAN TX signal [130] is down converted by the third harmonic of the cellular LO 

frequency [141]. One way to mitigate this is to use a combination of 8-phase mixers 

driven by square-wave LO signals [142], which mimics a sinusoidal LO. Another is 

to use narrow band LNAs, as shown in paper VII. The problems with receiver 

nonlinearities are pronounced trying to remove off-chip filters, which increases out-

of-band interference. Several works have none-the-less been presented on the topic 

of receivers without SAW filter in GSM/GPRS/EDGE [143]-[149], and duplexers 

in 3G/LTE [127], [150]. 

7.2.5 Second and third order distortion in 3G and 

GSM/GPRS/EDGE systems 

7.2.5.1 Second and third order intermodulation in 3G FDD systems 

For 3G FDD systems, there are in-band and out-of-band interferer scenarios that 

require a certain second order receiver linearity. The sensitivity to second order 

distortion is an important drawback of the zero-IF receiver [124]. The in-band 

requirement are set by the in-band blocking test, for which the receiver must handle 

a modulated blocking signal at either 10 MHz or 15 MHz offset from the wanted 

signal. The interferer together with receiver second order nonlinearities creates in-

band IM2. The minimum receiver IIP2 is, however, set by an out-of-band 

requirement, where the interferer is the own TX-leakage. The receiver IM2 level due 

to TX-leakage is tested in a 3GPP test case [120], that specifies the minimum 
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sensitivity with maximum TX signal at the antenna port, i.e.+24 dBm. There are 

three mechanisms that can create second order distortion products from an AM-

modulated TX-leakage in the DCR [124], [132], [133]. 

1. RF self-mixing [88] when modulated RF signal leaks to the LO port. 

 

2. Second order nonlinearity in the mixer transconductance stage [104], [140]. 

 

3. Cross modulation of the LO-leakage [132]-[139] 

 

For third order nonlinearity, the limiting case for the front-end is when an interferer 

is present at half the duplex distance between the RX and TX frequency [120], [133] 

as shown in Fig. 7.6 for a TX-leakage into the LNA of power P1 and a half duplex 

interferer of power P2. The third order nonlinearity then generates an IM3 product at 

the RX frequency. 

 

Fig.7.6. Third order intermodulation product from TX-leakage and half duplex interferer [126] 

The power of the IM3 product referred to the LNA input, Pi_IM3, is given by (7.12) 

[126]. 

       dBm2IIPdBmPdBm2PdBmP 312i_IM3     (7.12) 

The in-band IIP3 requirement is set by the 3GPP adjacent channel selectivity (ACS) 

test case [120], with two blocking signals at 3.5 MHz and 5.9 MHz offset, 

respectively, from the wanted signal. 

7.2.5.2 Cross modulation of LO-leakage in 3G FDD systems 

Cross modulation [132]-[139] takes place when the AM-modulation of an interferer 

is transferred to a simultaneously present unmodulated signal. In relation to the 

power of the modulated interferer, the cross modulation looks like a second order 

effect, but it is the system third order nonlinearity that creates the transfer. Given an 

RX input signal, x(t), which is the sum of an un-modulated interferer, x1(t) with 

amplitude A1, and the AM-modulated TX-leakage with amplitude A2 [133]: 
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  )cos()(1)cos()( 211 ttmAtAtx TX    (7.13) 

In (7.13) )(tm is the amplitude modulation of the TX-leakage. Inserting (7.13) into 

(7.5) gives an output cross modulation product [133] given by (7.14). 

 

)cos())(1(
2

3
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22

213mod ttmAAatycross    (7.14) 

The interferer at frequency 1 has become amplitude modulated by the square of 

the amplitude of the TX-leakage, A2, as depicted in Fig. 7.7. 

 

 

 Fig. 7.7. Cross modulation of a CW interferer by AM-modulated TX leakage [126] 

As can be seen, the bandwidth of the cross modulated signal is two times that of the 

AM modulated interferer [134]. If a continuous wave (CW) signal is close to the 

wanted signal, cross modulation from an AM-modulated interferer can thus cause 

in-band interference. Using (7.5), the input referred cross modulation product, 

xcross mod(t), can be written as (7.15), where IIP3 is the input referred third order 

intercept point [133]. 
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To summarize, the cross modulation product is linear proportional to the interferer 

power and to the square of the TX-leakage. It is inversely proportional to the square 

of the IIP3. Converting (7.15) to log-scale using power units at the input [134], [139] 

results in (7.16). 

 

      dBmIIPdBmP2dBmP6P 321i_crossmod     (7.16) 
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The interferer power that overlaps the desired channel will be down converted 

together with the desired channel. Distortion generated by second order 

nonlinearities is common-mode, i.e. device mismatch is required to generate a 

differential IM2 product. In contrast, distortion generated through cross modulation 

is added to the desired RF channel before down conversion. It will therefore appear 

as a differential signal at the mixer output. To be more accurate, the expression 

(7.16) must be modified to include a correction factor [133], [139] depending on the 

frequency distance between the interferer and the wanted signal, plus the TX 

modulation type. The expression is given in (7.17) with a correction factor including 

the 6 dB in (7.16). 

 

      dBmIIPdBmP2dBmPCP 321factori_crossmod     (7.17) 

In a zero-IF receiver, the LO leakage, i.e. the CW signal in Fig. 7.6, is at the same 

frequency as the center of the received RF channel. There is always a certain level 

of LO-leakage present at the LNA input, acting as an interferer. A large part of the 

cross modulation power will then become an in-band interferer. In paper VIII, the 

feedback loop around the mixer counteracts mixer core mismatch, and therefore also 

cross modulation due to LO leakage. Since the mixer LO signal is a square wave 

and contains odd harmonics of fLO, the LO-leakage at these frequencies will also be 

cross modulated. 

7.2.5.3 Linearity requirements in E-GSM/GPRS/EDGE systems 

In the GSM system, the IIP2 requirement is determined by a test case with an AM-

modulated interferer 6 MHz from the wanted carrier with a power of -31 dBm [120], 

while the wanted signal is at -99 dBm. In a multimode receiver, supporting both 

GSM and 3G, this is however not the requirement that determines the minimum 

required IIP2, which is then instead limited by the maximum allowed IM2 products 

due to TX-leakage. For E-GSM, the IIP3 requirement is set by a test case with one 

CW interferer at 800 kHz offset from the wanted signal together with a modulated 

interferer at 1600 kHz offset [120]. In a multimode terminal for both GSM and 3G, 

however, the limiting requirement for third order nonlinearity, is set by the half 

duplex interferer scenario [133] in 3G mode. 
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CHAPTER 8 

8 LNA architectures 

8.1 Introduction 

The purpose of the LNA is to improve the noise figure of the complete receiver and 

to relax the noise requirements of the succeeding blocks, i.e. the mixer, baseband 

amplifier, and ADC [126]. If a narrow band topology is used, the LNA can also 

provide selectivity, i.e. it can attenuate unwanted interfering signals. Today, cellular 

terminals typically also support other communication systems, such as WLAN, that 

can interfere with the cellular radio. For instance, a WLAN TX signal at 5.8 GHz, 

leaking into the cellular LNA, will in the mixer be down converted by the third 

harmonic of the LO signal [141], thereby causing in-band interference at 

 1933 MHz. A narrow band LNA, as described in paper VII, will attenuate this 

interferer before it reaches the mixer. Wide band input matching LNAs, e.g. resistive 

feedback [151], [152] and common-gate [153]-[157]. LNAs have low selectivity, 

but on the other hand ideally do not require any external matching components. For 

high RX sensitivity, the LNA should have low noise figure in combination with high 

gain [126]. In an FDD system, the compression point of the receiver must also be 

high enough in order not to compress on the own TX signal that leaks through the 

duplexer. In a TDD system like E-GSM, the compression point is instead 

determined by a blocking signal at 3 MHz distance from the desired signal. The 

third order linearity should be high enough not to create in-band intermodulation 

products that fail the test cases specified. The current consumption of the LNA is 

dependent on the compression point requirement. In paper VII, the current 

consumption can therefore be reduced when the terminal is close to the base station, 

i.e. for the case when the own TX signal is weak [126]. In Fig. 7.1, the TX signal 

can leak through the finite isolation of the antenna switch to the input of an unused 

LNA for certain frequency bands where the TX frequency overlaps the RX 

frequency of the turned off LNA. This leakage path could then potentially be larger 

than the path through the duplexer. This issue is addressed in paper VII, presenting 

a multiband LNA with high isolation between the LNA inputs [126]. 

Integrated RF transceiver circuits contain an increasing digital part. It is not 

uncommon even to include a microprocessor, used for circuit calibration. In these 

system on chip architectures, digital signals, e.g. harmonics of the digital clock 

frequency, can leak to the LNA input through the supply lines, electromagnetic 
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coupling, or through the substrate [158]-[162], and become in-band interferers. The 

two single ended architectures, presented in paper VII and VIII, are sensitive to 

interfering signals at the ground, supply and substrate nodes. A differential LNA is 

commonly used in cellular receivers since it has built-in rejection of common mode 

interferers in the supply, ground and substrate, providing increased design 

robustness. Compared to differential architectures, single ended architectures are 

more sensitive to substrate noise and interference and require more careful substrate 

interference robust [162] design. Substrate noise is caused by different sources 

[158]-[162]. Depending on how the noise couples to the substrate the noise sources 

can be either internal or external [159]. The internal noise is created without 

interaction with the package, when e.g. digital gates are switched [161], and the 

noise is coupled through the parasitic capacitances of the active devices, wells and 

interconnects. The external noise is created when the noise path from the digital to 

analog part of the die goes through the power domain network. The current in the 

switching gates introduce noise on the supply lines. This noise is then coupled to 

the analog part through substrate contacts connected to the same supply and ground 

[158], [159]. External noise can be dominating, but can be reduced having small 

package inductances together with decoupling capacitors on the supply network 

[158]. As the number of supported frequency bands increases, and support for e.g. 

Wi-Fi, Bluetooth and GPS nowadays is mandatory, the single ended architecture 

becomes attractive due to the reduced number of RF input pins and smaller package 

size. Interferers in the supply, ground and substrate are only suppressed in the 

differential LNA, resulting in increased requirements on on-chip and off-chip 

decoupling as well as package impedance for the single ended architecture. Low 

impedance paths through the package to ground are important for isolation, e.g. for 

the effectiveness of shunting an undesired signal to ground. The performance of the 

multiband LNA presented in paper VII depends on a low impedance path to ground 

for increasing the isolation between different RF inputs [126]. Supply connections 

with low package impedances make it feasible to use single ended architectures that 

would otherwise have been hard to implement due to poor PSRR. 

8.2 LNA architectures in CMOS technology 

Compared to the common-gate (CG) topology [153]-[157], the common-source 

(CS) LNA with inductive degeneration [163]-[167] is the topology that can achieve 

the lowest noise figure (NF) [126], [163]. The CS LNA, however, has narrow band 

input matching and needs a matching inductor in series with the gate. The multiband 

LNA described in paper VII uses a CS topology with an on-chip inductor. For low 

0/T ratios of the MOS input device, the NF of the CG LNA is much higher 

compared to the CS architecture [154]. Compared to the CS architecture, however, 

the CG LNA offers higher linearity and wider input matching [154], [163], [164]. 

With matched input, gmRs equal to 1, the CG noise factor F is given by (8.1) [154], 

with  and  being process- and bias-dependent parameters [154], [164]. The 
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minimum value of / is equal to 2/3 corresponding to NF =2.2 dB but in practice 

it is difficult to reach below 3 dB NF. 




1F  (8.1) 

The architectures of the CS LNA, CG LNA and shunt feedback LNA is shown in 

Fig. 8.1. 

 

 (a)  (b)  (c) 

Fig. 8.1. Architecture of CS LNA with inductive degeneration (a), CG LNA (b) and 

shunt feedback LNA (c) [126] 

 

The resistive shunt feedback CMOS LNA has a wide-band input impedance [4], 

[151] given by (8.2), where gm is the transconductance of the input device. 

 

miin 1/gZ   (8.2) 

A wideband input is advantageous in some systems, such as ultra-wide band (UWB) 

receivers. Cellular multi-band receivers on the other hand need either a duplexer 

(FDD systems) or a SAW-filter (TDD systems) before each RF input. An LNA with 

wideband input matching could replace multiple narrow-band LNAs, but due to the 

band specific external filters, RF switches are then needed to connect the wide-band 

LNA to each filter or duplexer. Still the wide bandwidth would provide increased 

flexibility in which bands to support. An advantage of the resistive feedback LNA 

is that it does not require any matching components. If noise cancellation [151] is 

combined with this topology, the noise performance can be very attractive. 

The source inductor, Ls, of the inductively degenerated CS CMOS LNA shown in 

Fig. 8.1, creates the real part of the input impedance, Zin [167]. From small signal 

analysis, the current through Ls is given in (8.3), where iin is the input current at the 

gate. 
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The voltage 
sLv across the source inductor is then given by (8.4). 
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The input impedance Zin [167] is defined by (8.5) and now includes a real part. 
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The real part of the impedance is created by generating a current proportional to 1/s 

(the channel current in the MOS device) and injecting it into an impedance 

proportional to s, i.e. the source inductor Ls. Substituting s by j gives Zin() in 

(8.6). 
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In a real design, ESD-diodes, routing and package add both inductive and capacitive 

parasitics, making the expression for Zin more complex. At least one more 

component, besides the series inductor Lg, is therefore often needed to match the 

LNA to the source impedance. 

8.3 The common source LNA 

8.3.1 Input matching bandwidth and gain 

A series resonance circuit is formed by the input port of the LNA [126] see Fig. 8.2. 

At resonance, the voltage across Cgs will then be Qin times larger than the input 

voltage vin, where Qin is the quality factor of the series resonance circuit. 

 

 Fig. 8.2. Model for input matching Q-value calculation [126] 

The resonance frequency 0, becomes 

)(

1
0
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  (8.7) 
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The LNA input voltage vin at resonance is given by (8.8) 

ininin Riv   (8.8) 

The gate-source voltage vgs is then given by (8.9). 

gs

in
gsgs

gs

ings
C

i
LLC

C
iv )(

1

0




 (8.9) 

The ratio vgs/vin is equal to Qin of the resonance circuit and is given by (8.10) [126]. 
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At the resonance frequency 0, the voltage across Cgs will be Qin times the input 

voltage vin. In a real design it is of high importance for the bandwidth of the LNA to 

cover the dedicated frequency band with sufficient margin. Semiconductor process 

variations as well as changes in supply voltage and temperature will cause the input 

matching to drift. The Q-value of the input matching must therefore not be too high. 

The matching bandwidth is proportional to f0/Qin. In Fig. 8.3 the input matching is 

simulated for an input matching Q equal to 3 and f0  equal to 2 GHz. A spread in Cgs 

of 20 % changes the center of the matching with 420 MHz. A nominal matching 

bandwidth of 430 MHz is achieved for S11< -10 dB. 

 

 Fig. 8.3. LNA matching bandwidth with spread in Cgs 

The drain signal current of the device is then given by (8.11). 

ininmgsmLNAd Qvgvgi _  (8.11) 

Including the source resistor Rs in the Q-value calculation gives the drain current as 

a function of the source voltage vs in (8.12). 
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ssmgsmLNAd Qvgvgi _  (8.12 

The overall transconductance from the source input voltage to the drain output 

current, Gm_tot_LNA, is given by (8.13). 
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The total transconductance, Gm_tot_LNA, is Qs times larger than the device gm, since 

the gate-source voltage is Qs times larger than the source voltage vs. Using (8.7) and 

(8.14), the expression (8.13) can be expressed as (8.15) [126], [163]. 
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If the real part of the input impedance is made equal to the source impedance, 

assuming impedance matching, the expression (8.15) can be further simplified in 

(8.16) [126], [163] 
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8.3.2 Noise figure 

The noise model [4], [168] for the CS-stage LNA with degeneration inductor Ls and 

a series matching inductor Lg is provided in Fig. 8.4 [126]. 
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Fig. 8.4. Noise model for the CS LNA with inductive degeneration [126] 

The noise of the LNA originates from a number of different sources. 

 Gate resistance 

The gate electrode realized in polysilicon adds resistance effectively appearing in 

series with the gate [4], [126]. The resistance can be decreased by increasing the 

number of fingers in the device and by contacting the gate at both ends. The noise 

of the gate resistance is represented by the 2

_ grv  source in Fig. 8.4. 

 Series resistance of inductors Lg and Ls 

The inductor series resistances are represented by the 
g

2

r_Lv  and 
sLrv2

_
noise voltage 

sources for the Lg and Ls inductors, respectively [126]. The LNA presented in paper 

VII has a significant noise contribution from Lg, since the Q-value of the on-chip 

inductor is limited. 

 Channel noise  

The channel noise [4], [126], 
2

di  in Fig. 8.4 is one of the dominant noise sources in 

a CMOS CS LNA. This noise depends on device size (W/L) as well as biasing 

fgkTi dd  0

2 4   (8.17) 

The parameter gd0 is the drain-source conductance when the device is biased at VDS 

=0 V [4]. The parameter  equals 2/3 for a long channel device [4], [126]. For a short 

channel device,  can be considerably higher. 

 Induced gate noise 
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Electron movements in the channel induces a gate current due to capacitive 

coupling. When the channel is inverted, the induced gate noise is given by (8.18) 

[4]. This is one of the dominant noise sources in a CMOS LNA. 

fgkTi gg  42
 (8.18) 

In (8.19), gg is given by (8.21) [4]. 
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The gate noise coefficient  equals 4/3 for a long channel device [4], [126]. For short 

channel devices,  can be considerably higher. The parameter gd0 is the same as for 

channel noise [4], [126]. The induced gate noise is partially correlated with the 

channel noise current, because it is generated by the same charge carrier [4], [126]. 

 

 Flicker noise (1/f-noise) 

The 1/f noise [4], [103] is a low frequency noise caused by traps at the interface 

between the channel and the gate oxide. The traps randomly capture and release 

charge carriers. If the LNA is AC-coupled to the mixer, the 1/f noise of the LNA is 

effectively suppressed [126]. It is also suppressed if a tuned load is used at the NA 

output. Flicker noise is thus seldom a concern in LNAs. The overall noise factor of 

the CS architecture, taking into account channel noise and induced gate noise only, 

given by (8.20) [163]. 
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where c is the correlation coefficient, typically about j0.4 [167]. An optimal Q-value 

for the input matching exists where the noise figure is minimized [165], balancing 

the contributions from channel noise and induced gate noise. 

8.3.3 Third order nonlinearity 

Compared to the collector current of a bipolar transistor, which depends 

exponentially on the input voltage [39], the MOS drain current is instead ideally 

proportional to the square of the input voltage. If the output resistance of the device 

is high enough, the relation between drain current and gate-source bias voltage VGS 

is given by (8.21) [4], [39] [126], [169]. 
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The large signal drain current ID(t) when applying a bias VGS plus a signal voltage 

vgs(t) is given by (8.22), [4], [39], [126] 
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There is no third order term present in (8.22). However, adding the effect of vertical 

field mobility degradation [4], [39], gives a modified relation between ID and VGS 

according to (8.23) 
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where  is a process technology dependent parameter [39]. Taylor expanding (8.23) 

to a third order polynomial, the IP3 at the device input can be found (8.24). 
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For a more accurate estimate of IP3, also short channel effects like velocity 

saturation must be included. Furthermore, at low bias voltages the device will be in 

weak or moderate inversion, resulting in significant third order nonlinearity. 
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CHAPTER 9 

9 Mixer architectures 

9.1 Introduction 

The mixer topology in cellular DCRs can be either active [4], [88], [170]-[173] or 

passive [174]-[177]. There are also single and double balanced versions of each 

topology. The double balanced versions are commonly chosen in commercial 

transceiver designs [126], as they have built in suppression of both common-mode 

(CM) signals, and LO feed through. In paper VIII of this thesis, however, the 

performance of an active single balanced mixer has been improved using a feedback 

loop, thereby mitigating some of the drawbacks of this topology [126]. According 

to Monte Carlo simulations [178], the IIP2 and DC-offset of this mixer are sufficient 

for use in a 3G radio system. For multiband transceivers with many RF inputs, the 

combination of a single ended LNA and a single balanced mixer is advantageous. 

The number of RF input pins is then reduced, and there is no need for a tunable 

multiband on-chip balun, occupying large die area. The key metrics of the mixer 

are: conversion gain, noise figure, port isolation, second and third order intercept 

points, power consumption, image rejection, and harmonic rejection, i.e. conversion 

gain for harmonics of fLO [179]. Harmonic down conversion can be mitigated using 

narrow band LNA input matching in combination with a narrow band balun between 

the LNA and mixer, as described in paper VII [126]. 

 

9.2 Active mixers 

Using BiCMOS technology, as in the design presented in paper VIII, the mixer 

switching core is implemented with bipolar devices in order to lower the 1/f noise 

[126]. Designing an active mixer in a process with only CMOS devices for a zero-

IF receiver [180], [181], is due to excess 1/f noise, not preferred [126]. The active 

mixer can provide conversion gain from the transconductance stage, while the 

passive mixer topology results in a conversion loss [88]. This relaxes the gain 

requirement of the LNA in an architecture with an active mixer. In BiCMOS 

technology, the transconductance stage is preferably implemented with a MOS 

device, as in the design presented in paper VIII, since for a given tail current, the 

IM3-product will be lower for a MOS device compared to a bipolar one. The 1/f 
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noise of the MOS transconductance stage is up-converted with fLO and does not 

impact the receiver NF. Comparing active and passive mixers, the active mixer 

isolates the I- and Q branch of the front-end. The lack of isolation must be mitigated 

in passive mixer designs, e.g. by using a 4-phase clock [175]. 

9.2.1 Single-balanced active mixer 

The single balanced active mixer shown in Fig. 9.1 has an NMOS transconductance 

stage and a bipolar switching core, as in the design presented in paper VIII [126]. 

Compared to the double-balanced version, the mixer is, however, sensitive to noise 

from the LO driver [88], [181]. The reason is that at the differential output, Outp-

Outn, the LO signals do not cancel as for the double balanced mixer [88]. Another 

issue is LO to RF leakage. With mismatch in the mixer switching core, the LO-

leakage to the RF input will increase compared to a double-balanced mixer. In an 

FDD system with a TX leakage into the LNA, cross modulation [132]-[139] of the 

LO-leakage with the AM-modulated TX-signal, may impact the receiver sensitivity. 

 

 Fig. 9.1. Active single-balanced BiCMOS mixer [126] 

The design in paper VIII is designed with a feedback loop around the mixer that 

suppresses the effects of mismatch. The architecture needs two large sized off-chip 

capacitors for low pass filtering in the feedback loop. The functionality of the DC 

feedback loop around the mixer in paper VIII relies on device up-scaling to improve 

the matching. Passive components as capacitors, and inductors can be placed inside 

the package, thereby reducing the number of external components. 

The single balanced version does not suppress the LO signal and its noise at the 

mixer output [88], [181]. From Fig. 9.1, the LO noise source can be modeled as a 

noise voltage source in series with the base of devices M2 and M3. Short rise- and 

fall time of the LO thus reduces the noise. When both devices are turned on they 

will act as a differential amplifier amplifying the noise at the bases [88]. On the 

other hand, when e.g. M2 is turned on and M3 is turned off, M2 is operating as a 
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cascode and adds very little noise. M3 is then off and therefore does not contribute 

any noise. The noise from the transconductance stage M1 at the mixer output is 

maximized when the when either of the mixer core devices is fully turned on. Except 

for the noise of the LO and the intrinsic noise of the switch devices, the main noise 

contribution come from the input device M1 and the load resistors RL.  

 

When the mixer is switched with a large square-wave LO-signal, the 

transconductance stage determines the overall mixer third order nonlinearity [4]. 

The mixer presented in paper VIII is therefore linearized with a programmable two-

stage feedback amplifier as transconductance stage. With a less ideal LO-signal, the 

third order nonlinearity of the switching core also impacts the overall linearity [4]. 

Either resistive or inductive degeneration, in combination with increased bias 

current, is commonly used to linearize the transconductance stage. The input second 

order intercept point of the mixer, IIP2, is an important parameter for the DCR [88]. 

Representing the AM-modulation of the TX-signal that leaks into the LNA with two 

close RF tones, separated by f, an in-band interferer at f will be generated due to 

second order nonlinearities of the mixer. The receiver sensitivity can be degraded 

by the following nonidealities [126]: 

 Self mixing 

The AM modulated TX interferer can leak to the LO side of the mixer and mix with 

itself [88], [132] to generate an IM2-product. With too low an LO-amplitude, the 

mixer will work more like a multiplier [173], thereby generating a stronger second 

order intermodulation product. If the TX leakage to LOp and LOn in Fig. 9.1 is 

exactly equal, i.e. in common mode, mismatch in the mixer core devices is needed 

to create a differential signal at the mixer output.  

 Transconductance stage second order nonlinearity  

The second order nonlinearity of the transconductance stage will create an IM2 

product that appears at the mixer output as a common mode signal [104] [132], [140] 

Due to mismatch in the switching mixer core, load resistors, and LO driver, a 

differential IM2 product will also be present at the mixer output. Driving the mixer 

with a large swing LO signal mitigates the effects of mismatch in the LO driver and 

mixer core. 

 DC offset originating from LO-leakage at the LNA input  

LO-leakage at either the LNA or the mixer transconductance stage will generate a 

DC offset at the mixer output [88]. Effectively, the offset voltage will cause a 

mismatch of the mixer core devices, since their collector-emitter voltage, VCE, will 

not be equal. The offset voltage thus increases the CM to DM conversion of IM2 

products.  
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 Second order nonlinearity of the switching mixer core 

The devices in the mixer core will generate second order distortion. Since the IM2 

product is common mode there will be no differential IM2 product, unless mismatch 

is present in either the switching devices, the mixer load resistors, or in the LO 

driver. Mismatch in the load resistors can be mitigated by increasing the device 

sizes. Increasing the size of the core active devices also reduces mismatch, but this 

will unfortunately reduce the switching speed resulting in increased IM3 products 

[4], increased self-mixing [132], [140], and increased LO noise [88] 

 Cross modulation of the LO leakage at the mixer switching core input 

The AM-modulation of the TX interferer that leaks into the receiver will transfer to 

the LO-leakage through cross modulation [132]-[139]. From (7.15), the cross 

modulation product is proportional to the LO-leakage, the square of the TX-leakage 

and the inverse of
2

3IP . The feedback mixer shown in paper VIII reduces the cross 

modulation effect by suppressing the mixer core mismatch that creates LO-leakage. 

If the LO signal is a square-wave with harmonics at (2n+1)fLO, the AM modulation 

of the TX leakage will transfer to these harmonics as well. Depending on the LO 

leakage at the LNA input, cross modulation can also occur in the LNA. 

9.2.2 Double balanced mixers 

The topology of the doubled balanced mixer is shown in Fig. 9.2. It suppresses 

common-mode signals at the RFp and RFn input nodes [126]. Even with a mismatch 

between the LOp and LOn signals, second order common mode IM2 signals at the 

output of M1 and M2 will be suppressed at the differential mixer output. Errors in 

LO duty cycle in the double balanced mixer thus do not increase the level of IM2 

products [104]. With the single balanced topology, mismatches in the LO signal will 

increase the leakage of IM2-products from the transconductance stage. Another 

advantageous property of the double balanced mixer is that it suppresses noise from 

the LO-driver, resulting in a lower mixer noise figure compared to the single ended 

version [88], [126]. In Fig. 9.2, this noise is represented with the noise voltage 

source vn. 
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 Fig. 9.2. Double balanced BiCMOS active mixer [126] 

Due to its structure, the double balanced mixer has built in suppression of LO signal 

leakage to both the mixer output and the differential RF input [102] A duty cycle 

mismatch of the LO signal will not increase the LO feed through. In contrast, LO 

signal duty-cycle mismatch in the single balanced mixer will result in an LO signal 

at the RF input. For the double balanced mixer this leakage will be in common-

mode. The leakage is, however, affected by device mismatch in the core, e.g. 

mismatch between M3 and M6 increases leakage. 

9.3 Passive mixer 

Comparing bipolar and CMOS devices, CMOS has a much higher level of 1/f 

noise. The 1/f noise originates from traps in the interface between the gate oxide 

and the silicon that randomly trap and release charges [103]. The passive mixer 

[4], [88], [103], is therefore the preferred architecture for DCRs in CMOS 

technology [4], [88], [126]. The 1/f noise is proportional to the DC current of the 

devices. Using a passive mixer, with zero DC current, therefore reduces the mixer 

1/f noise significantly. 

The conversion of a single ended active mixer to its passive counterpart is illustrated 

in Fig. 9.3 [103]. The bias current ID of the transconductance NMOS in the active 

mixer is removed and replaced with a capacitor in the passive mixer to illustrate that 

no DC current is flowing. The supply voltage VDD is replaced with a bias level VCM. 

The resistor load in the active mixer is replaced with biasing resistors RB and load 

capacitors CL. The multiband LNA presented in paper VII is intended to be used 

together with a double balanced passive mixer [126]. The simulated input 

impedance of the mixer was used as a load on the balun secondary side. The passive 

mixer is preferably implemented with CMOS devices, since compared to a bipolar 

device, the MOS device can have a high channel conductance with zero DC current. 

Ideally, since the DC current is zero, the passive mixer does not generate 1/f noise 
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[103]. Due to device mismatch, a small DC channel current can however flow in the 

passive mixer [103].  

 

                 (a)         (b) 

 Fig. 9.3. Single ended active (a) and passive mixers (b) [126] 

RF signal self-mixing, generating second order distortion, can be a problem in 

passive mixers [103], [126]. A strong RF signal will modulate the switch gate-

source voltage, Vgs, and therefore also the time varying conductance g(t) [103]. The 

issue can however be mitigated by using a complementary architecture with both 

NMOS and PMOS switches [103].The total conductance of the NMOS and PMOS 

switch gC(t), equal to gN(t) + gP(t), will be independent of the RF signal under the 

condition that PWp = NWN [103]. When the devices are switching it is difficult to 

maintain this condition [103], [126] and device bias optimization is therefore 

required to reduce the self-mixing. Even if RF self-mixing is minimized, second 

order distortion products can still be created due to nonlinearities and mismatch of 

the mixer devices [126]. 

A double balanced complementary passive mixer architecture, used in the DCR 

presented in [182], is shown in Fig. 9.4 [126]. The differential RF signals, RFp and 

RFn, are created in an on-chip balun with center tap biasing at the secondary side, 

and the LNA connected to the primary side. The mixer outputs, Outp and Outn are 

loaded with the capacitive baseband filter input impedance. A four phase differential 

clock, providing clock signals LO_I_Nx, LO_I_Px, LO_Q_Nx and LO_Q_Px is used 

to drive the mixers. If an LO-signal with 50% duty cycle would drive the mixer, the 

mixer I- and Q outputs would be short-circuited when the I-and Q clock signals 

overlapped [126]. 
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 Fig. 9.4. Differential complementary passive mixer [126] 

A four-phase clock [126], [175], [177], [182], with 25 % duty cycle can be used to 

provide isolation between the I and Q path. The overlaps between the I and Q clock 

signals can then be eliminated. One way to generate the 25% clock signals is to use 

a VCO that operates at 2fLO. A succeeding I/Q frequency divider will generate 

signals at fLO with 50% duty cycle. By combining the 50% duty cycle signals at 2fLO 

and fLO in NAND gates, 25% duty cycle clock signal can be created [126]. The 

passive mixer translates the low pass baseband impedance at its output into a high 

Q band pass filter at the RF input through the frequency translation effect [127], 

[146]-[149], [174], [175] Interferers at the RF input will therefore be attenuated. 

Another way of eliminating the effect of overlap in the I and Q signals is described 

in [183]. Here, each switch in the passive mixer consists of two transistors in series, 

controlled by different LO signals, thereby preventing overlap. 
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CHAPTER 10 

10 Future work 

The number of front end components, i.e. duplexers, SAW-filters, switches and 

matching components for LNAs, increase for each new product generation [126]. A 

typical terminal is equipped with an FEM (Front End Module) that contains the 

duplexers and SAW filters for frequency bands that are used in all regions. 

Depending on which region the terminal will be used in, other duplexers and filters 

are then added to the platform. The increasing number of frequency bands that are 

supported, together with radio performance enhancement features like RX diversity, 

MIMO, and carrier aggregation, have made the cost of the external components 

exceed that of the RF ASIC itself [126]. The RF inputs that are used for RX diversity 

do not require duplexers, but a SAW filter is still required. Research efforts have 

lately been targeted towards radio architectures that could potentially eliminate the 

need of both SAW filters and duplexers.  

10.1 Duplexer elimination in FDD systems 

In LTE, the maximum allowed TX output power is +24 dBm at the antenna [120] 

resulting in +26 dBm PA output power, assuming a loss of 2 dB in the duplexer 

[126]. Depending on manufacturer and frequency band, the duplexer attenuates the 

TX signal 50-55 dB. With 52 dB attenuation in the duplexer, a TX power of  

-26 dBm will be present at the LNA input. A topology that instead of duplexer 

filtering of the TX signal uses the concept of electrical balance is outlined in Fig. 

10.1 [127], [150]. The PA feeds the center tap of the primary side of an on-chip 

transformer. The secondary side of the transformer is connected to a differential 

LNA. Using a tunable balancing network that mimics the antenna impedance, the 

TX signal will be strongly attenuated at the differential LNA input. The suppression 

of the TX signal is, however, very sensitive to mismatch between the antenna and 

balancing network impedances. If the antenna environment changes, e.g. the 

position of the hand holding the terminal changes, the TX signal attenuation will be 

strongly reduced. 
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 Fig. 10.1. Architecture using electrical balance to cancel the TX signal [126] 

Adaptive tuning with high resolution is therefore needed. Another drawback is that 

half of the TX power is lost in the tuned load, thus halving the effective PAE of the 

transmitter. Further research in isolation and antenna impedance tracking are 

therefore called for. 

In the 3GPP specification for E-GSM it is stated that the receiver must be able to 

handle an out of band interferer with a power of 0dBm with a limited amount of 

sensitivity degradation [126]. With a simultaneous 0 dBm blocker at the RF input, 

the maximum NF should be 15dB [120]. The blocker can reside close to the band 

edge. In the PCS 1900 band the interferer is at 80 MHz from the band edge, while 

in the E-GSM low band the distance is only 20 MHz [126]. For a receiver 

architecture including a SAW filter at the RF input, the receiver is designed to 

manage a -23 dBm in-band blocker at 3 MHz from the wanted signal. The 0 dBm 

blocker is attenuated with at least 23 dB. One new RX topology with high 

compression point is the mixer first receiver [184], [185], that does not have an LNA 

in front of the mixer [126]. The noise figure of these architectures, however, tend to 

be too high to be commercially competitive [126]. Since there is no suppression of 

e.g. 3fLO before the mixer, another large drawback is the harmonic down-conversion 

of RF signals at three times the wanted signal [126]. The LO leakage to the antenna 

input can be high and exceed the 3GPP maximum level [126]. In general, removing 

external filters is also troublesome due to reciprocal mixing. A strong interferer at 

an offset from the received frequency will be down converted to an in-band 

interferer by the LO phase noise. The requirements on the phase noise are therefore 

increased, resulting in a higher current consumption. In [186], a novel architecture, 

using a current mode passive mixer, is presented, where the baseband output is up 

converted with the LO signal and fed back to the RF input, thereby providing a 

programmable narrow band input match. The narrow band LNA is as also described 

in paper VII very advantageous for interferer suppression. 
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In the upcoming 5G cellular systems, the user terminals will support mm-wave 

frequency bands for high speed communication, since the RF channel bandwidth 

can be increased a lot [187]. Developing wireless communication systems at mm-

wave frequencies, however, will result in new technical difficulties that need to be 

addressed in future exiting research fields. One issue is the high path loss in building 

materials at mm-wave frequencies, resulting in a high isolation between outdoor and 

indoor signals [187]. Another is rain and atmospheric absorption. A high path loss 

can be mitigated though, by shrinking the cell size. In [187], a study of mm-wave 

propagation at 28 GHz and 38 GHz showed a sufficient coverage in an urban 

environment with a cell-radius of 200 meters. With such a dense deployment, the 

price of each base station will become increasingly important for an operator to be 

competitive. Therefore, the integration level of the radio architecture needs to be 

high. In this thesis, building blocks for a complete fully integrated 1.5 V mm-wave 

beam steering transmitter has been developed that fit well into such a roadmap. 

Beam steering, as described in papers II and III, using phased array antennas can be 

used to reduce the effect of multipath fading in non-line of sight (NLOS) 

transmission. Since many antennas are required, the current consumption of each 

transmit or receive path needs to be kept low. Minimizing current consumption has 

therefore been an important target in papers I to VIII of this thesis. The 5G terminals 

also need to be multimode, resulting in e.g. large IC packages and complex PCB 

routing if differential LNAs are used. The work in papers VII and VIII is therefore 

based on single-ended front-ends, reducing the number of RF input pins.  
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CHAPTER 11 

 
 

11 Conclusions 

The research described in this doctoral dissertation has been about two topics, 

millimeter wave beam steering transmitters for E-band wireless communication, 

and single-ended multiband LNAs and mixers for cellular receivers. Although the 

operating frequencies of the radio systems that the designs target differ, the design 

objectives are still largely the same. The main difference between designing an 

RFIC at 2 GHz or 84 GHz lies in the design process flow. For a design with an 

operating frequency at 84 GHz, parasitic inductance becomes extremely important 

to control. At cellular frequencies, these do not need to be considered. Another 

difference related to parasitic inductance, is that it is much more difficult to achieve 

a good signal ground at 84 GHz. Therefore for millimeter wave circuits, differential 

architectures utilizing a virtual ground are preferred compared to their single ended 

counterparts relying on a good signal ground. The transit frequency for the fastest 

devices of the silicon technology used for the presented cellular receivers, operating 

around 900 MHz and 2 GHz, were 40 GHz for the BiCMOS process and 120 GHz 

for the CMOS process. The millimeter wave designs were designed in a SiGe 

bipolar process with an fT of 200 GHz, i.e. the ratio between operating frequency 

and transit frequency is much smaller. With less gain available at millimeter wave 

frequencies, layout parasitics become more important to control. For the cellular 

designs the performance on a schematic level compared to a parasitic extracted level 

do not differ significantly, while for a millimeter wave circuit, the differences can 

result in a redesign and change of floor plan of the whole circuit. To mitigate the 

effect of capacitive parasitics, on-chip inductors and transformers, which resonate 

with the capacitive parasitics at the operating frequency, are heavily used in 

millimeter wave designs to increase the gain. In the work flow for designing the 

millimeter wave circuits, the majority of the design effort is on the layout level while 

for cellular designs a schematic representation is often sufficient for design 

optimization. Designing and simulating on-chip inductors and transformers is a time 

consuming task that will probably be easier in future design kits. For the designs in 

this thesis, the transformers were manually drawn and then simulated in ADS 

Momentum. The Momentum simulator is quite accurate but also time consuming. 

However, transformers could quite easily be designed using automated tools and 
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specified by number of turns, diameter and trace width. For transformer 

performance it would be beneficial to first use a tool that quickly can calculate the 

transformer parameters without using an electromagnetic simulator such as ADS 

Momentum. The more time consuming electromagnetic simulation could then be 

made on a more mature version of the transformer structure. The architectures of 

future millimeter transceivers for use in radio communication systems will probably 

undergo the same change as the cellular RFICs once did. In the early 90s, when 

terminals for mobile communication was just about to become a mass market, the 

integration level was quite low. The terminals only supported a single frequency 

band, and on the terminal PCBs there were quite a few ICs together with modules, 

external SAW filters and other passive components. The current consumption was 

high, resulting in short standby and talk time. With rapidly growing volumes and 

price erosion, research efforts were targeted towards making the chip sets cheaper, 

i.e. reducing the number of circuits and modules in the platform, eliminating as 

many off-chip components as possible, and designing RFICs that supported several 

frequency bands. Power consumption became an issue when consumers required 

longer battery time. Compared to differential front-end architectures, single ended 

topologies presented in this thesis have several advantages, especially in multiband 

architectures. Using single ended LNAs decreases the PCB and package complexity 

significantly. Utilizing the design techniques of the thesis, the performance of single 

ended LNAs and mixers can be made high enough to meet the stringent 

requirements on receiver performance for FDD systems like WCDMA and LTE. In 

the past, the integration level of the millimeter wave systems has been quite low, 

since volumes have been low. With the deployment of the future heterogeneous 5G 

networks including small pico- and femtocell base stations the price pressure on the 

base stations will most likely increase, resulting in a strive for more cost efficient 

solutions. High performance PAs have in the past been designed in GaAs and InP 

process technologies offering many advantages over Silicon technology. However, 

these technologies are expensive and do not offer any integration possibilities with 

digital control circuits. Upcoming new process technologies in both SiGe BiCMOS 

and CMOS have device performance that is good enough to start competing with 

GaAs and InP devices. Even if the mm-wave transceiver circuit might not be battery 

operated, low power consumption is also highly important for heat dissipation 

reasons, since thermal gradients on the chip can reduce performance significantly. 

The SiGe millimeter wave circuits developed in this work fits well in a possible 

future roadmap for E-band wireless communication. The target of the work has been 

to develop SiGe circuit blocks that can give adequate performance even with low 

supply voltage. With a low supply, power consumption is reduced and the supply 

can be common for both the RF and digital part. An interesting future research 

project would be to complete the entire beam steering transmitter with integrated 

PA and mount the die on an LTCC substrate with integrated antennas. This would 

certainly be a highly cost effective solution for E-band mm-wave communication. 
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Summary of included papers 
 

Paper I 

In paper I, “A 28 GHz SiGe QVCO with an I/Q phase error detector for an 81-86 

GHz E-band transceiver”, a quadrature voltage controlled oscillator together with 

an I/Q phase error detector is presented. The design was implemented in a SiGe 

bipolar process with fT equal to 200 GHz. The QVCO was designed for an 81-86 

GHz E-band transceiver. E-band transceivers use e.g. 64 QAM modulation schemes 

and the quality of the radio link is then sensitive to I/Q phase errors. In the presented 

design, the I/Q phase error can therefore be mitigated by tuning of four varactors 

connected to the QVCO outputs. The detector consists of two cross-coupled Gilbert 

mixers that generate a differential DC-voltage proportional to the phase error. At 1 

MHz offset, the QVCO phase noise equals -105 dBc/Hz, corresponding to a FOM 

of -181 dBc/Hz and a FOMT of -186 dBc/Hz. The performance of the detector was 

verified using Monte Carlo simulations, giving a 3 sigma detector phase error of one 

degree. The QVCO consumes 14 mA from a 1.5 V supply. The detector and output 

measurement buffers uses a 2.5 V supply and consume 57 mA. 

Contribution: I did the schematic design and layout and wrote the paper under 

supervision of the second author. The third and fourth authors contributed with their 

expertise in technical discussions. 

 

 

Paper II 

In paper II,”A 28 GHz SiGe PLL for an 81-86 GHz E-band beam steering 

transmitter and an I/Q phase imbalance detection and compensation circuit”, 

simulation results for a 1.5 V low supply 28 GHz beam steering PLL are presented 

together with measurement results for the QVCO and detector presented in paper I. 

The PLL was designed in a SiGe process with fT = 200 GHz. The PLL is intended 

for use in an 81-86 GHz E-band transmitter. QVCO phase control was implemented 

with DC current injection into the load of a Gilbert type phase detector. Four 

current-mode-logic (CML) dividers were cascaded for a division factor of 16 and a 

reference frequency of 1.75 GHz. Closed loop simulation in Spectre RF using a 

Verilog representation of the QVCO resulted in a phase of -115 dBc/Hz at 1 MHz 

offset. The PLL consumes 52 mW from the 1.5 V supply, plus a minimum of 7 mW 

from a dedicated variable supply for an active loop filter of the PLL. The measured 

QVCO phase noise equals -100 dBc/Hz at 1 MHz offset. The detector functionality 

was verified in measurements, however, the internal QVCO mismatch of the 

measured samples was low. 
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Contribution: I did most schematic design and all layout of the PLL chip. The 

fourth and fifth author contributed with initial schematic design and simulation of 

the active loop filter and phase detector. I designed the divider and added the phase 

control functionality to the phase detector. I made most of the top level simulations 

with some assistance from the third author. The sixth author contributed in the 

design review with important comments before tapeout. I made all measurements 

of the QVCO and detector and wrote the paper under supervision of the second 

author.  

 

 

Paper III 

Measurement results for the PLL presented in paper II are provided in paper III,”A 

1.5 V 28 GHz beam steering SiGe PLL for an 81-86 GHz E-band transmitter”. 

The PLL obtains a measured phase noise of -107 dBc/Hz at 1MHz offset. In this 

work, a small signal PLL model was also developed, obtaining good correspondence 

with the measured data. A feedback loop for the I/Q phase tuning presented in 

papers I and II was designed and simulated. The noise contribution of this feedback 

loop was added to the small signal model. The measured phase control sensitivity 

equals 2.5 ˚/µA with excellent linearity. A theoretical model for the linearity of the 

presented phase control is also provided. 

 

Contribution: I made the measurements and wrote the paper under supervision of 

the seventh author. The third author contributed with help during the measurement 

setup. The second, fourth, fifth and sixth author have contributed in the design of 

the circuit presented in paper II and measured in paper III. 

 

Paper IV 

Design and simulation results for a two-stage 81-86 GHz E-band PA are presented 

in paper IV,”A SiGe Power Amplifier for 81-86 GHz E-band”. The PA is based on 

output power combination in a stacked transformer to enable the use of a low 1 V 

supply. Capacitive cross-coupling is used in both the driver and output stage to 

increase the gain. A low supply voltage is advantageous, since it eliminates the need 

of a separate voltage regulator for the PA in an integrated transceiver. The two-stage 

PA was designed in a SiGe process with fT = 200 GHz and achieves a power gain of 

12 dB. The saturated output power is equal to 16 dBm and the peak PAE is 14%. 

The robustness of the design with the cross-coupling devices, implemented either 

as MIM capacitors or diode connected transistors, was verified using Monte Carlo 

simulations. 

 

Contribution: I made the design, performed all simulations, and wrote the paper 

under supervision of the second author. The third and fourth authors contributed 
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with technical suggestions during the design, and the fourth author also contributed 

with appreciated proof reading of the paper. 

 

Paper V 

Measurement results for two SiGe E-band power amplifiers (PAs), designed for the 

E-band at 81-86 GHz, are presented in paper V, ”Comparison of two SiGe 2-stage 

E-band Power Amplifier Architectures”. The PAs were designed in a process with 

four Cu metal layers and a maximum fT of 200 GHz. The first design uses a cascode 

topology with a 2.7 V supply voltage for both the driver and output stages. The 

second design has a supply voltage of only 1.5 V and instead uses capacitive cross-

coupling to mitigate the effect of the collector-base parasitic capacitance on the 

power gain. The first design achieves a measured gain of 16 dB at 92 GHz, while 

the gain of the second design is 10 dB at 93 GHz. For the first design, the measured 

and simulated maximum gain correspond well, while the measured gain of the 

second design is 6 dB lower than simulated. By analyzing the measured and 

simulated stability factors and 3-dB bandwidth, it is concluded that the realized 

cross-coupling capacitance is too small. The large signal performance was simulated 

using Spectre RF. Both designs have a peak PAE of 16 %. 

 

Contribution: I made the schematic and layout design of both circuits. I performed 

the measurements and wrote the paper under supervision of the second author. The 

third author contributed with help in setting up and calibrating the measurement 

equipment. The fourth author contributed in technical discussions.
 

 

Paper VI 

In paper VI, “System simulations of a 1.5 V SiGe 81-86 GHz E-band transmitter 

circuit based on a 28 GHz QVCO”, simulation results for a complete transmitter are 

presented. The circuit simulations are based on a parasitic extracted view of the 

individual blocks together with Momentum models for the inductors. To ease the 

requirements on the compression point of the transmit mixer, a three-stage PA based 

on capacitive cross-coupling was designed. The EVM of the complete transmitter 

was simulated for a 1 GHz 16 QAM signal using transient analysis. For these 

simulations, lumped models of all transformers and inductors were developed. At 

an average output power of +7.5 dBm the EVM equals 7.2 % including effects from 

phase noise corresponding to -100 dBc/Hz at 1 MHz offset and an I/Q phase error 

of 1.0˚. A phase error of 1.0˚ is what can be achieved using the phase error tuner 

and detector presented in papers I and II. 

Contribution: I made the schematic design and layout and performed all 

simulations. The MATLAB code required to extract the EVM was written in 

cooperation with the second author, where the second author wrote the core EVM 

calculator and I wrote the part that finds the minimum EVM for a certain output 
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power level and phase. The third author contributed with setting up the simulation 

environment with a behavioral model sampler that saved the output data. I wrote the 

paper under supervision of the fifth author. The fourth author contributed with 

solving some simulation setup issues. 

 

Paper VII 

In Paper VII, “Single-Ended Low Noise Multiband LNA with Programmable 

Integrated Matching and High Isolation Switches”, a multiband single ended LNA 

and balun in CMOS technology is described. The LNA is implemented as a 

common-source stage with inductive degeneration together with on-chip 

programmable matching. In simulations, the design achieves 28dB voltage gain 

with 1.8 dB noise figure. By reconfiguration, it can cover band I, II and III, i.e. it 

covers frequencies from 1805 to 2170 Hz. Programmable switches preceding the 

LNA are shown, that can provide both low insertion loss and high isolation for the 

TX signal, important in a multiband architecture. The combination of a narrow band 

input matching and a balun is shown to have sufficient selectivity to avoid 

coexistence issues for a built-in WLAN transceiver, transmitting at 5.8 GHz. Since 

the noise figure is impacted by the integrated matching inductor, the performance 

of the design would be significantly enhanced in an SOI process with high-Q 

inductors. 

Contribution: I made the design, performed the simulations and wrote the paper 

under supervision of the second author. 

 

Paper VIII 

Paper VIII,” A BiCMOS single ended multiband RF-amplifier and mixer with DC-

offset and second order distortion suppression”, presents simulation results of a low 

NF multiband single ended LNA and single ended active mixer with a DC feedback 

loop around the mixer in BiCMOS technology. The design performance is verified 

for band I, III and VIII. The mixer transconductance stage has been implemented as 

a programmable current-to-current feedback amplifier with suppression of the 3rd 

harmonic of fLO for improved noise figure. The mixer topology consists of one main 

mixer and one trim mixer connected in parallel. The feedback loop around the mixer 

suppresses both mixer DC-offset as well as second order distortion. The low 

frequency noise from the feedback loop is suppressed by the partition into a main 

and trim mixer. In Monte Carlo simulations, the presented work achieves at least 

+47dBm IIP2 in band I with 32dB conversion voltage gain, i.e. a performance 

sufficient for a 3G transceiver. The design utilizes two external large filter 

capacitors that can be placed inside the IC package. 

Contribution: I made the schematic design, performed the simulations and wrote 

the paper under supervision of the main supervisor of my licentiate thesis, Dr. Pietro 
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Andreani at the department of Electrical- and Information Technology, Lund 

Institute of Technology 
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Abstract—This paper presents a 28 GHz QVC

used in an 81-86 GHz E-band transceiver. E-
using e.g. 16 QAM modulation schemes are sen
error. Already a three degree error significantly
error rate, and careful control of the phase err
QVCO is therefore required. In the presented
error can be tuned using four varactors, each co
the QVCO outputs. The phase error is detec
coupled active mixers, creating a DC-level pr
phase error. The accuracy of the detector has
Monte Carlo simulations showing a 3 sigma p
degree. The QVCO is designed in a SiG
 fT = 200 GHz. The current consumption is 14 
supply and 57 mA from a 2.5 V supply. The
dedicated to the detector and output buffers. A
phase noise equals -105 dBc/Hz with a FOM of
a FOMT of -186 dBc/Hz. The die area equals 1.3
 
 Index terms – mm-wave, QVCO, E-band, pha

I. INTRODUCTION 

 
he E-band frequencies located at 71-76
GHz are used for wireless point-to-poin
[1] and offers data rates in the gig

application for E-band links is wireless b
systems. The first generation of E-band r
modulation schemes such as QPSK tolerating
error. At present spectral efficiency has b
even for E-band radio links and higher o
schemes e. g. 16 QAM and 64 QAM are 
commercial radio links. Using higher order Q
however puts stringent requirement on the I/
the transceiver [1]-[3]. If not minimized, 
(BER) will increase rapidly with increasing 
I/Q phase error originates from both static sou
ones, changing from circuit to circuit. The 
caused by device mismatch, whereas stati
caused by thermal gradients on the chip, esp
to control in a design with an integrated po
mm-wave integrated design is sensitive 
capacitive parasitics and therefore designing 
at the TX carrier frequency is not preferred. A
that the Q-value of the varactor decreases
operating frequency. This paper describes 
layout of a 1.5V 28 GHz QVCO with tuna
quadrature output signals, together with a 
phase error calibration. The QVCO is t
transmitter architecture depicted in figure 1. 
carrier is generated in a two-step up convers
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T
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-band transceivers 
nsitive to I/Q phase 
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ror of the 28 GHz 

d design the phase 
onnected to one of 

cted in two cross- 
roportional to the 
s been verified by 

phase error of one 
Ge process with 
mA from a 1.5 V 

e 2.5 V supply is 
t 1 MHz offset the 
f -181 dBc/Hz and 
3 mm2. 

ase error, SiGe 

6 GHz and 81-86 
nt communication 
gabit range. One 
backhaul in LTE 
radio links used 

g higher I/Q phase 
ecome important 
order modulation 
now available in 
QAM modulation 
/Q phase error of 
the bit-error-rate 
phase error. The 

urces and random 
random error is 

ic errors can be 
pecially important 
ower amplifier. A 

to mismatch in 
a QVO operating 
Another reason is 
s with increasing 

the design and 
able phase of the 

detector for I/Q 
the core in the 
The 84 GHz TX 

sion. The 28 GHz 

QVCO presented in this paper 
separated in phase by 90 degrees t
mixer. The 56 GHz LO signals f
created by the differential second ha
the emitters of the cross coupled tr
outlining one half of the QVCO. Th
μm SiGe HBT process with four Cu
200GHz.  

     
Fig.1. 84 GHz transmitter architecture 
 

II. QVCO AND DETEC

A. QVCO and detector architecture
The 28 GHz QVCO and detector a
figure 2. Two identical VCO’s a
coupling transistors to provide quad
four QVCO outputs, Ip. In, Qp and 
one buffer driving the phase error
collector output buffer required to m
In the presented design only one o
the output buffer is used for meas
buffer outputs are terminated on-
output buffer must deliver high eno
measurements.  

  
Fig.2. QVCO and detector architecture 
 
Relative to the QVCO core, the pow
detector buffer and the phase error d

e QVCO with an I/Q phas
n 81-86 GHz E-band transc
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creates four LO signals, 
that drive the 28 GHz I/Q 
for the second mixer are 
armonic which is present at 
ransistors [4], see figure 3 
he design is made in a 0.18 
u metal layers and an fT of 
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These parts should therefore preferably only b
calibration. Alternatively the detector buffer 
even after calibration not to alter the QVCO lo
 

B. QVCO core 
The schematic of one of the QVCO cores is d
3. The supply is 1.5 V to reduce the power c
the main stage and injection stage are biased 
and 1 mA, respectively. Generally larger 
current improves the oscillator phase noi
sources are degenerated with resistors with a
180 mV to reduce their noise. In conventio
with bipolar devices with high voltage swi
nodes, AC coupling between the base and 
main stage core is utilized to prevent forwa
base collector junction. In the presented des
has been eliminated, reducing core area and p
mV peak output signal the base collector vo
mV, i.e. on the limit of forward biasing. To k
symmetric as possible the tail current sourc
for both cores of the QVCO. 

Fig.3. QVCO core with phase error tuning architecture 
 
Each part of the QVCO contains two phase er
biased with control voltages Vtune_p and Vtu
there are four tuning blocks biased with 
ranging from 0 to 7.7V, which is the maximu
varactor. In order to be able to correct for th
the QVCO, a sufficient range in capacitance 
tuning block for varying control voltage is re
accomplished by scaling the size of the AC c
and the phase tuning varactor. In the pres
capacitance simulated on an extracted vie
tuning block standalone varies from 44 fF
important to keep the ratio of the total capac
phase tuning blocks and the frequency tuni
enough not alter the QVCO frequency too 
phase error is optimized.  

C. Output and detector buffers 
The output buffer given in figure 4 is desi
collector cascode. The buffers are require
measure the QVCO output signal. Four buffe

be active during 
should be active 

oad. 

depicted in figure 
consumption, and 
with Ic = 5.8 mA 
main stage bias 

ise. The current 
a voltage drop of 
onal VCO design 
ing at the output 
collectors in the 

ard biasing of the 
sign AC coupling 
parasitics. At 360 
oltage equals 720 
keep the layout as 
es are duplicated 

 

rror tuning blocks 
une_n, i.e. in total 
control voltages 

um voltage of the 
he phase errors of 

of the frequency 
equired. This was 
oupling capacitor 
ented design the 

ew of one phase 
F to 36 fF. It is 
itance of the four 
ng varactors low 
much when the 

gned as an open 
ed to be able to 
rs are included in 

the presented circuit, out of which
connected to the on chip 2.5 V su
fourth output buffer has its input c
phase error originating from not 
connected to identical loads is less th
isolation provided by the cascod
transceiver the output buffers coul
having to drive 50  loads. In 
collector output is connected to a b
depicted in figure 4a. Biased wit
delivers -2 dBm at 28 GHz to the 5
load the QVCO core with a too larg
lowering the QVCO frequency, the i
50 fF and the input device is dege
The cascode device improves the 
isolation of the buffer. The four c
buffers driving the detector are also
output. The detector buffers are bi
common collector architecture was 
impedance. Due to capacitive par
operate as a voltage follower wit
Instead the QVCO output signal is 
enough to drive the detector though.
The same approach to reduce the 
output buffer is used for the detect
input the signal equals 215 mVpp. 

   (a) Output buffer       (b
 

Fig.4. Buffer architectures
 

D. Detector design 
The detector is implemented as t
mixers with a differential output v
phase difference from 90 degrees. M
phase error is crucial for the possib
error of the QVCO. Monte Carlo s
standalone have therefore been used
the detector is low enough not to i
QVCO phase error tuning. The dete
balanced active mixers that are cro
figure 5 for mixer 1, the detector b
transconductance devices are denote
to the switching pairs are named Q
active mixer as a detector would res
present an output differing from ze
that are 90 degrees out of phase du
the active mixer. With two cross 
mixer 2 transconductance and switc
the effect of the internal phase shift 

h three have their outputs 
upply voltage VCCdet. The 
connected to node Ip. The 
having all buffer outputs 
han one degree due to high 
de. In a fully integrated 
ld be reduced in size not 

measurements the open 
bias-T and a 50  load as 
th Ic = 7.8mA the buffer 
50  load. In order not to 
ge capacitive load, thereby 
input AC coupling is set to 

enerated with resistor RE_1. 
high frequency gain and 

common collector detector 
o connected to the QVCO 
iased with Ic = 3.3mA. A 
selected for its high input 

rasitics the stage will not 
th unity gain at 28 GHz. 
attenuated while still high 
 
capacitive load as for the 
tor buffer. At the detector 

 

b) Detector buffer 

s 

two cross coupled active 
voltage proportional to the 
Minimum internal detector 
bility to tune out the phase 
simulations of the detector 
d to secure that the error of 
impact the accuracy of the 
ctor consists of two double 
ss coupled. As depicted in 

buffer output signals to the 
ed Ip and In and the signals 

Qp and Qn. Using only one 
ult in a detector that would 
ero volts for input signals 

ue to internal phase shift in 
coupled mixers, i.e. with 

ching pair signals swapped, 
of the mixers is cancelled. 
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Fig.5. Active mixer and detector schematic 
 
There are three different sources of error of 
first is inductive and capacitive leakage coup
RF signals inside the active mixers. Th
mitigated by careful layout, i.e. keeping the L
well separated and preferably perpendicular. 
arises from coupling between wires and dif
length in the routing of the four signals from 
two active mixers as indicated in figure 6
originates from mismatch of the active and p
the active mixers. In the presented design th
minimized by device up scaling. Generally th
performance of an active mixer is reduced i
devices are used, but in this implementati
voltage at the mixer output is of interest, mak
reduce the detector error due to mismatch u
devices sized a factor of 7 and 5 times the o
maximum fT for the transconductance and
respectively. The gain of the detector standa
to 22 mV/degree phase error. The dete
dedicated supply voltage of 2.5V, which is
QVCO measurement buffers and the co
buffers driving the detector. The bias current 
figure 5 equals 12.9 mA. The detector i
intended to be used during calibration and sho
disabled. 
 

E. QVCO inductors 
To minimize capacitive losses to the substr
are implemented in the top Cu layer with a
μm. The octagonal inductors depicted in fi
with an inner diameter of 50 μm and a trace 
The differential inductance of the inductor 
with a Q value of 18 at 28 GHz. The supply
VCO is connected through a center tap on t
highly important to place the phase error det
possible to the detector buffers. Too large w
combination with a large detector input 
otherwise create a low-pass filter that reduces
the signal to the detector. Unequal wire lengt
in different amplitude and phase of the four 
QVCO was simulated and optimized using th
Momentum 2.5D EM simulator. In total a 22
model based on the routing layout in figure 6
simulations, accounting for coupling betwee
inductors as well as inductive and capacitiv
wiring to both the measurement output 
detector buffers. 
 

 

the detector. The 
pling the LO and 

his error can be 
LO and RF signals 

The second error 
fferences in wire 
the QVCO to the 
. The third error 

passive devices in 
his error has been 
he high frequency 
f too large active 
ion only the DC 
king it possible to 
using large active 
optimum size for 
d switching pair 
alone is simulated 
ector requires a 
s shared with the 
ommon collector 
of the detector in 
is however only 
ould thereafter be 

rate the inductors 
a thickness of 2.8 
igure 6 are sized 
 width of 11 μm. 

r equals 0.12 nH 
y voltage of each 
the inductor. It is 
tector as close as 

wire inductance in 
capacitance will 

s the amplitude of 
th will also result 

r LO signals. The 
e ADS  

2 port s-parameter 
6 was used in the 
en the two VCO 

ve parasitics from 
buffers and the 

 
Fig.6. QVCO inductor and buffer routing lay
 

III. CHIP LAY
The chip layout is given in figure 7.
928 μm x 1448 μm, of which the Q
a smaller part, 370 μm and 515 μ
used for decoupling capacitors, b
type for low frequency decouplin
capacitors realized by parallel pl
decoupling. In total there are 30 pad
 

 
Fig.7. QVCO and I/Q phase error detector lay

IV. SIMULATED PER
The performance of the QVCO an
using the Cadence Spectre RF too
were used for the active devices. 
buffer routing depicted in figure 6 w
Momentum tool. A second 12 por
used for the inductive and capaciti
the In, Ip, Qp and Qn connections 
respective input of the mixers d
simulations are based on an extra
including capacitive and resistive pa
The simulated QVCO frequency vs
Vctrl is given in figure 8. When the 
the varactors will be forward biased
increase strongly. Maximum con
breakdown voltage of the varacto
supply voltage, i.e. 9.2V. The QVCO
GHz and 31.0 GHz, i.e. 18 % tun
phase noise increase of 3 dB. If the
and Qn connections given in figure 
detector is not perfectly symmetric, 
will differ from zero volts when th

 

out 

YOUT 
. The size of the die equals 

QVCO and detector occupy 
μm. The remaining area is 
both metal-insulator-metal 
ng and metal-oxide-metal 
lanes for high frequency 

ds. 

 

yout 

RFORMANCE 
nd detector were simulated 
ol. Gummel Poon models 
The QVCO inductor and 

was modeled with the ADS 
rt s-parameter model was 
ive routing parasitics from 

given in figure 6 to the 
depicted in figure 5. All 
acted view of the design 
arasitics. 
s. varactor control voltage 
control voltage is too low, 
d and the phase noise will 
ntrol voltage equals the 
r, 7.7 V, plus the 1.5 V 
O can be tuned between 26 
ing range for a maximum 
 routing from the In, Ip, Qp 
6 to the two mixers in the 
the detector output voltage 
here is exactly 90 degrees 
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between the signals In, Ip, Qp and Qn in figu
static offset of 2.4 degrees to the phase tuning

Fig.8. QVCO phase noise and frequency vs. varactor tune
 
The midpoint of the tuning voltage range equ
i.e. 3.85 V. A phase tuning voltage, Vtune_ctrl, i
the four phase tuning varactors simultane
Vtune_I_p = Vtune_I_n = 3.85 - Vtune_ctrl and Vtune
3.85 + Vtune_ctrl. In figure 9 the phase change
detector output voltage is simulated vs. 
inductive and capacitive coupling in the routi
At the detector input, curve M2, the I/Q phas
14.5 degrees. The detector output voltage, 
0.44V output voltage range for a 14.5 degre
at the detector input.  

Fig.9. Phase change and detector output voltage vs. tune 
 
The internal error of the phase error detector 
Monte Carlo simulation with the detector dr
signals separated by 90 degrees.  
 

Fig.10. Monte Carlo simulation of detector output voltag
 
With 200 iterations |μ|+|3σ| equals 23mV in f
Since an I/Q phase error of 1.0 degree c
detector output voltage of 22 mV, the accurac

ure 6. This adds a 
g. 

 
e voltage 

uals half of 7.7 V, 
is defined to vary 
ously by setting 
e_Q_p = Vtune_Q_n = 
e and differential 
Vtune_ctrl without 

ing to the mixers. 
se can be changed 
curve M1, has a 
e I/Q phase error 

 
voltage 

was verified in a 
riven by four LO 

 
ge 

figure 10. 
corresponds to a 
cy of the detector 

is high enough to detect a QVCO ph
The simulated performance of t
compared to other published and me
The performance is in line with thes
the additional advantage of accur
through calibration. 
 
Ref Techn. 

/Arch 
Quad 
Out 

freq. 
[GHz] 

PN @ 
1 MHz 
[dBc/Hz] 

[6] 

0.13 
μm 

CMOS 
QVCO  

Y 24.2-
25.2 -112 

[7] SiGe 
VCO  N 18.1-

20.5 -116 

[8] SiGe 
VCO N 36.2-

38.4 -102 

This 
work SiGe Y 26.0-

31.0 -105 

 
Table 1. Performance comparison to publishe

V. CONCLUS
The presented QVCO including a d
minimization makes it possible to o
lowest possible EVM. This is of hi
radio links using higher order mo
QAM and 64 QAM. The QVCO fe
for quadrature phase fine tuning, wit
feedback from the detector output 
these varactors is implemented, the 
of the detector would enable excelle
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Abstract This paper presents two circuits, a complete

1.5 V 28 GHz SiGe beam steering PLL and a standalone

28 GHz QVCO with I/Q phase imbalance detection and

compensation. The circuits were designed in a SiGe pro-

cess with fT = 200 GHz. The PLL is intended to be used

for beam steering in an 81–86 GHz E-band transmitter.

Phase control is implemented by DC current injection at

the output of a Gilbert architecture phase detector showing

a simulated phase control sensitivity of 1.2�/lA over a

range close to 180�. The simulations use layout parasitics

for the QVCO, frequency divider, and phase detector, and

an electromagnetic model for the QVCO inductors. The

divider is implemented with four cascaded divide-by-two

current-mode-logic blocks for a reference frequency of

1.75 GHz. For closed loop simulations of PLL noise and

stability, the QVCO is represented with a behavior model

with added phase noise. This simulation technique enabled

faster simulation time of the PLL. The PLL in band phase

noise at 1 MHz offset equals -115 dBc/Hz. Excluding

output buffers, the entire PLL consumes 52 mW plus a

minimum 7 mW from a variable high voltage supply

required to extend the PLL locking range. The measured

phase noise of the standalone QVCO equals -100 dBc/Hz

at 1 MHz offset. Since E-band radio links utilize higher

order QAM modulation, the bit-error rate is sensitive to I/Q

phase error. In the measured standalone QVCO with I/Q

phase imbalance detection and compensation, the error is

detected in two cross coupled active mixers that have an

output DC level proportional to the phase error. The error

can then be eliminated adjusting the bias of four varactors

connected to the QVCO outputs. The current consumption

of the chip equals 14 mA from a 1.5 V supply and 57 mA

from a 2.5 V supply dedicated to the detector and 28 GHz

output measurement buffers.

Keywords PLL � E-band � mm-Wave � EM-simulation �
QVCO � Beam steering

1 Introduction

Data links with gigabit capacity for wireless point-to-point

communication [1] can be implemented in the two E-bands

located at 71–76 and 81–86 GHz. To achieve sufficient

range, highly directional antennas with narrow lobes have

to be used at both receiver and transmitter side. To ease

installation and maintenance, beam steering [1] would thus

be beneficial. Beam steering can be implemented in the RF

path, in the LO path, or in the baseband [2], where

implementation in the digital domain is the most flexible

solution but also has the drawback that separate ADCs and

DACs are required for each receive and transmit path. The

architecture of the LO signal generation is also important to

consider. Using a single quadrature LO generation and

distributing its four output signals across the chip to each

transceiver is a less attractive solution [2, 3]. At mm-wave

frequencies the power consumption of the LO buffers

required for signal distribution would be very large in

comparison with other transceiver parts. Long routing will

also result in phase and amplitude mismatch of the LO

signals [2–4]. Since spectral efficiency of the radio link is

important, next generation E-band links will use e.g. 256
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and 512 QAM modulation. To maintain a low bit-error-rate

(BER) there will then be stringent requirements on I/Q

phase error [5–7].

In the presented transmit path architecture given in

Fig. 1, a 28 GHz QVCO is used to generate the 84 GHz

TX carrier in two steps [3, 8, 9]. An architecture with a

QVCO operating directly at the 84 GHz carrier frequency

is not preferred due to stringent requirements on I/Q phase

error for higher order QAM modulation [5–7]. The effect

of device mismatch is worse in a higher frequency QVCO

and I/Q mixer. Instead a 28 GHz I/Q mixer first up-con-

verts the baseband signal. The 84 GHz TX signal is then

created by mixing with the 56 GHz differential second

harmonic present at the emitters of the cross coupled

QVCO transistors [3, 8, 9].

This paper first describes the design and layout of circuit

1, a 28 GHz beam steering PLL, see Fig. 2.

For high speed, the frequency divider is designed with

high speed current mode logic (CML) [10, 11], and divides

by 16 for a reference frequency of 1.75 GHz. The phase

detector (PD) [12–16] is using a Gilbert type architecture

[17–19]. The loop filter is implemented as an active filter

followed by a passive RC link [17]. Phase control is

implemented by injecting a DC current into the phase

detector load [3, 4]. The phase detector output current is

close to proportional to the phase difference of the phase

detector inputs. By offsetting the detector output current,

its input phase difference must change to keep the output

voltage and QVCO frequency constant. The issues of

routing mm-wave LO signals across the chip have been

avoided by using a separate PLL for each transmit path, see

Fig. 3. The PLL is intended to reside as close as possible to

the up conversion mixers, and the only signal routed to

different transmit paths is the low frequency reference

signal of 1.75 GHz. The phase of each LO signal can be

controlled by injecting DC current into the loop filter of the

PLL.

The important requirement of low I/Q phase error is

addressed in circuit 2, outlined in Fig. 4, featuring a

28 GHz QVCO with I/Q phase control together with a

QVCO phase error detector. In the detector, the QVCO

phase error generates a differential DC output voltage that

is proportional to the phase error between the I and Q

output, i.e. to the phase deviation from 90� [8]. The four

outputs from the QVCO, Ip, In, Qp and Qn are connected to

Fig. 1 Architecture for a beam

steering 84 GHz transmit path

Fig. 2 Circuit 1: 28 GHz beam

steering PLL

Fig. 3 Beam steering transmitter architecture using DC current

injection in the PLL phase detector

384 Analog Integr Circ Sig Process (2015) 84:383–398

123



the measurement output buffer as well as a buffer driving

the phase error detector. Measurement results are presented

for both the QVCO and the detector and are compared with

previously simulated performance of this circuit [8].

Both circuit 1 and 2, outlined in Figs. 2 and 4 respec-

tively, are designed in a 0.18 lm SiGe HBT process with

four Cu metal layers with a top layer thickness of 2.8 lm.

The process does not have any MOS devices. In this work,

SiGe technology was selected instead of CMOS due to

planned integration of the transmitter with a power

amplifier (PA). An advantage with SiGe technology is the

high fT in combination with high base collector breakdown

voltage, BVCES, making it possible to design millimeter

wave PAs with high output power. There are three different

npn devices available optimized with different tradeoffs

between open base collector emitter breakdown voltage,

BVCEO, and transit frequency, fT. For all blocks except the

active low pass filter, a device with a nominal breakdown

voltage of 1.5 V is used. In the active low pass filter of

circuit 1, using a higher supply voltage, a high voltage

device is selected with BVCEO equal to 4.0 V and a lower fT
of 35 GHz. Where applicable, metal-oxide-metal (MOM)

capacitors have been formed by connecting the Cu 1 and

Cu 2 layers together to form a bottom plate, as well as

connecting the Cu 3 and Cu 4 layers to form a top plate. At

mm-wave frequencies, e.g. at 28 GHz, the Q-value of the

custom made MOM capacitors exceeds that of the MIM

capacitors provided by the SiGe technology [8]. Since the

supply is 1.5 V and the process does not have any MOS

devices it is difficult to design the logic blocks required for

a conventional phase frequency detector using a charge

pump [9, 12–16].

2 Beam steering PLL design

2.1 PLL bandwidth selection

Since the combined gain of the PD and active LPF in Fig. 2

is high the closed loop will suppress the noise contribution

from building blocks after these inside the loop bandwidth.

The divider is in the feedback path and its noise is not

suppressed inside the loop bandwidth, however, and it

largely contributes to the in-band phase noise. From [8] the

minimum phase noise of the QVCO versus Vctrl voltage

equals -105 dBc/Hz at 1 MHz offset, giving -129 dBc/

Hz after division by 16 of the QVCO signal. The divider

output phase noise equals -134 dBc/Hz at 1 MHz offset.

Thus, only considering closed loop PLL noise minimiza-

tion, a suitable PLL bandwidth should be about 1 MHz.

The PLL bandwidth, however, also affects other important

parameters, like PLL stability, spur suppression and lock-

ing time [17]. The PLL phase margin was optimized by

changing the value of resistor R4 of the passive RC filter of

the low pass filter outlined in Fig. 9. Spurs in the PLL

output spectrum arise from mixing products in the PD that

modulate the QVCO [17] due to finite high frequency

suppression in the loop filter. In this case, however, for a

reference frequency of 1.75 GHz and a PLL bandwidth of

1 MHz also a low order loop filter will provide high sup-

pression. In radio systems utilizing frequency jumping, or

where in order to save current the PLL is sometimes turned

off, the requirement on PLL locking time restricts the loop

bandwidth. This is however not the case for an E-band

radio link. The bandwidth could thus be chosen for opti-

mum phase noise performance.

2.2 QVCO core design

The schematics of the QVCO core and architecture for I/Q

phase error tuning [8, 9], used both standalone, see Fig. 4,

and in the PLL, see Fig. 2, are shown in Fig. 5(a) and

(b) respectively. The main and injection stages are

designed with bias currents of 5.8 and 1.0 mA respectively.

The supply voltage equals 1.5 V. For layout symmetry

purposes there are two main varactors realized as reversed

biased pn-junctions and controlled with bias voltage Vctrl.

The QVCO inductors, LVCO, are simulated and modeled

using ADS Momentum. The design is identical to the

QVCO presented in [8, 9], except that the main varactor is

10 % smaller in the PLL design in order to increase the

maximum oscillation frequency. Each part of the QVCO

contains two phase error tuning blocks biased with control

voltages Vtune_p and Vtune_n. With two QVCO cores there

are four tuning blocks biased with control voltages ranging

from 0 to 7.7 V, which is the maximum allowed voltage of

the varactor in the SiGe process. The I/Q phase error can be

minimized by altering these control voltages [8]. Changing

its control voltage from 0 to 7.7 V reduces the capacitive

load of one tune block from 44 to 36 fF. This is a sufficient

capacitance change to enable a simulated I/Q phase tuning

of 14.5� [8]. With control voltages as high as 7.7 V the

relation between control voltage and phase error is not

Fig. 4 Circuit 2: 28 GHz QVCO with I/Q phase imbalance detection

and compensation
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perfectly linear [8]. This nonlinearity can however be

compensated for using a look-up table.

2.3 Frequency divider design

The frequency divider [9] in Fig. 2 is implemented with

four cascaded CML divide by two circuits [10, 11]. The

architecture of the CML latch and divider are given in

Fig. 6(a) and (b), respectively. The divide by two function

is realized with the two latches in Fig. 5(b) connected in

negative feedback with data outputs of the second latch

connected to data inputs of the first latch. The presented

divider performance is optimized for a supply voltage as

low as 1.5 V. Common CML dividers in SiGe technology

operate with higher supply voltages allowing for tail cur-

rent sources, and also for emitter followers at the CML

latch output [10, 11]. Low supply voltage operation has

been achieved with the topology shown in Fig. 5(a) in

combination with a low voltage swing at the latch output

nodes Qp and Qn. If the voltage swing is too large, the

base–collector junction of the lower pair will be forward

biased when the voltage at Qp and Qn is at its lowest value,

thus significantly reducing the maximum divider

frequency.

The first divide-by-two stage is biased with a total cur-

rent of 6.0 mA and has load resistors of 70 X. The second

stage consumes 3.3 mA with load resistors equal to 150 X.
The third and fourth stages are equal and consume 2.1 mA

each and are loaded with 200 X. The total power con-

sumption of the divider equals 20 mW. For isolation pur-

poses two differential buffers, see Fig. 8(a), are placed

between the QVCO and the divider. The buffers are biased

with tail currents of 1.1 mA and have load resistors Rc of

400 X. One buffer is driven by the Ip and In QVCO outputs

and a second buffer is driven by the Qp and Qn outputs. The

second buffer is connected to the divider while the first

buffer is unloaded. Using only one buffer, the load of the

QVCO would become asymmetric resulting in a large I/Q

phase error.

2.4 Phase detector and phase control design

A conventional PLL designed in a CMOS or BiCMOS

technology is usually implemented using a phase frequency

Fig. 5 QVCO core schematic and architecture. a QVCO core schematic, b QVCO architecture

Fig. 6 CML divider block.

a CML latch, b CML divider

386 Analog Integr Circ Sig Process (2015) 84:383–398

123



detector (PFD) and a charge pump (CP) [12–15]. The PFD

can be implemented using two D-type flip flops and an

AND gate [13]. In the presented PLL, see Fig. 2, a Gilbert

mixer type of phase detector (PD) [17–19] is instead used.

A drawback of using this type of phase detector compared

to a PFD is the reduced input phase range, which in the PD

is p radians [19] and in the PFD 4p radians [13]. Fur-

thermore, the common architecture comprising a PFD and

CP generates current pulses that are dependent on both the

frequency and phase difference of the reference signal fref
and the divided signal of the VCO, fdiv, facilitating PLL

lock acquisition. The Gilbert type phase detector, on the

other hand, has a DC output that depends on the phase

difference alone. If the frequency of the two input signals

fref and fdiv are different, the output signal from the PD will

be time varying resulting in potential PLL locking diffi-

culties. In Fig. 7 outlining the PD, the divided and buffered

QVCO signal is connected to the voltage-to-current con-

verting transistors Q1, while the buffered reference signal is

supplied to the bases of the current commutating transistors

Q2. If the current switching from one branch to the other

takes long time there will be a region of reduced gain in the

output voltage versus input phase offset characteristic.

Therefore a limiting buffer has been placed between the

external sinusoidal reference signal and the PD to make the

reference signal more square wave shaped with fast tran-

sitions. The resistive load R1 at the PD output is chosen to

50 X to give enough voltage headroom for the output

signal. To attenuate signal feed through of harmonics of the

reference frequency, capacitors C1 of 2.5 pF are placed in

parallel with the resistive load. The -3 dB frequency

equals 1.3 GHz, which is far above the loop bandwidth and

will thus not affect the loop dynamics. The gain of the PD

depends on the size of the load resistors R1 and the col-

lector bias current, Ic_PD, of the transconductance transis-

tors. The current was equal to 0.7 mA, which resulted in a

gain of 0.55 mV/degree.

One way of mitigating the drawbacks of the PD is to

implement a bias circuit that during the PLL locking

process sweeps the VCO control voltage in order to make

fref and fdiv equal at a certain time, thus making the PLL

lock more quickly and reliably. In this work, however, the

sweep circuit has not been implemented. Instead PLL

locking is enabled by using a separate and variable supply

voltage for the active low pass filter [17], in Fig. 9, which

has its output connected to the QVCO varactor. Phase

control of the 28 GHz QVCO was implemented by

injecting the collector DC current from transistor Q3 into

the PD load, thereby offsetting the PD and forcing a phase

difference between the phase detector inputs that depends

on the amount of injected DC current. A similar method of

phase control, but for a CMOS design including a charge

pump, has been described in [3] and [4]. Both the reference

and divider signals in Fig. 7 are AC-coupled into the phase

detector and biased using current mirrors. The variable DC

current used for phase control is also created using a cur-

rent mirror. In Fig. 7 these current mirrors have been

omitted for clarity. Using this biasing strategy is beneficial

since the phase of the 28 GHz QVCO output signal is then

controlled by a current ratio, which can be accurately

programmed by matched current sources.

2.5 Reference and divider buffer plus 1.75 GHz

divider output buffer design

Buffers, outlined in Fig. 8(a), are placed between the

divider and the phase detector in Fig. 2, as well as between

the input reference signal and the phase detector. The

divider buffer is required to isolate the divider output from

the phase detector. Otherwise the divider output load

changes as a function of the phase difference between fref
and fdiv. Such a change in load impedance would result in

discontinuities in the PD output voltage versus input phase

difference. The buffer between the external reference sig-

nal fref and the PD makes the signal more square-wave

shaped which is required to achieve a constant gain of the

PD versus the phase difference between its input signals.

The divider buffer, driving the transconductance part of the

PD, was biased with a tail current of 1.1 mA and loaded

with resistors R2 equal to 100 X. This gives a differential

output signal of 97 mVp. The reference frequency buffer

driving the switching pairs of the PD was biased with a tail

current of 3.0 mA, which in combination with load resis-

tors R2 of 100 X gives a differential output signal swing of

650 mVp. A differential open collector cascode measure-

ment buffer, shown in Fig. 8(b), for the 1.75 GHz divider

output signal, is placed after the divider buffer. In total the

measurement buffer consumes 10.4 mA. The purpose of

the buffer is to verify correct operation of the divider. One

side of the buffer is connected to an external bias-T, while

the other is internally terminated to the supply. This buffer

does not need to be active during PLL operation.
Fig. 7 Phase detector with PLL phase control, biasing circuitry not

shown
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2.6 Loop filter design

The PLL loop filter, given in Fig. 9, has been implemented

as a combination of an active RC filter and a passive RC

link [17]. With R1 set to zero ohm, C1 equal to 7 pF in

combination with phase detector load resistor R1, see

Fig. 7, equal to 50 X, a pole is introduced at 8.2 MHz. The

active filter also provides a zero at a frequency determined

by the feedback resistor R1 equal to 1 kX and capacitor C1

that can be used to reduce the phase shift of the filter

thereby improving the PLL phase margin. The filter is

loaded with resistor R2 equal to 1 kX. The filter tail bias

current, Ibias_LF is equal to 2.0 mA. The common collector

stage, i.e. transistor Q2 and resistor R3 equal to 3.5 kX,
provides isolation between the active filter and the passive

RC link consisting of resistor R4 and capacitor C4. The

intention of the passive filter is to introduce a second pole

in order improve spur suppression. The passive filter has R4

equal to 1 kX and C4 equal to 20 pF where 4 pF out of C4

reside close to the QVCO core to improve suppression of

high frequency signals on the control voltage. From [9], the

simulated tuning range of the QVCO is 4.7 GHz for a

varactor control voltage, Vctrl, ranging from 1.0 to 9.2 V. In

order to be able to lock the PLL over such a wide varactor

control voltage range, the locking range of the PLL can be

moved across the QVCO tuning range by altering its sup-

ply voltage VCC_LF [17]. High voltage npn devices with

open base breakdown voltage, BVCEO, of 2.5 V are used in

the low pass filter design. The common collector devices

must be sized large enough to handle the increase in col-

lector current that results from an increase in supply volt-

age. For i.e. VCC_LF equal to 9 V, the collector current of

the Q2 devices is 2.0 mA, giving a total loop filter power

consumption of 54 mW, whereas for a supply of 2.7 V

giving Vctrl = 1 V the power consumption is only 7 mW.

2.7 Verilog-A representation of the QVCO

In this work a method using a Verilog-A behavioral model

[20–22] of the QVCO is proposed to simulate the PLL in

locked mode using SpectreRF periodic state analysis (PSS).

With increasing division ratio of the PLL divider, the fre-

quency ratio between the reference frequency fref and the

QVCO frequency increases, causing convergence difficulties

if a layout parasitic extracted representation of the QVCO is

used. To further speed up simulation the behavioral model

onlymodels aVCOand not aQVCO, since only two phases of

the QVCO are required as input to the divider block. The

behavioral model of a fixed frequency oscillator with phase

noise provided in the standard Cadence module library rfLib

has been modified into a voltage controlled oscillator (VCO)

with phase noise. The VCO model is based on the relation

between frequency and phase, i.e. phase is equal to the time-

integral of frequency [22]. The frequency of the Verilog-A

VCO is controlled by the four input parameters, the VCO

sensitivity, KVCO, the nominal frequency, fnom, the varactor

voltage, vvarac, and the varactor nominal control voltage, vnom.

The instantaneous VCO frequency is given by

fVCO ¼ fnom þ KVCO vvarac � vvomð Þ ð1Þ
The integrator operator in Verilog-A, idt [22], is then

used to derive the current output signal from the VCO, Vout,

where the VCO output amplitude equals A.

Vout ¼ A sin 2p r fVCOdt
� � ð2Þ

In Verilog-A (2) is written as

V outð Þ\þ A � sin 2 �M PI � idt f VCOð Þð Þ ð3Þ
In the Cadence Verilog-A module, the phase noise is

added to the VCO output signal using two noise levels, n1

Fig. 8 Reference and divider

input/output buffer schematic

(a) and divider output

measurement buffer (b)

Fig. 9 Loop filter with variable supply voltage schematic
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and n2, defining the break points in frequency, f1 and f2, for

a phase noise slope of 20 and 30 dB/decade respectively.

The flicker noise can be activated using a control parameter

fc. Using the phase noise shaping parameters a good match

between behavioral and schematic level QVCO phase

noise can be achieved. The KVCO parameter is set to a value

that matches the sensitivity for a schematic level simulation

at a certain control voltage, vnom, and the nominal fre-

quency, fnom, is set to the QVCO frequency at that voltage.

The behavioral model of the QVCO enables fast closed

loop PLL noise performance simulations using Spectre RF

PSS. In conventional PLL design [17], the phase detector,

VCO and frequency divider are replaced with equivalent

linear behavioral models that can be used for ac simula-

tions only. These small signal models are then used to

simulate the open and closed loop transfer functions as well

as stability. The presented simulation technique using a

Verilog-A model of the QVCO including phase noise

offers the advantage that the closed loop PLL noise per-

formance and stability can be simulated directly with

parasitic extracted views for the phase detector, low pass

filter and divider without using linear models.

3 28 GHz QVCO and I/Q phase imbalance
detection and compensation circuit design

3.1 Introduction

The beam steering PLL is designed based on a QVCO core

that has been designed and measured in a previous circuit

outlined in Fig. 4; a 28 GHz QVCO with I/Q phase imbal-

ance detection and compensation [8]. A phase error in the

QVCO can be cancelled by changing the bias of the four

tuning varactors shown in Fig. 4. This is a sufficient capac-

itance change to enable a simulated I/Q phase tuning range of

14.5�. The phase error is measured using two cross coupled

active mixers, outlined in Fig. 11. This detector [8] has a

differential DC output voltage proportional to the phase

difference from 90�. The QVCO core in [8, 9], is identical to

that in the PLL, except that the main varactors are 10 %

smaller in the PLL. Changing the tuning voltage from 0 to

7.7 V reduces the capacitive load of one tuning block from

44 to 36 fF [8]. This is a sufficient capacitance change to

enable a simulated I/Q phase tuning range of 14.5�.

3.2 Output and detector buffers

From Fig. 4, output and detector buffers are coupled to the

collectors of the switching pairs of the QVCO [8]. The

output buffer given in Fig. 10(a) is designed as an open

collector cascode. A similar buffer is present in the PLL

design. The buffers are required to be able to measure the

QVCO output signal. Four buffers are included in the

presented circuit, out of which three have their outputs

connected to the on chip 2.5 V supply VCCdet. The fourth

output buffer has its output connected to an RF pad. The

phase error originating from not having all buffer outputs

connected to identical loads is less than 1� due to the high

isolation provided by the cascode. In a fully integrated

transceiver, not having to drive 50 X loads, the output

buffers could be reduced in size. In measurements the open

collector output is connected to a bias-T and a 50 X load as

depicted in Fig. 10(a). Biased with Ic = 7.8 mA, the buffer

delivers -2 dBm at 28 GHz to the 50 X load. In order not

to load the QVCO core with a too large capacitive load,

thereby lowering the QVCO frequency, the input AC

coupling is set to 50 fF and the input device is degenerated

with resistor RE_1. A cascode architecture improves the

high frequency gain and isolation of the buffer. The

detector buffers use a common collector stage given in

Fig. 10(b) supplied with VCCdet and biased with

Ic = 3.3 mA. A common collector architecture was selec-

ted for its high input impedance. Due to capacitive para-

sitics the stage will not operate as a voltage follower

providing unity gain at 28 GHz. Instead the QVCO output

signal voltage is attenuated while still high enough to drive

the detector. At the detector input the signal amplitude is

215 mVpp.

3.3 Detector design

The QVCO phase error detector in Fig. 4, outlined in

Fig. 11, is implemented as two cross coupled double bal-

anced active mixers with a differential output voltage

proportional to the phase difference from 90� [8]. Mini-

mum internal detector phase error is crucial for the possi-

bility to tune out the phase error of the QVCO. Monte

Carlo simulations of the detector standalone have therefore

been used to secure that the error of the detector is low

enough, i.e. the internal error of the detector is below 1.0�
[8]. As can be seen in Fig. 11 for mixer 1, the detector

Fig. 10 Buffer architectures. a Output buffer, b detector buffer
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buffer output signals to the transconductance devices are

denoted Ip and In, and the signals to the switching pairs Qp

and Qn. Using only one active mixer as a detector would

result in an output differing from zero volts for input sig-

nals that are 90� out of phase, due to internal phase shift in

the mixer. With two cross coupled mixers connected in

parallel, with mixer transconductance and switching pair

signals swapped, the I and Q signals have a symmetrical

load and the effect of the internal phase shift of the mixers

is cancelled [8].

There are three different sources of error in the detector

[8]. The first is inductive and capacitive leakage coupling

the LO and RF signals inside the active mixers. This error

can be mitigated by careful layout, i.e. keeping the LO and

RF signals well separated and preferably perpendicular.

The second error arises from coupling between wires and

differences in wire length in the routing of the four signals

from the QVCO to the two active mixers as indicated in

Fig. 12. The third error originates from mismatch of the

active and passive devices in the active mixers. In the

presented design this error has been minimized by device

up scaling. Generally the high frequency performance of an

active mixer is reduced if too large active devices are used,

but in this case only the DC voltage at the mixer output is

of interest, making it possible to reduce the detector error

due to mismatch using large active devices. The gain at DC

is not affected by the device up-scaling so the upscaling is

limited only by detector buffer load handling. Downcon-

version of 2nd harmonic is reduced due to reduced mis-

match. The devices are sized a factor of 7 and 5 times the

size for maximum fT for the transconductance and

switching pair respectively. The simulated gain of the

detector standalone is equal to 22 mV/degree phase error

[8]. The detector requires a dedicated supply voltage of

2.5 V, which is shared with the QVCO measurement buf-

fers and the common collector buffers driving the detector.

The bias current of the detector in Fig. 11 equals 12.9 mA.

To save current, the detector is only intended to be used

during calibration and should thereafter be disabled.

4 Layout and parasitics

Inductive and capacitive layout parasitics are important to

model for a mm-wave design. For a PLL, however, the

inductive parasitics can be disregarded for the lower fre-

quency phase detector as well as the loop filter. For the

presented PLL, which is the core of an 84 GHz E-band

transmitter, also the balance between different parasitic

elements is important. Using higher order QAM modula-

tion, even small differences in capacitive parasitics in the

range of a few femtofarads may result in phase errors that

cause a significant degradation in the radio link bit-error-

rate (BER) [5–7]. Careful layout of the QVCO core, and its

inductors, is therefore crucial for minimizing the phase

error. If there is still a residual phase error present, this can

be minimized using the presented phase tuning in Sect. 3.

The octagonal inductors of the QVCO together with the

routing to the output buffers as well as the routing to the

detector/divider buffers are depicted in Fig. 12. The iden-

tical structure, used both for the PLL and the QVCO with

I/Q phase error detector chip, was represented with a 22

port s-parameter model extracted using the ADS Momen-

tum 2.5D EM simulator. To minimize capacitive losses to

the substrate, the inductors are implemented in the top Cu

layer. The octagonal inductors are sized with an inner

diameter of 50 lm and a trace width of 11 lm. The

Fig. 11 Active mixer and

detector schematic

Fig. 12 QVCO inductor plus routing layout

390 Analog Integr Circ Sig Process (2015) 84:383–398

123



differential inductance of the inductor equals 120 pH with a

Q value of 18 at 28 GHz [8, 9].

Excluding the decoupling capacitors between supply

and ground as well as between bias wires and ground, the

four stage frequency divider layout given in Fig. 13 has a

size of 287 9 85 lm2. Parasitic capacitances are mainly an

issue for the first stages in the divider chain since these

operate at a higher frequency [9].

The layout of the beamsteering PLL chip is shown in

Fig. 14. The total size of the die equals 1448 9 928 lm2,

of which more than 70 % is used for pads and on-chip

decoupling. In total there are 34 pads, out of which 9 are

ground connections. The ground-signal-ground (GSG) pads

for the 28 GHz output signal are located on the top left side

of QVCO. These pads are placed with a pitch of 100 lm.

The ground plane (blue) is implemented in the bottom

metal layer. The three different supply voltage domains all

use the top metal layer. The PLL loop filter capacitor has

been split into one part residing close to the active low pass

filter in Fig. 9 and another part close to the QVCO. Any

high frequency signals picked up by the long wire from the

active filter to the QVCO will thereby be more effectively

decoupled to chip ground.

The chip photo of the QVCO with I/Q phase error

detector is shown in Fig. 15. The chip size is identical to

that of the PLL. The divider, phase detector and low pass

filter of the PLL occupy a larger area compared to the I/Q

phase error detector. The additional area required for these

parts has been made available by removing large MOM

capacitors used for decoupling between supply and ground

in the I/Q phase error detector circuit. The QVCO with

phase error detector chip has 30 pads, out of which 10 are

ground pads. The QVCO part plus the output buffers and

GSG measurement pads are placed in the same position as

in the PLL chip layout.

5 Beam steering PLL simulated performance

The PLL is designed to use three different supply voltages.

A supply of 1.5 V is used for all parts of the PLL except for

output measurement buffers and the active low pass filter.

The supply voltage of the filter can be changed in order to

lock the PLL over a wider frequency range. The output

buffers for the 28 GHz QVCO signals and the 1.75 GHz

divider signals use a 2.5 V supply. Using the maximum

VCC_LF equal to 9.8 V and including current used in

current mirrors, the PLL consumes 35 mA from the 1.5 V

supply. The output measurement buffers that could be

turned off when the PLL is operating consume 42 mA. The

active low pass filter consumes 6.6 mA with VCC_LF

equal to 9.8 V. All stability and noise performance has

been simulated using SpectreRF PSS analysis in closed

loop with a Verilog-A representation of the QVCO.

All stages in the frequency divider are implemented with

current mode logic [9–11]. Such a divider will self-oscillate

without an input signal [9]. Near the self-oscillation fre-

quency (SOF) the divider has the best performance

regarding phase noise and sensitivity, i.e. it will be able to

operate with very small input signal [9]. The divider toge-

ther with its buffer has an SOF of 29 GHz, and a sensitivity

of 8.4 mVp at 28 GHz. The divider differential output signal

equals 200 mVp. The divider operates correctly between 5

and 35 GHz for a differential input signal level of 50 mVp.

Fig. 13 Layout of four stage frequency divider

Fig. 14 Beamsteering PLL chip layout

Fig. 15 Chip photo of QVCO and I/Q phase error detector circuit
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The phase noise versus frequency for the divider and buffer

for a 28 GHz input signal of 50 mVp is given in Fig. 16. At

1 MHz offset the phase noise is equal to-134 dBc/Hz. This

level should be compared to -129 dBc/Hz from ideal

divide by 16 of the minimum simulated phase noise of the

QVCO standalone. Below 1 MHz offset the QVCO has

more phase noise than the divider.

The simulated phase detector and active filter output

voltage versus phase difference between the 1.75 GHz ref-

erence and divider signals are shown in Fig. 17. This has

been simulated for a total PD bias current of 1.4 mA, and an

active filter bias current of 2 mA from a supply voltage of

6.0 V. The simulation was made using Spectre RF PSS

analysis with large signals both as external reference signal

and input signal to the divider. The QVCO was excluded

from the simulation and instead represented as a sinusoidal

input to the divider. The gain of the PD only equals 0.55 mV/

degree while simulated at the active filter output the gain has

increased to 8.6 mV/degree, i.e. the gain of active filter is

equal to 24 dB. The filter has a 1.2 V output range.

The phase steering of the PLL was simulated using a

Verilog-A model of the QVCO with a nominal frequency

of 28 GHz for Vctrl equal to 3.0 V. The sensitivity in the

model was set to 200 MHz/V. To improve convergence the

supply voltage, VCC_LF, of the active filter was set to

4.8 V to achieve a DC value of Vctrl close to 3.0 V. In

Fig. 18 the phase of the 28 GHz QVCO signal is plotted

versus the injected DC collector current, Iphase, of device

Q3 in Fig. 7. Except for injected currents below 20 lA,
there is a linear dependency of the phase of the 28 GHz

signal versus the injected current. With an injected current

of 125 lA the phase has turned 175�. For the linear part the
slope is equal to 1.2�/lA.

The phase noise performance of the closed loop PLL

was simulated with a PSS and PNOISE analysis. The

Verilog-A model was tuned for a phase noise level that

corresponds to a simulated value of -105 dBc/Hz at

1 MHz offset. The 1.75 GHz reference signal was noise-

less in this simulation. Identical model settings as for the

phase steering simulation were used. The phase noise

spectrum is shown in Fig. 19. Depending on the phase

noise level of the reference signal the phase noise will in

reality increase for very low offset frequencies. The in

band phase noise equals -115 dBc/Hz at 1 MHz offset

frequency and is dominated by the QVCO and frequency

divider. Outside the PLL loop bandwidth of 4.5 MHz, the

phase noise is set by the Verilog-A QVCO model which

has a slope of 20 dB/decade.

The stability of the closed loop was analyzed using the

Periodic Stability Analysis (PSTB) in Spectre RF [23].

Using this, stability analysis can be made for a circuit with

a periodically time-varying operating point, e.g. a PLL,

without breaking the loop. A probe, i.e. a zero valued DC

voltage source was placed in series with the varactor

control voltage, Vctrl. The stability could then be analyzed

Fig. 16 Divider buffer and divider phase noise versus frequency

Fig. 17 Phase detector and loop filter output voltage versus phase

difference between divider and reference signal

Fig. 18 Phase of 28 GHz QVCO versus injected DC current
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using gain margin, phase margin, or by plotting the loop

gain and phase versus frequency. To optimize the phase

margin of the system, two design parameters were altered:

the bias current of active low pass filter, Ibias_LF, and the

value of the resistor R4 in the passive low pass link. The

bias current changes the gain of the active filter, while the

resistor value changes the position of the passive filter pole.

The phase margin with Ibias_LF equal to 2.0 mA and a KVCO

equal to 200 MHz/V, was simulated to 44� at 4.1 MHz

offset frequency. Using the presented PLL simulation

technique with a Verilog-A model of the QVCO, the phase

noise and stability of a complete PLL with a divider ratio

of 16 can be simulated within less than 10 min.

All optimization of the PLL performance regarding phase

noise and stability was performed using the Verilog-A rep-

resentation of the QVCO. In order to improve convergence

in Spectre RF, the pads, ESD protection and bondwires were

excluded from simulation. The PLL locking was, however,

also verified using a parasitic extracted model of the QVCO

core together with the 22-port s-parameter model of the

inductors and routing together with the complete package

model. In Fig. 20 the varactor voltage, Vctrl, is simulated

versus time. As can be seen the PLL locks in a time less than

500 ns giving a stable Vctrl value of 7.7 V.

The simulated PLL performance is summarized in

Table 1 below.

6 QVCO and I/Q phase error detector circuit
measurement results

The measurement system setup is depicted in Fig. 21. The

phase noise measurement system is a Europtest PN9000

requiring an input frequency between 2.0 and 18 GHz. The

28 GHz signal from the QVCO measurement buffer was

Fig. 19 Closed loop PLL noise performance

Fig. 20 Transient simulation of varactor control voltage Vctrl

Table 1 PLL design parameter summary

Parameter Value Unit Note

Supply voltage 1.5/2.5/var (V) Varying supply voltage for active LF to match QVCO varactor voltage

PDC 52 ? 7 (mW) Excluding measurement buffers. Active LF consumes minimum 7 mW

QVCO: PN @ 1 MHz offset -105/-103 dBc/Hz Min/max simulated PN

QVCO frequency range 26.0–31.0 GHz Simulated values [8]

QVCO sensitivity 200 MHz/V Value used for QVCO Verilog-A model

Divider PN @ 1 MHz offset -134 dBc/Hz

Divider input frequency range 5–35 GHz

Gain of PD and active LF 8.6 mV/degree

Phase control sensitivity 1.2 Degrees/lA PD biased with 750 lA

PLL bandwidth 4.5 MHz

PLL phase margin 44 Degrees At 4.1 MHz offset

PLL inband PN @ 1 MHz offset -115 dBc/Hz

PLL lock time 500 ns
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therefore down converted to 2 GHz using an external

passive mixer, Marki M90765, fed by a 26 GHz local

oscillator signal from an Agilent E8275D signal generator.

A Rhode & Schwarz FSU50 spectrum analyzer was used to

measure the frequency tuning characteristic of the QVCO.

The open collector output buffer depicted in Fig. 10(a) was

connected to an external bias-T and loaded by either the

50 X input impedance of the external passive mixer or the

spectrum analyzer. Infinity probes from Cascade Microtech

configured as ground-signal-ground (GSG) were used to

probe the open collector output. To increase the power

level of the mixer output IF signal, a low noise amplifier

(LNA) was connected between the mixer output and the

phase noise measurement system. This was necessary in

order for the input signal to the PN9000 to be above the

required minimum level of -10 dBm. Since the accuracy

of the I/Q phase error detector is limited by mismatch two

samples were measured.

The measured QVCO frequency tuning characteristic

together with the sensitivity is plotted in Fig. 22 for a

supply of 1.5 V. The tuning range equals 6 GHz for control

voltages between 0.8 and 6.6 V with a maximum

frequency of 28.2 GHz. The sensitivity is strongly varying

with Vctrl. At Vctrl equal to 6.0 V giving 28 GHz output

frequency, the sensitivity equals 200 MHz/V. At low

control voltages the sensitivity is increased, e.g. at

Vctrl = 1.5 V it is equal to 2 GHz/V. If the wide tuning

range of the QVCO should be utilized in the presented

PLL, the large sensitivity variation could be compensated

for by adjusting the bias of the active low pass filter,

thereby keeping the overall PLL loop gain and bandwidth

constant. The simulated tuning range in [8] is between 26

and 31 GHz.

In Fig. 23 the phase noise when the QVCO is tuned to

28 GHz is measured versus QVCO main bias current,

Ibias_main in Fig. 5, for a supply of 1.2 V. The current Itot is

defined as the sum of the bias current of the main and

coupling transistors. In the measurement, the bias current

Fig. 21 Measurement system setup

Fig. 22 QVCO frequency tuning characteristic and sensitivity

Fig. 23 Phase noise at 1 and 10 MHz offset versus total bias current,

Itot

Fig. 24 Phase noise at 1 and 10 MHz offset versus Vctrl
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of the coupling transistors, two times Ibias_coupl in Fig. 4,

was constant and equal to 2.3 mA. Increasing the main bias

current with 6 mA, i.e. changing the total bias current from

11 to 17 mA, reduced the phase noise at 10 MHz offset by

12 dB, from -110 to -122 dBc/Hz.

The phase noise versus varactor control voltage, Vctrl, at

1 and 10 MHz offset for VCC = 1.2 V is given in Fig. 24.

The total bias current was equal to 15.5 mA. At 1 MHz

offset the minimum phase noise equals -100 dBc/Hz,

while at 10 MHz offset the level is centered at around

-120 dBc/Hz, i.e. the slope of the phase noise equals

20 dB/decade in this region. For Vctrl\ 1 V the phase

noise level strongly increases due to the main varactor in

Fig. 4 being forward biased. In [8] the simulated minimum

phase noise at 1 MHz offset equals -105 dBc/Hz.

In Fig. 25 the QVCO frequency sensitivity to the total

bias current and supply voltage is depicted. The bias cur-

rent of the QVCO injection transistors was constant while

the bias current of the main devices was varied for a supply

voltage of 1.2 and 1.5 V, respectively. The total current of

the four injection devices equaled 1.86 mA, i.e. each

device was biased with 0.46 mA. The varactor voltage Vctrl

was set to 2.1 V. As can be seen in Fig. 25, the QVCO

frequency varies approximately linearly with the collector

current of the main QVCO core devices for a total current

exceeding 13 mA. As seen from Fig. 27, at lower main

bias currents, the QVCO outputs deviate from 90� phase

difference, resulting in the reduced frequency dependence

on the main bias current seen in Fig. 25.

The detector output voltage versus tuning varactor

voltage is shown in Fig. 26 for two measured samples. The

detector has been verified with the QVCO control voltages

[4] Vtune_I_p equal to Vtune_I_n and Vtune_Q_p equal to

Vtune_Q_n. The QVCO supply voltage was set to 1.2 V and

the total bias current equaled 19 mA with the coupling

devices biased with 2.3 mA. In the first measurement the

tuning voltages for the Q-part of the QVCO were set to

zero volts, while the I-part tuning voltages were simulta-

neously varied from 0 to 5 V. In the second measurement

the I-part tuning voltages were set to zero volts while the

Q-part voltages were swept. Comparing the simulated

tuning performance in [8] with the measured data, there is a

discrepancy in the detector behavior. In [8], the detector

output voltage was simulated versus differential tuning

voltage, giving an approximately constant sensitivity ver-

sus tuning voltage of 57 mV/V. In the measurements, the

detector output was measured versus tuning voltage with

either I or Q-part held constant at zero volt, resulting in a

halved sensitivity. In simulations [8] the detector was

Fig. 25 QVCO frequency versus Itot for VCC = 1.5 and 1.2 V Fig. 26 Detector output voltage versus Vtune for two samples

Fig. 27 Detector output voltage versus Imain and Icoupl for different

QVCO supply voltages
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biased with 12.9 mA, while in the measurements, the bias

current was reduced to 8.0 mA. The bias current reduction

gives an expected 38 % reduction in sensitivity. The

measured detector characteristic also shows a sample

dependent decreasing sensitivity with increasing tuning

voltage. From the sample 1 curves, the I-sweep curve has a

maximum sensitivity of 30 mV/V for low tuning voltages,

while the sensitivity is reduced to 5.5 mV/V for tuning

voltages approaching 5 V. Both measured samples show a

higher sensitivity for the I-sweep curves than the Q-sweep.

For low tuning voltages, close to zero volts, the average

sensitivity for the I-sweep curves equals 46 mV/V while it

is -23 mV/V for the Q-sweep curves, indicating a sys-

tematic layout issue in either the QVCO or the detector,

making it less sensitive to Q-part tuning. With both tuning

voltages set to zero volts, the absolute value of the detector

output is less than 5 mV. Using the simulated performance

in [4] and compensating for reduced detector gain due to

reduced sensitivity due to different measurement and

simulation conditions, a detector output voltage of 5 mV

corresponds to a QVCO phase error of less than one

degree, thus indicating a well-balanced QVCO design.

However, in [8], the simulated systematic internal detector

error corresponds to an I/Q phase error of 2.4�, i.e. the
phase imbalance between the detector inputs that results in

a zero voltage detector output.

In Fig. 27 the detector output is measured versus total

bias current Itot of the QVCO for supply voltages of 1.2 and

1.5 V, respectively, when either the bias current of the

main devices, Imain, or coupling devices, Icoupl, is varied.

All four varactor tuning voltages were set to zero volts. For

the curve labeled Imain 1.2 the bias current of the coupling

devices was held constant at 2.3 mA while the bias current

of the main devices was varied. For the curve labeled Icoupl
1.2, the bias current of coupling devices was varied while

the bias current of the main devices was constant at

16.7 mA. For the measurement at VCC = 1.5 V the two

curves refer to a constant current Imain of 16.4 mA and a

constant current Icoupl of 2.6 mA, respectively. The I/Q

imbalance is strongly dependent on bias current, with an

increasing sensitivity to bias current Icoupl when it exceeds

3 mA. The I/Q balance degrades when the main bias cur-

rent, Imain, is decreased, with an optimal value around

16.6 mA. The detector output voltage is reduced when the

supply voltage is increased.

7 QVCO performance comparison

The simulated and measured performance of the presented

QVCO is compared to published measured VCOs and

QVCOs in Table 2. The simulations were made with

extracted resistive and capacitive layout parasitics of the

QVCO core together with a 22 port ADS Momentum

model of the QVCO inductor. The minimum simulated

phase noise [8] of the QVCO equals -105 dBc/Hz at

1 MHz offset for a supply voltage of 1.5 V and Vctrl equal

to 1.5 V. For high varactor voltages the phase noise equals

-103 dBc/Hz. However, the measured phase noise at the

same offset frequency is slightly higher, -100 dBc/Hz,

thereby degrading the FOM and FOMT [25]. As the QVCO

is fully functional for a supply voltage as low as 1.2 V,

however, part of the performance degradation can be

compensated for by lower power.

8 Conclusions

This paper presents the design and layout of a SiGe

28 GHz PLL for an 81–86 GHz beam steering E-band

transmitter together with measurement results for a

28 GHz QVCO with I/Q phase error detection and com-

pensation. The PLL is designed for a supply voltage as low

as 1.5 V except for the supply of the active loop filter. With

the described phase control for beam steering, using DC

current injection into the phase detector output, a com-

petitive architecture is achieved. Power consuming routing

of high frequency LO or RF signals is avoided due to the

Table 2 Performance comparison of published VCOs and QVCOs

Techn./arch Quad

out

Freq. (GHz) Tuning range

(%)

PN @ 1 MHz

(dBc/Hz)

VCC

(V)

PDC
(mW)

FOM

(dB)

FOMT

(dB)

[24] 0.13 lm CMOS

QVCO

Y 24.2–25.2 4.0 -112 1.35 24 -186 -178

[25] SiGe VCO N 18.1–20.5 12 -116 3.3 23 -188 -192

[26] SiGe VCO N 36.2–38.4 5.9 -102 5.0 5.8 -186 -182

This work

sim.

SiGe Y 26.0–31.0 18 -105 1.5 21 -181 -183

This work

meas.

SiGe Y 22.2

28.2

24 -100 1.2 18.6 -176 -182
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modular architecture with a separate PLL for each trans-

mitter. It is also possible to avoid phase and amplitude

mismatch related to long high frequency interconnects

degrading the BER. Closed loop simulations of PLL

behavior in Spectre RF have been performed using a

Verilog-A model of the QVCO. The 28 GHz QVCO with

I/Q phase error detection and compensation has a measured

phase noise of -100 dBc/Hz at 1 MHz offset, compared to

a simulated value of -103 dBc/Hz at high varactor control

voltages. The I/Q phase error detector functionality has

been verified in measurements. For an E-band radio link

application, the I/Q imbalance detection and correction

circuitry offer great advantages, since increase in radio link

BER related to I/Q phase imbalance can be mitigated by

adjusting the QVCO phases.
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Abstract—This paper presents measurement results for a low 
supply voltage 28 GHz beam steering PLL, designed in a SiGe 
bipolar process with fT = 200 GHz. The PLL, designed around a 
QVCO, is intended for a beam steering 81-86 GHz E-band 
transmitter. Linear phase control is implemented by variable 
current injection into a Gilbert type phase detector, with a 
measured nominal phase control sensitivity of 2.5 ˚/μA. The 
demonstrated LO generation method offers great advantages in 
the implementation of beam steering mm-wave transmitters, since 
only the low frequency PLL reference signal of 1.75 GHz needs to 
be routed across the chip to the different transmitters. Except for 
an active loop filter, used to extend the locking range of the PLL, 
the design uses a low supply voltage of 1.5 V. The PLL obtains a 
measured in band phase noise of -107 dBc/Hz at 1 MHz offset.  The 
power consumption equals 54 mW from the 1.5 V supply plus 1.8 
mW for the variable supply of the active low pass filter. 
 
 Index terms-mm-wave, PLL, beam steering, phase 
control, phase noise, SiGe, E-band, transmitter 

I. INTRODUCTION 

igabit capacity mm-wave radio links can be implemented 
in the E-band at 71-76 GHz and 81-86 GHz [1]. Using 
directional antennas the radiation lobes become narrow, 

making beam steering attractive to simplify the link installation 
[1]. Beam steering can be implemented in different parts of the 
transmitter. Implementation in the digital domain is a flexible 
solution, however, separate DACs are then required for each 
transmitter path. In the analog domain on the other hand, it is 
possible to implement beam steering in the RF path, in the LO 
path, and in the baseband [2], each associated with different 
pros and cons. Regardless of beam steering technique there is a 
need for high frequency LO signals in the transmitters. Routing 
of high frequency LO signals across the die to the different 
transmitter paths requires current consuming buffers. Long 
routing also introduces phase and amplitude mismatch [2]. This 
paper presents measurement results for a 28 GHz PLL, for 
which the design was presented in [2], intended for LO 
generation and beam steering in an E-band transmitter. Routing 
of mm-wave signals has been avoided with an architecture 
using local PLLs, one for each transmitter path, see figure 1, [2-
4]. The only high frequency signal routed to the transmitters is 
the 1.75 GHz reference signal. A 28 GHz QVCO is used to 
generate the 84 GHz TX carrier in two steps. The 28 GHz I/Q 
mixer first up-converts the baseband signal. The 84 GHz TX 
signal is then created by mixing with the 56 GHz differential 
second harmonic present at the emitters of the cross coupled 
QVCO transistors [2], [3]. The frequency divider is designed 
using CML logic [2], and the phase detector (PD) is 
implemented as a Gilbert mixer [2], [4]. Phase control is 
Manuscript received December 3, 2015; revised June 21, 2016; accepted June 
27, 2016 

implemented with a current mirror that injects DC current into 
one side of the resistive load of the PD [2], [3]. At 90˚ phase 
difference between its inputs the Gilbert mixer produces zero 
output. In a surrounding range it is close to linear so that the PD 
output voltage is nearly proportional to the phase deviation 
between its inputs. For the loop to remain locked the QVCO 
tuning voltage must remain unchanged, and thus the PD must 
counteract DC-current injected at its output. A phase difference 
is thus forced between the PD inputs. This results in a phase 
shift at the output, which due to the properties of the PD is 
nearly proportional to the injected current.  

 
    Fig.1. 28 GHz PLL architecture for a beam steering 84 GHz transmitter [2] 

II. PLL DESIGN 

A. PLL design considerations 
In order to increase the spectrum efficiency of backhaul mm-
wave radio links, higher order modulation schemes, e.g. 64 
QAM are utilized. These schemes put hard requirements on LO 
in band phase noise. The PLL is intended to be used in a fixed 
mm-wave radio link and there are therefore no stringent 
requirements on PLL locking time, i.e. the loop filter bandwidth 
can be chosen low. In [2] the minimum simulated phase noise 
of the QVCO is equal to -105 dBc/Hz at 1 MHz offset, 
corresponding to -129 dBc/Hz after ideal division by 16. The 
simulated divider noise of -134 dBc/Hz at 1 MHz offset is not 
suppressed by the closed loop [2] and if only phase noise 
optimization is targeted the PLL bandwidth should thus be 
approximately 1 MHz. Taking into account also loop filter area 
changed the designed bandwidth to 4.5 MHz. With a reference 
frequency of 1.75 GHz, the low bandwidth is beneficial for 
reference spur suppression. 

B. QVCO and frequency divider design 
The QVCO is biased with 15.5 mA [2]. The measured QVCO 
phase noise at 28 GHz equals -100 dBc/Hz at 1MHz offset [2]. 
The four QVCO outputs are connected to cascode output 
buffers. Three buffers have their output connected to a 2.5 V 
supply while the fourth has an open collector output for a 50 Ω 
load. The divider is implemented with four cascaded CML 
divide by two circuits [2] and consumes 20 mW. 

C. Phase detector and active low pass filter design 
The PD, given in figure 2, and the active low pass filter [2], [4],  
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are the core of the beam steering PLL. The PD has been 
implemented as a Gilbert mixer instead of the common tri-state 
phase frequency detector (PFD). The latter, commonly used in 
CMOS technologies, can be realized with ECL logic using only 
bipolar devices [5]. The Gilbert mixer was selected due to its 
absence of deadzones, resulting in superior linearity in the zero-
crossing region [6]. In figure 2 the divided and buffered signals 
from the QVCO are connected to the transconductance devices 
Q1 while the buffered reference signals are driving the bases of 
the current switching devices Q2 [2, 4]. R1 and C1 of the PD load 
equals 50 Ω and 2.5 pF respectively, creating a pole at 1.3 GHz, 
attenuating harmonics of fref. The total PD operational current, 
IPD, equals 1.3 mA. Phase control of the 28 GHz output signal 
has been implemented by injecting a DC current, into one side 
of the PD load through a current mirror, device Q3 and Q4, 
receiving  a control current Iphase-ctrl. 

 
Fig. 2. Phase detector with phase control 

 

The advantage of the presented phase control technique is that 
the phase shift depends nearly linearly on the ratio between the 
PD bias current, IPD and the injected current Iphase-ctrl. The PD 
output voltage, VIF, depends on the cosine of the phase 
difference, = /2 + , between its inputs [9]. 
 

                                   )      (1) 
 

By approximating the PD response with a straight line that 
passes through  = /2 with a slope of 1, the percentage 
deviation from linearity, d, can be expressed as [9]. 
 

    (2) 
 

For N equal to 16 and equal to  radians, the 
deviation factor d equals 2.6%, corresponding to 9.2 degrees 
at the QVCO output. The relation between the phase shift of 
the QVCO, , the PD bias current, IPD, the control 
current, Iphase-ctrl , and the divider ratio N is given by [2, 3]. A 
linear approximation is valid, giving the phase shift at the 
QVCO frequency, , as 
 

                                         (3) 
 
By fitting the slope of a straight line, the largest deviation from 
linearity across 360˚ reduces to 2.2˚ at the QVCO output. 
The active low pass filter is a combination of an active RC filter 
[2], [4] and a passive RC link. The passive filter introduces a 
second pole that increases the spur suppression. The PLL 
locking range can be extended by shifting the supply voltage of 
the active low pass filter [2], [4]. High voltage devices with 
BVCEO equal to 2.5 V have been used to handle an increased 
supply voltage of the filter. The output signal of the filter, Vctrl, 

is connected to the varactor of the QVCO. In an application, 
locking is preferably accomplished by implementing a bias 
circuit that sweeps the filter supply voltage, and detects phase 
lock. 

III.   MEASUREMENT RESULTS 

A. Die photo 
The die photo of the PLL is shown in figure 3. The die size 
equals 1448 μm x 928 μm. The different blocks of the PLL 
together with the 28 GHz GSG output pads are outlined. The 
die was mounted on a PCB to which all pads except those of the 
28 GHz GSG probe were wire-bonded. 

                       
                             Fig.3. Die photo of the manufactured PLL IC 

B. Measurement setup and results 
The measurement setup for measuring phase shift and phase 
noise is given in figure 4. 

        
Fig. 4. Measurement setup 

 
The PLL reference signal from the HP 8642B signal generator 
was split into two. One signal was connected to the PLL chip 
through a discrete balun on the PCB, and the second signal was 
fed to the first input on the Rohde & Schwarz ZVC vector 
network analyzer (VNA). The PLL divider output was 
connected to the second VNA input. The PLL phase shift was 
then measured as the phase difference between the VNA inputs. 
Since the QVCO operates at 16 times the divider output 
frequency, the phase shift at the PLL output is 16 times larger 
than at the divider output. The QVCO output signal was 
measured with a Cascade Infinity GSG probe and down 
converted to a frequency below 2 GHz using a Marki M90765 
mixer driven by an Agilent E8257D signal generator as LO 
source. The phase noise was measured with a Europtest PN 
9000 system. The phase noise versus frequency measured at 27 
GHz for the locked PLL is given in figure 5. The phase noise at 
1 MHz offset equals -107 dBc/Hz. The phase noise curve peaks 
at the loop filter bandwidth at 5 MHz. At low frequencies the 
PLL phase noise is impacted by the noise of the reference 
generator that also has spurs around 100 kHz offset frequency. 
At 1 MHz offset the measured phase noise of the QVCO 
standalone equals -100 dBc/Hz [2]. From figure 5, the measured 
reference phase noise at 1 MHz offset equals -144 dBc/Hz. 
From simulations of a linear model, the output phase noise 
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contributions at 1 MHz offset for the reference, QVCO, divider, 
PD and active low pass filter equals -119, -114, -110, -114 and 
-118 dBc/Hz respectively. The PLL could be locked between 
24.6 and 27.8 GHz, i.e. a tuning range of 12%. A PLL 
performance comparison is given in Table. 1. According to 
simulations, a feedback loop for the IQ-error calibration in [2], 
gives a low contribution from common mode loop amplifier 
noise. At frequency offsets outside the PLL bandwidth there is 
a slight increase in phase noise (<1.5 dB in this case) due to 
differential mode noise. This can be mitigated by adding a 
differential capacitor at the output of the loop amplifier. 

   
Fig.5. Phase noise versus frequency for the locked PLL and reference 

 

In figure 6 the locked spectrum at 27.5 GHz is shown with a 10 
GHz span and a resolution bandwidth of 5 kHz. The reference 
spur at 1.72 GHz offset frequency is at -59 dBc. 

 
Fig.6. Locked spectrum at 27.5 GHz with 10 GHz span 

 

The phase shift at the divider output versus the injected DC 
current Iphase-ctrl is given in figure 7. The phase tuning sensitivity 
is 0.15˚/μA, corresponding to 2.3˚/μA at the PLL output. A 360˚ 
phase change at the PLL output corresponds to a divider output 
change of 22.5˚.  

 
Fig.7. Phase of divider output signal versus Iphase-ctrl 

                    TABLE I 
                       PLL PERFORMANCE COMPARISON 

a Receiver design including LNA and mixers 
b Frequency doubler at VCO output 
c Dual band 24/77 GHz PLL, data in table for 24 GHz mode 

IV. CONCLUSIONS 
Measurement results for a 28 GHz phase controlled PLL with 
1.5 V supply voltage for the QVCO, divider and phase detector 
have been presented. The phase is controlled with high 
linearity, with a maximum phase error equal to 2.2˚ across 360˚, 
by injection of DC current at the output of a Gilbert type phase 
detector. The PLL in band phase noise at 1 MHz offset equals -
107 dBc/Hz. As a beam steering transmitter architecture this 
technique is highly advantageous since on-chip high frequency 
routing is avoided. 
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Markus Törmänen

Received: 27 February 2014 / Revised: 15 May 2014 / Accepted: 17 May 2014 / Published online: 4 June 2014

� Springer Science+Business Media New York 2014

Abstract The design and layout of a two stage SiGe

E-band power amplifier using a stacked transformer for

output power combination is presented. In EM-simulations

with ADS Momentum, at E-band frequencies, the power

combiner consisting of two individual single turn trans-

formers performs significantly better than a single 2:1

transformer with two turns on the secondary side. Imbal-

ances in the stacked transformer structure are reduced with

tuning capacitors for maximum gain and output power. At

84 GHz the simulated loss of the stacked transformer is as

low as 1.35 dB, superseding the performance of an also

presented alternative power combiner. The power combi-

nation allows for a low supply voltage of 1 V, which is

beneficial since the supply can then be shared between the

power amplifier and the transceiver, thereby eliminating

the need of a separate voltage regulator. To improve the

gain of the two-stage amplifier it employs a capacitive

cross-coupling technique not yet seen in mm-wave SiGe

PAs. Capacitive cross-coupling is an effective technique

for gain enhancement but is also sensitive to process

variations as shown by Monte Carlo simulations. To miti-

gate this two alternative designs are presented with the

cross coupling capacitors implemented either with diode

coupled transistors or with varactors. The PA is designed in

a SiGe process with fT = 200 GHz and achieves a power

gain of 12 dB, a saturated output power of 16 dBm and a

14 % peak PAE. Excluding decoupling capacitors it

occupies a die area of 0.034 mm2.

Keywords Power amplifier � E-band � mm-wave �
Transformers � EM-simulation � Capacitive cross coupling

1 Introduction

In a near future 5G networks will start to be deployed. The

difference compared to the present 4G networks is that the

5G networks will be heterogeneous, i.e. they will contain

both macro, pico and femto cells. There will be a huge

increase in the number of base stations. This is necessary

for the operator to be able to provide high data rates for the

end user. Due to the larger number of base stations a wire

connected backhaul with optical fibers will be very costly

and therefore a wireless backhaul using point-to-point

communication [1] has become a large research activity.

The E-band frequency ranges at 71–76 and 81–86 GHz are

highly suited for these wireless links since at these fre-

quencies the attenuation in the atmosphere is low, and

allows for communication in the range of a few kilometers.

The 5 GHz spectrum in each sub-band enables data rates of

several gigabits per second, i.e. high enough to replace the

optical fiber in the backhaul [1]. In an E-band link the

power amplifier is the block that consumes the most power.

Typically high saturated output power (Psat), high output

compression point (OCP1dB) and high power added effi-

ciency (PAE) are the key performance parameters for the

PA [2]. The performance requirements in combination with

the high operating frequency make the PAs a key block in

mm-wave transceiver design. The high saturated output

power is required for long distance links and a high com-

pression point is needed if the amplitude of the carrier

contains modulation, like in 16-QAM which is commonly

used in commercial E-band links. Operation above the

compression point is then not attractive since increased

distortion of the constellation diagram will result in higher

bit-error rates. Beamforming techniques with spatial power

combination [2] can be used to increase the output power

and compression point without substantial efficiency
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degradation. The performance of PA designs targeted for

the 81–86 GHz band is limited by the fT of the selected

semiconductor technologies and for the design presented in

this paper a 200 GHz SiGe technology is used. Techniques

such as capacitive cross coupling in differential amplifiers

[3–5] are needed to increase the PA gain when the oper-

ating frequency is so close to the fT of the semiconductor

technology. The performance of mm-wave PAs also

depends strongly on the passive components, i.e. the

Q-value of the integrated inductors, and of the coupling

coefficient that can be obtained in a transformer [6]. This

paper describes the design and layout of a 1 V PA using a

low loss stacked transformer to combine the outputs of two

differential amplifiers to a single-ended antenna port, see

Fig. 1. Each amplifier terminal is loaded by 12.5 X, which
enables a significant output power even at low supply

voltage. The design is made in a 0.18 lm SiGe HBT

process with four Cu metal layers. The architecture is

similar to the one presented in [7]. In this paper two

alternative and improved ways of implementing the

capacitive cross coupling, addressing process spread, are

described. An alternative output transformer structure is

described as well. The design in [7] has been also been

extended with an input transformer in order to be able to

measure the PA performance using two single ended

probes. Finally a complete chip layout is presented.

2 Power amplifier active part design

2.1 Power amplifier architecture

The active part of the power amplifier depicted in Fig. 2 is

a two-stage differential design with interstage matching. In

conventional designs a larger number of cascaded stages

are used to increase the power amplifier gain. However, the

larger number of stages will reduce the efficiency of the

power amplifier, since each stage consumes a certain

amount of power. Given that a sufficient gain can be

reached, a design with only one stage will thus have the

highest PAE. In this paper a two-stage design was chosen

in order not having to force a single stage design close to

instability to achieve sufficient gain. A differential design

is advantageous compared to a single ended one since the

PA can then be directly connected to the differential

transmit mixer output. The load impedance is also higher

for the same compression point and supply voltage. A sin-

gle ended amplifier would need to be loaded by 6.25 X to

deliver the same peak power. The output power is further

increased by combination of the power of two amplifiers as

depicted in Fig. 1. The inherent power supply rejection of a

differential design also makes it less sensitive to supply and

ground bounce. Each of the two stages uses capacitive

cross-coupling neutralization [3–5] to reduce the effective

base collector parasitic capacitance. The task of the inter-

stage matching is to match the higher output impedance

Zout_1 of the driver amplifier to the lower input impedance

Zin_2 of the output amplifier.

2.2 Power amplifier core

The power amplifier core schematic depicted in Fig. 3 is

except for device sizes and bias currents identical for both

the driver and the output stage. In conventional PA designs

a cascode stage is used to provide isolation and increase the

high frequency gain, but in the presented architecture the

cascode is removed so the supply voltage can be reduced to

1 V with high PAE. The 12.5 X single ended load provided

by the output transformers reduces the output voltage

swing needed to obtain the desired compression point.

Capacitive cross-coupling [3–5] is utilized to increase the

power gain of the stage by reducing the effective base–

collector capacitance. If the capacitor Cc is too large

however, the gain will increase but the amplifier will not be

unconditionally stable. To maximize the power gain both

stages are implemented with the fastest devices available in

the technology with fT = 200 GHz. This, however, also

Fig. 1 Power amplifier architecture including stacked transformer

Fig. 2 Active power amplifier architecture
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implies a low open base breakdown voltage of 1.5 V, but in

a real design the base terminal is not open and the break-

down voltage is therefore slightly higher [2]. All devices

are scaled with an emitter current for maximum fT. The

driver stage is biased with Ic = 9.5 mA, i.e. a current high

enough to drive the output stage into compression.

Especially for the output stage which is biased with a

large current, Ic = 20 mA, to drive the low impedance

load, the current density requirement results in devices with

large base–collector parasitic capacitances, Cbc. In absence

of cascodes the parasitic capacitance lowers the power gain

and decreases the stability [3], [5]. The cross coupled

capacitors Cc in Fig. 3 reduce the effective base–collector

capacitance and increase the performance of the stage.

Depending on the device sizes there is a certain value of Cc

that maximizes the stability factor k [3], [5]. However, this

value of Cc does not result in the highest maximum

available gain, Gmax, i.e. the power gain when both the

input and output ports are matched. For larger Gmax a

higher value for Cc is required, resulting in positive feed-

back. A too large capacitor value, however, makes the

design unstable and using the cross coupling technique

there is a clear tradeoff between stability and gain. For the

designed input and output stage Cc equals 46 fF and 50 fF,

respectively.

2.3 Alternative power amplifier cores

Capacitive cross coupling can be implemented in different

ways. For the design presented in this paper MIM-capaci-

tors, i.e. metal–insulator-metal capacitors have been used

as cross coupling capacitors. This requires substantial

design margin, as it is sensitive to production spread of

transistors and the cross coupling capacitors. There is also a

sensitivity to temperature and supply voltage variation

since the base–collector capacitance of transistors and the

MIM-capacitors will have a different dependency of tem-

perature and supply voltage. One way to mitigate these

effects is to instead implement the cross coupling

capacitances with diode coupled transistors [5] as depicted

in Fig. 3. In this architecture the base–collector depletion

capacitance, Cbc_diode, of the diode coupled transistor is

used to cancel the effect of the base–collector capacitance,

Cbc, of the CE-stage devices (Fig. 4).

The advantage with this technique is that only one type

of device is used to implement the complete amplifying

stage. A process spread in Cbc of the common-emitter

devices is followed by a similar change in the capacitance

of the diode connected devices implementing the cross

coupling capacitors. There is also a benefit regarding the

large signal properties [5] of the amplifying stage espe-

cially important for a power amplifier. Large signal effects

of the non-linear base–collector junction of the CE devices

will also be counteracted since the large signal also mod-

ulates the base collector junction of the diode connected

devices. To reduce the effect of Cbc as much as possible,

the turned off diode connected devices should be chosen

slightly smaller than the CE devices, since for equally sized

devices Cbc_diode is larger than Cbc.

Another option is to use an architecture with reversed

biased junction diodes as the cross coupling devices, see

Fig. 5. The amount of cross coupling can then be carefully

tuned with a control voltage, Vctrl. By having a tunable

gain, the design margins can be further reduced, resulting

in increased performance, as effects of process spread,

supply voltage and temperature can be compensated for.

2.4 Interstage matching and biasing

The interstage matching depicted in Fig. 6 is crucial for the

performance of the two-stage amplifier, as mismatch in the

Fig. 3 Power amplifier core

Fig. 4 Cross coupling capacitors implemented with diode coupled

transistors
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interface between the amplifiers would result in reduced

gain. The two amplifiers were optimized separately using

an interface shown as in Fig. 6. The driver was tuned to a

real differential impedance Z1 equal to 400 X with inductor

L1. The low input impedance of the output stage equal to

14 X is transformed to a higher real valued impedance Z2
using an L-C matching network formed by shunt inductor

L2 and series capacitor C1. Inductor L3 is a mm-wave choke

for biasing of the output stage. For maximum power gain

Z1 should equal Z2 for conjugate match. In the complete

circuit with the amplifiers connected together, L1 and L2 are

in parallel and are merged into a single inductor. The

impedance transformation ratio of the interstage matching

is important for the bandwidth of the power amplifier. The

ratio can be reduced by increasing the cross coupling

capacitors in the driver stage, which will lower Z1 as well

as increase the driver stage input impedance. This must be

applied with care however, as too much cross coupling will

result in a reduced stability factor. The cross coupling of

the output stage is limited by the requirement that for

maximum power transfer to the stacked transformer the

transformer/output stage interface should be in resonance.

Increased capacitance thus must be compensated by

reduced transformer inductance, which results in more

transformer loss. Increasing Z2 could instead be imple-

mented by adding inductive degeneration to the output

stage. This will reduce the gain but it will be beneficial for

the power amplifier matching bandwidth and circuit

robustness. It should be noted here, however, that gain at

E-band frequencies is an expensive parameter to trade-off.

An alternative matching and biasing network is depicted

in Fig. 7 where the bias chokes L3 have been replaced by

small resistors R3 of about 30 X. The modification has a

negative impact on the compression behavior of the output

stage and it will also affect the PAE.

When the output stage starts to compress the DC col-

lector current as well as the base current increases. With

the base biased with R3 instead of L3 the increase in base

current results in a reduced base voltage. This partly

counteracts the increase in IC, reducing the compression

point. The bias circuit with the inductor L3 is therefore

preferred.

The resistors used for biasing of the junction diodes in

Fig. 5 could be implemented using any of two available

poly resistor types in the SiGe process, i.e. p? poly with

150 X/25A1 or p- poly with 1000 X/25A1. The small

resistor in Fig. 7 is preferably implemented with the tan-

talum nitride having 20 X/25A1.

2.5 Temperature compensated biasing

An E-band power amplifier has a quite low power added

efficiency compared to a PA designed for lower frequen-

cies. The large DC power dissipation will result in

unwanted behavior resulting in that the bias current in the

Fig. 5 Cross coupling capacitors implemented with controllable

junction diodes

Fig. 6 Interstage matching and bias implementation

Fig. 7 Alternative matching and bias implementation
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driver and output amplifier varies with temperature. If

biased with a voltage source at the base, increasing device

temperature for a bipolar device will result in higher col-

lector current that can result in thermal runaway. The

compression point and gain will also vary strongly with

altered collector current. The temperature dependency can

be solved by the architecture depicted in Fig. 8. A bandgap

reference block is used to create a current Iref that is vir-

tually temperature independent. The output current biases

the active part of the PA through a current mirror multi-

plying the current Iref N times through the scaling of the

device sizes in the current mirror. The inductors connected

to the bias node are used as RF chokes. To further mitigate

the temperature effect the PA together with the bandgap

reference block could be mounted on a heat sink.

3 Transformer design

3.1 Introduction

The power combining transformer at the output is very

important for the performance of the PA [7]. A loss in the

transformer will reduce the overall gain and PAE. There-

fore transformer design and optimization is an important

part of mm-wave power amplifier research. The main

design idea of this paper is to design a low voltage power

amplifier with high OCP1dB and PAE. To accomplish this,

the 50 X antenna impedance must be down transformed. At

lower frequencies this could be implemented by an N: 1

transformer with N turns on the secondary side connected

to the antenna. However, at E-band frequencies, already

with N = 2 the performance of such a transformer

regarding loss and imbalance suffers too much from inter

winding capacitances on the secondary side.

3.2 Stacked transformer design

In this paper instead a stacked transformer, given in Fig. 9,

consisting of two single turn transformers is used. The

primary sides of the single turn transformers depicted in

Fig. 1 provide a 25 X differential interface for each of the

two output stages of the PA, while the secondary sides are

series connected between the 50 X antenna and ground.

The power combination of two output stages increases the

OCP1dB and Psat of the PA. As losses in the power com-

bining transformer have a negative impact on efficiency,

output power and gain, they must be minimized. The loss is

minimized with capacitor Cgnd equal to 58 fF for optimal

performance. Any imbalance in the load of the differential

output stages will also deteriorate the performance of the

PA. Imbalance is caused by capacitive coupling between

the primary and secondary side of the transformers. In

order to reduce the imbalance both in amplitude and phase,

the combiner is tuned with capacitors Ct1 and Ct2 as

depicted in Fig. 8. For large input signals approaching the

PA compression point the DC collector current in the

output devices increases. Transformer imbalances make the

current increase unequal in the two output devices in each

output stage. This is counteracted by the tuning capacitors

Ct1 and Ct2, equal to 50 fF each. The optimal value of these

two capacitors is also depending on Cgnd. The current

increase can otherwise result in reduced life-time if the DC

collector current increases too much.

To reduce capacitive losses to the substrate the trans-

former is implemented in the two top Cu layers with the

higher voltage secondary side in Cu 4 with a thickness of

2.8 lm and the primary side in 1.05 lm Cu 3. The trans-

formers are sized with an inner diameter of 18 lm and a

trace width of 6 lm. The supply voltage to the output

stages is connected through a center tap on the primary

inductors. The inductance of the transformer is constrained

by the output capacitance of the output stages since for

maximum gain and minimum power loss these should be in

resonance at 84 GHz. Increasing the width of the trans-

former metal traces decreases the resistive losses but

increases the capacitance. A larger coil diameter also

decreases the loss, but increases the inductance thereby

Fig. 8 Temperature compensated biasing

Fig. 9 Stacked transformer layout
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requiring a smaller output device. The transformer was

simulated and optimized using the ADS Momentum 2.5D

EM simulator. Circular inductors are convenient for per-

formance optimization compared to drawing octagonal

shapes, but some foundries do not accept circular designs

due to issues with mask generation. The simulated differ-

ences in performance are however negligible. The stacked

transformer design suffers from imbalances both in

amplitude and phase that can be mitigated with the three

tuning capacitors Ct1, Ct2, and Cgnd.

3.3 Transformer tree design

Another way of implementing the power combiner with

low impedance load for the output stages is to use the

transformer tree architecture depicted in Fig. 10.

The transformer tree consists of three identical single

turn transformers. The transformer connected to the

antenna converts its 50 X load to two 25 X load imped-

ances, one for each of the two transformers to the left. The

structure is tuned to resonate at 84 GHz using the capacitor

Ctune connected between the terminals of the primary side

of the output transformer. As can be seen in Fig. 11 the

transformer was implemented with Cu4 for secondary side

connected to the antenna and Cu 3 for the primary side.

As for the stacked transformer the output transformer

has the secondary side in metal Cu 4 in order to minimize

the capacitive losses to the substrate from the high voltage

signal. The two input transformers have the primary side in

Cu 4 to make an efficient layout without vias in the signal

path. The supply voltage to the output stages is connected

through a center tap on the primary side of the input

transformers. The transformers were implemented with an

octagonal shape with an inner radius of 18 lm and a trace

width of 6 lm. The main advantage of the transformer tree

architecture is that due to the inherent symmetry it does not

require any tuning capacitors to obtain low phase and

amplitude imbalances. On the other hand, three trans-

formers are required, instead of two as for the stacked

transformer architecture. This results in significantly higher

losses for the transformer tree, making it a less good choice

for an output power combiner. The stacked transformer

architecture on the other hand has the properties of

simultaneous ease of design and low loss.

3.4 Input transformer design

In order to verify the performance of the power amplifier

standalone, an input transformer is required to convert the

single ended RF input to a differential signal, but in a fully

integrated transmitter this transformer would not be needed

since the transmit mixer provides a differential output. The

architecture of the input transformer is depicted in Fig. 12.

A tuning capacitor, Ctune_input, of 45 fF was placed between

RF_IN and GND to cancel the imaginary part of the input

impedance at 84 GHz. Two parallel single turn trans-

formers convert the single-ended input signal to differential

signals for the two amplifiers. The inductance of each input

transformer is designed to resonate with the capacitive load

of its amplifier input. The design is advantageous compared

Fig. 10 Transformer tree architecture

Fig. 11 Transformer tree layout

Fig. 12 Input transformer architecture
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to a solution with a single transformer connecting to both

driver stage inputs, as the routing can be more compact,

reducing parasitics, and since the inductance of a single

transformer would be far from optimum regarding losses.

A center tap on the secondary side is used for input stage

biasing.

The layout of the input transformer is depicted in

Fig. 13. The primary side is designed in metal Cu 4 in

order to reduce the capacitively coupled substrate losses,

whereas the Cu 3 layer is used for the secondary side. As

for the stacked transformer at the output the input diameter

equals 18 lm and the trace width is 6 lm. Compared to the

stacked transformer at the power amplifier output, the loss

of the input transformer is less critical though. Since the

PA has a gain of 12 dB a power loss at the input trans-

former has a small impact on the PAE compared to a loss at

the output. On the other hand the amplitude and phase

imbalance of the four signals connected from the input

transformer to the driver stage of the PA has a large impact

on both the overall gain and PAE. Any imbalance of these

signals results in a non-optimal power combination at the

output.

4 Power amplifier layout and parasitics

4.1 Power amplifier core layout

Inductive and capacitive layout parasitics have a large

impact on millimeter wave designs [8], and there is typi-

cally a major difference between simulations results of a

schematic design and a design with extracted parasitics.

The larger design, the more parasitics from interconnects

that impact the performance. The presented design with a

small core based on a differential CE stage is thus advan-

tageous. For the power amplifier core depicted in Fig. 3 the

most important parasitic is the inductance between the

emitter and signal ground [8], denoted LE1 and LE2 in

Fig. 14, showing the layout of the output stage.

Significant gain loss ([1 dB) occurs already for para-

sitic emitter inductances LE1 and LE2 of 10 pH. Therefore a

multi fingered device structure configured as Collector–

Emitter–Base–Emitter (CEBE) has been used, with double

emitter contacts for each emitter diffusion. To minimize

the effective emitter inductance, 12 emitters per device are

connected to the ground rail in the center of the structure.

The symmetrical layout ensures that the rail is well

grounded for differential signals. The cross coupling

capacitors denoted Cc in Fig. 3 were placed above and

below the collector rails denoted C1 and C2. Each capacitor

has one side connected to the corresponding collector ter-

minal and the other side connected to the base of the

opposite transistor through an interconnect wire. Since the

series inductance of the interconnect of the cross coupling

capacitors is large enough to alter the reactance of the cross

coupling, the wires were simulated in ADS Momentum.

The cross coupling capacitors in the driver stage were

decreased from 52 fF in a simulation with the interconnect

inductance unaccounted for, to 46 fF to compensate for the

series inductance. The inductance of the transformer was

tuned to resonate with the total capacitance at the collector

nodes C1 and C2, i.e. the device collector capacitance plus

the parasitic layout capacitances. The output pad for the

antenna connection, modeled in Momentum, has a solid

grounded shield underneath implemented in Cu 1 to reduce

loss to the substrate.

4.2 Power amplifier layout

The layout of the PA excluding decoupling capacitors and

pads is shown in Fig. 15. It has a size of 260 9 130 lm
and features two identical amplifier chains in parallel

consisting of driver amplifier, interstage matching and

output amplifier.

Fig. 13 Input transformer layout

Fig. 14 Output stage core layout

Analog Integr Circ Sig Process (2014) 80:335–348 341

123



The complete chip occupying an area of approximately

1 mm2 is depicted in Fig. 16. In total there are 20 ground

pads and four supply pads. Two pads are used for bias of

the driver and output stage, respectively. At the amplifier

input and output, pads are placed in order to match ground-

signal-ground (GSG) probes with a pitch of 100 lm. The

blue bottom metal, Cu 1, has been used as a ground plane

covering the whole die. There is a similar plane in Cu 4 for

the supply voltage. Two types of capacitors have been used

for decoupling between the supply and ground planes,

MIM capacitors and metal-grid capacitors. The metal-grid

capacitors were implemented with the bottom plate con-

sisting of joint Cu 1 and Cu 2 metal grid planes and a top

plate of joint Cu 3 and Cu 4 planes. At high frequencies,

i.e. 81–86 GHz the Q-value of the metal-grid capacitors

exceeds the Q-value of the MIM-capacitors. The capaci-

tance per area, however, is higher for the MIM capacitor

and the two types of capacitors thus provide an attractive

combination in achieving efficient decoupling across a

wide frequency range.

5 Simulated performance

The large signal performance of the PA was simulated

using the Cadence Spectre RF tool. Gummel Poon models

were used for the active devices. The transformers and the

millimeter wave interconnects were modeled with

s-parameters from ADS Momentum simulations. The loss

of the stacked transformer power combiner was simulated

using two combiners connected back to back [8] as

depicted in Fig. 17. An important benefit from of this

simulation setup is that effects of phase and amplitude

imbalances are cancelled out, so that the loss can be

characterized separately.

The total loss of the two combiners, simulated as max-

imum available gain [8] Gmax versus frequency, with a

Fig. 15 Power amplifier layout

Fig. 16 Power amplifier chip layout

Fig. 17 Two back to back combiners for loss simulation
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tuning capacitor Ctune equal to 164 fF connected differen-

tially between the 12.5 X terminals, is shown in Fig. 18.

As can be seen the loss for the two combiners was

simulated to 2.7 dB at 84 GHz, i.e. a single combiner has

1.35 dB loss. The alternative combiner design consisting of

the transformer tree depicted in Figs. 9 and 10 was also

simulated using an identical setup. The maximum available

gain versus frequency is shown in Fig. 19.

Using the same calculation as for the stacked trans-

former, the loss of the transformer tree consisting of three

individual transformers becomes 3.2 dB at 84 GHz, i.e. a

significantly higher loss compared to the loss of only

1.35 dB for the stacked structure. The simulated Gmax for

the less critical input transformer is shown in Fig. 20. The

loss for the two input transformers was simulated to

2.54 dB at 84 GHz, i.e. a single transformer has 1.3 dB

loss.

In order to reach a high compression point and gain it is

important that the stacked transformer at the output is well

balanced, i.e. the load that the transformer presents to the

output stage should be as equal as possible for the four

output transistors. If not, one device might compress for a

lower input power than the others. If the load is asymmetric

the power combination that takes place in the stacked

transformer will also be less effective. To simulate the

balance two equal AC current sources were placed at the

two primary inputs of the stacked transformer. The same

value, Ct, was used for the two tuning capacitors Ct1 and

Ct2 in Fig. 8. In Fig. 21 the magnitude of the four imped-

ances presented to the output stage is plotted versus Ct.

As can be seen impedances will not be perfectly bal-

anced, but by using the tuning capacitances, Ct, it is pos-

sible to improve the situation considerably. With Ct equal

to zero the difference between the minimum and maximum

Fig. 18 Total loss for two stacked transformer combiners back to

back

Fig. 19 Total loss for two transformer tree combiners connected

back to back

Fig. 20 Loss for two input transformers connected back to back

Fig. 21 Impedance magnitude versus Ct
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impedance magnitude equals 2.65 X. With Ct equal to 50

fF the imbalance instead equals 1.55 X, i.e. the imbalance

has been reduced by 42 %. With further increased value of

Ct the balance improves, but the gain suffers since the

output stage is then no longer in resonance with the stacked

transformer.

The input and output matching, S11 and S22, power gain,

S21, and reverse isolation, S12, simulated with a post-layout

S-parameter analysis for the extracted layout is shown in

Fig. 22.

The bandwidth of the input, S11, and output, S22,

matching equals 11 and 28 GHz, respectively, for a return

loss\-8 dB. With the selected values for cross coupling

capacitors in stage 1 and stage 2, the power gain, S21, is

12.0 dB at 84 GHz, and the isolation S12 equals -41 dB.

The input and output of the PA are not matched for exactly

the same frequency. The input return loss has a minimum

at 84 GHz whereas the output return loss has a minimum at

77 GHz. The matching is, however, still good with a return

loss of -19 dB at 84 GHz. Modifying the input and output

transformer inductances can further optimize the matching.

The shape of the input matching curve depends on the

Q-value of the combination of the input transformer and

the input impedance of the active part of the power

amplifier. In the same way the shape of the output

matching depends on the output impedance of the active

part and the Q-value of the stacked transformer. The

reverse isolation, S12, depends strongly on the value of the

cross coupling capacitor Cc. For a certain value of Cc the

base–collector parasitic capacitance will cancel, thereby

improving the reverse isolation.

The power amplifier is intended to be biased with con-

stant collector currents versus temperature. This is

accomplished by using the temperature compensated bias

architecture given in Fig. 8. With this approach the output

compression point will not be dependent on temperature.

On the other hand the gain, S21, will show a temperature

dependency as depicted in Fig. 23, where S21 is simulated

versus frequency for four different temperatures, i.e.

T = 0, 27, 50 and 85 �C, corresponding to gain curves

labeled M0 to M3. The quite large spread is due to the

temperature dependence of gm in combination with tem-

perature dependent parasitic base collector capacitance

altering the effect of the cross coupling capacitor. The gain

spread could thus be reduced by implementing the archi-

tectures depicted in Figs. 4 and 5 with cross coupling

capacitors implemented with diode coupled transistors or

with controllable junction diodes.

The matching of the input, S11, and the output, S22, do

however not depend significantly on temperature. This is

depicted in Fig. 24 showing S11 and S22 for T = 0 and

85 �C.

Fig. 22 Power amplifier S11, S22, S12, S21 versus frequency

Fig. 23 Power amplifier S21 versus frequency and temperature

Fig. 24 Power amplifier S11 and S22 versus frequency and

temperature
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The isolation from output to input, S12, is plotted versus

frequency for T = 0 and 85 �C in Fig. 25. The temperature

dependency of S12 is quite small.

In Fig. 26 the stability factor k together with Gmax are

simulated versus frequency for driver stage Cc equal to 36

fF, 46 fF and 56 fF.

As can be seen the stability of the circuit is sensitive to

the values of the cross coupling capacitors. The stability

factor is highest when the cross coupling capacitor equals

the base collector capacitance Cbc. For Cc equal to 36 fF

and 46 fF the design is unconditionally stable at all fre-

quencies. For Cc = 56 fF, Gmax at 84 GHz is 4.2 dB

higher, but the design is on the limit of not being uncon-

ditionally stable, with minimum k = 1.0. The output

compression point, CP1dB_out, and saturated output power,

Psat were simulated with a PSS analysis at 84 GHz to 13.0

and 15.9 dBm respectively, see Fig. 27(a). The power

added efficiency (PAE) versus input power is given in

Fig. 27(b). The PA achieves a peak PAE of 13.9 %, and at

the compression point the PAE equals 10.4 %.

As can be seen in Fig. 26 the circuit is sensitive to

variations in cross-coupling capacitance. Two alternative

ways of implementing the cross coupling, shown in Figs. 4

and 5, that will be more resistant to process variations than

if realized with MIM capacitors, have therefore been

investigated. Figure 28 (a and b) show Monte Carlo sim-

ulations with process variations and mismatch of the PA

gain at 84 GHz, for the presented design and the alternative

design with diode coupled transistors as in Fig. 4. The size

of the diode connected devices where 0.95 times the size of

the CE devices [5]. Each design has been simulated with

400 iterations.

As expected the design with diode connected devices

has significantly smaller spread, r = 1.1 dB, compared to

the design with MIM capacitors that has r = 2 dB. The

mean gain is also 1 dB higher in that design.

The simulated performance of the presented power

amplifier, with extracted resistive and capacitive layout

parasitics plus Momentum modeled transformers and mil-

limeter wave interconnects is compared to published

measured E-band SiGe PAs in Table 1. Even with a supply

voltage as low as 1.0 V the presented PA has competitive

performance. The gain is lower compared to the gain of the

Pas in [9–14] but can be significantly increased by altering

the cross coupling capacitances.

Fig. 25 Power amplifier S12 versus frequency and temperature

Fig. 26 Stability factor and

Gmax versus frequency
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6 Conclusions

A low supply voltage two-stage E–band power amplifier

with high power added efficiency has been presented. The

amplifier design is based on differential CE stages with

capacitive cross coupling to increase the gain as well as the

stability by reducing the effective differential base–col-

lector capacitance. Different ways of implementing the

Fig. 27 Large signal behavior a Output power versus input power b Power added efficiency versus input power

Fig. 28 Monte Carlo simulations of S21: a implementation with MIM-capacitor, b implementation with diode connected devices

Table 1 Performance comparison of SiGe PAs

Ref. Techn. fT/fmax

(GHz)

Freq.

(GHz)

Arch. VCC

(V)

Gain

(dB)

P1dB
(dBm)

Psat
(dBm)

Peak PAE

(%)

[9] 230/280 77 2 CAS 2.5 22.5 12 15 7.5

[10] 200/- 84 CAS ?2CB 2.5 27 16 18 9

[11] 200/250 72 5 CE 2 21 17.6 20.1 11

[12] 230/280 79 4 CE 1.8 18.1 12.5 17 6.4

[13] 200/200 77 4 CE 1.8 17 14.5 17.5 12.8

[14] 230/300 77 1 CAS ? 2

CE

2.5 19 12.0 14.5 15.7

This work 200/250 84 2 CE 1.0 12.0 13.0 15.9 13.9

This work with input

transformer

200/250 84 2 CE 1.0 10.7 12.9 15.8 13.1
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cross coupling for improved tolerance to process, voltage

and supply voltage variations are investigated. A low loss

power combining stacked transformer with single turn

inductors is presented, which performance supersedes an

alternative design with a symmetrical transformer tree. The

stacked transformer is significantly easier to design at

84 GHz than a two-turn 2:1 transformer, and has the

additional advantage of providing power combination of

two output stages. The differential input of the power

amplifier is advantageous since in a fully integrated

transmitter it can be directly connected to the differential

output of the transmit mixer, thereby eliminating the loss of

a differential to single ended input transformer. For power

amplifier verification an input transformer is however

necessary. Simulated performance with layout parasitics is

shown for the power amplifier with and without the

designed low loss input transformer, and results that are

competitive with state-of-the-art published SiGe E-band

PAs are achieved using just 1 V supply compared to at

least 1.8 V for competing designs.

Acknowledgments The author would like to thank the Swedish

government funding agency Vinnova, the System Design on Silicon

(SoS) excellence center and Infineon Technologies for sponsoring this

project.

References

1. Wells, J. (2009). Faster than fiber: The future of multi-Gb/s

wireless. IEEE Microwave Magazine, 10(3), 104–112.

2. Sun, Y., Fischer, G. G., & Scheytt, J. C. (2012). A compact linear

60 GHz PA with 29.2 % PAE operating at weak avalanche area

in SiGe. IEEE Transactions on Microwave Theory and Tech-

niques, 60(8), 2581–2589.

3. Asada, H., Matsushita, K., Bunsen, K., Okada, K., & Matsuzawa,

A. (2011). A 60 GHz CMOS power amplifier using capacitive

cross-coupling neutralization with 16 % PAE. In Proceedings of

the 6th European Microwave Integrated Circuits Conference.

4. Can, W. L., Long, R., Spirito, M., & Pekarik, J. J. (2009). A

60 GHz-Band 1 V 11.5 dBm Power Amplifier with 11 % PAE in

65 nm CMOS. In International Solid-State Circuits Conference

2009.

5. Van der Heijden, M. P., Spirito, M., de Vreede, L. C. N., Van

Straten, F., & Burghartz, J. N. (2003). A 2 GHz high-gain dif-

ferential InGaP HBT driver amplifier matched for high IP3. In

Microwave Symposium Digest, IEEE MTT-S International.

6. Long, J. (2000). Monolithic Transformers for Silicon RF IC

Design. IEEE Journal of Solid-State Circuits, 35(9), 1368–1382.
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Abstract—This paper presents simulation and measurement 

results for two 2-stage E-band power amplifiers implemented in 
0.18 μm SiGe technology with fT = 200 GHz. To increase the power 
gain by mitigating the effect of the base-collector capacitance, the 
first design uses a differential cascode topology with a 2.7 V supply 
voltage. The second design instead uses capacitive cross-coupling 
of a differential common emitter stage, previously not 
demonstrated in mm-wave SiGe PAs, and has a supply voltage of 
only 1.5 V. Low supply voltage is advantageous since a common 
supply can then be shared between the transceiver and the PA. To 
maximize the power gain and robustness, both designs use a 
transformer based interstage matching. The cascode design 
achieves a measured power gain, S21, of 16 dB at 92 GHz with 17 
GHz 3-dB bandwidth, and a simulated saturated output power, 
Psat, of 17 dBm with a 16% peak PAE. The cross-coupled design 
achieves a measured S21 of 10 dB at 93 GHz with 16 GHz 3-dB 
bandwidth, and a simulated Psat, of 15 dBm with 16% peak PAE. 
Comparing the measured and simulated results for the two 
amplifier architectures, the cascode topology is more robust, while 
the cross-coupled topology would benefit from a programmable 
cross-coupling capacitance.  
 
 Keywords-mm-wave, E-band, SiGe, power amplifier 

I. INTRODUCTION 

he future 5G networks with high data rate capacity is a key 
driver for the research on E-band transceivers for wireless 
communication. These networks will be heterogeneous, i.e. 

they will contain both macro, pico and femto cells. Since the 
number of base stations will increase there will be a shift 
towards a wireless backhaul. Deploying an optical fiber 
backhaul will no longer be cost effective. The E-band with three 
sub-bands located at 71-76 GHz, 81-86 and 92-95 GHz is 
highly suitable for wireless point-to-point communication [1] 
of gigabits per second. Due to low volume and design 
difficulties at high frequencies early E-band commercial 
transceivers had a low integration level. E-band transceivers of 
today, however, are highly integrated in plastic packages [2]. 
The power amplifier (PA) of the transmitter is a key block, 
determining the saturated output power (Psat), the output 
compression point (OCP1dB), and the power efficiency [3]. 
Since higher order modulation schemes used today, e.g. 64-
QAM, require a power amplifier with high linearity, the PA 
should typically be optimized for a maximum power added 
efficiency (PAE) at the OCP1dB, whereas the PAE in saturation 
is less important. Typically SiGe PAs use a cascode topology 
[4]-[8] with a supply of several volts requiring a dedicated 
regulator. One way to increase the integration level is therefore 

to use a single low supply voltage for the entire transceiver. This 
paper presents simulations and measurement results for two 2-
stage PAs with an overall architecture given in figure 1. Both 
PAs use up-transformation of the input impedance of the second 
stage to increase the power gain. The first design is uses a 
cascode topology, with a supply voltage of 2.7 V for maximum 
PAE at the compression point. The second design is based on 
neutralization by capacitive cross-coupling [9]-[11], having a 
supply voltage of only 1.5 V, thereby enabling increased 
transceiver integration. The designs are implemented in a 0.18 
μm SiGe HBT process with four Cu metal layers with a 
maximum fT of 200 GHz for a device with an open-base 
breakdown voltage, BVCEO, of 1.5 V. 

 
 Fig.1. Two-stage power amplifier architecture 

II. POWER AMPLIFIER DESIGN 

A. Overall architecture 
The overall architecture, given in figure 1, uses three single turn 
transformers. At E-band frequencies single turn transformers 
are advantageous, as interwinding capacitances make it difficult 
to design multi-turn transformers that are well balanced. The 
first transformer is used as a balun to provide a differential input 
signal for stage 1 from the single ended source. The second 
transformer is part of the interstage matching and is required to 
match the output impedance of the driver stage to the input 
impedance, Zin_2, of the output stage. The output transformer 
converts the differential signal to single-ended and provides a 
25  load impedance for each output transistor of stage 2. The 
supply voltage was optimized to maximize the PAE for a 25  
single ended load, resulting in a supply of 2.7 V and 1.5 V for 
the cascode and cross-coupled design, respectively.  

B. Power amplifier cores 
The PA output stage core topologies for the two designs, shown 
in figure 2, for the architecture given in figure 1, is except for 
device sizes, bias currents and resistor R1 identical to the driver 
stages. From figure 1, the first stage is biased through a 
transformer center tap on the secondary side, and R1 is therefore 
not needed. In conventional PA designs a cascode stage is used 
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to provide isolation and increase the gain [4]-[8]. To maximize 
the gain, both PA cores are designed using the fastest devices 
provided in the technology, with fT = 200 GHz and a Collector-
Emitter-Open base breakdown voltage, BVCEO, equal to 1.5V. 
The voltage handling is higher than BVCEO in a real design since 
the base terminal is not completely open [3]. For the cascode 
design, the breakdown voltage is limited by the collector-base 
breakdown voltage with open base, BVCBO, for the common 
base devices [3], which is larger than BVCES For the selected 
devices, BVCES is equal to 5.8 V. The device type has its 
maximum fT for an emitter current density of 6.5mA/μm2. For 
the simulations of the cascode design, the driver and output 
stages are biased with a total current of 13mA and 51 mA 
respectively.  

 
Fig.2. PA output stage cores for the cascode (a) and cross-coupled designs (b)  
 
In the simulations of the cross-coupled design, the driver and 
output stage were biased with 8 mA and 40 mA, respectively. 
To minimize the inductance from the emitter to ground, 
creating a parasite inductive degeneration of the stage, parallel 
multi fingered devices, configured as Collector-Emitter-Base-
Emitter-Collector (CEBEC) were used. From figure 2, the cross 
coupled capacitors were realized with diode connected devices 
Q2. Compared to using MIM-capacitors, this is preferred in 
order to mitigate effects of process spread [13]. Depending on 
the size of Q1, there is a certain size of Q2 that maximizes the 
stability factor k. An unconditionally stable design has k>1 [9], 
[11], [12]. However, to increase the gain a larger size of Q2 was 
used, corresponding to positive feedback. If the size of Q2 is 
increased too much, the design becomes unstable. For the 
simulated design, the minimum k was equal to 4.8, i.e. the 
design is unconditionally stable. Comparing the two 
architectures, the cascode topology offers a more robust way of 
increasing the gain, while the cross-coupling technique is 
sensitive but has the potential to be utilized in low supply 
voltage designs. 

C. Interstage matching 
The architecture of the interstage matching network, common 
for both designs, is shown in figure 3. The up-transformation of 
Zin_2, the differential input impedance of the second stage,  

      
Fig.3. Transformer based interstage matching network 
 

increases the load impedance of the first stage, thereby boosting 
the power gain. For the cascode design the real part of Zin_2 is 
15 . Due to the positive feedback, the cross-coupled design 
has a higher Zin_2 of 55 . For the cascode and cross-coupled 
designs, C1 equals 100 fF and 110 fF, respectively. The 
transformer inductance is tuned to resonate with the circuit 
capacitances. The up transformation with a combination of 
transformer shunt inductance and a series capacitor, C1, 
provides a load resistance of the first stage of 180 , and 200 

, for the cascode and cross-coupled designs respectively 

D. Transformer design 
The individual transformer design together with minimization 
of electromagnetic coupling between different transformers is 
critical for the overall performance of the PA [14]. In this work, 
all transformers and inductors were therefore co-simulated in 
ADS Momentum. The model for the cascode design is given in 
figure 4, showing input, interstage and output transformers. In 
figure 6, the wiring traces to the cross-coupling devices are 
indicated. These traces were included in the model for the cross-
coupled design. Since the reactance of the wire is of the same 
order as that of the diode connected device, careful modeling is 
essential for gain and stability optimization. As shown in figure 
4, all three transformers were modelled including the lower 
level metal interconnects to the center of the active devices. 
Since the devices are wide in comparison to the diameter of the 
transformers, the inductance of the lower level interconnect, 
Cu2 (red) cannot be neglected. The higher resistivity of the 
interconnects also reduces the effective Q-value of the 
transformer. For the cascode design, the input, interstage and 
output transformer have an inner diameter of 26, 28 and 29 μm, 
respectively, with trace widths equal to 5.5, 5.1 and 4.6 μm. For 
the cross-coupled design the inner diameters equal 26, 22 and 
24 μm with trace widths of 5.5, 5.6 and 5.5 μm. Since losses in 
the transformers have a negative impact on PAE, Psat and S21, 
these losses were minimized by optimizing the Q-values of the 
transformers in the 81-86 GHz frequency range. 
 
 

 
 
Fig.4. Momentum model for the cascode design 
 
To minimize trace resistance and to avoid capacitive losses to 
the substrate [14], the transformers were implemented in the 
two top layers (Cu4 and Cu3), having thicknesses of 2.8 μm and 
1.05 μm, respectively. The supply voltage to the stages was 
connected through a center tap on the primary inductors. The 
transformer inductance is constrained by the output capacitance 
of the circuit, since for maximum gain and minimum loss these 
should be in resonance at 84 GHz. Increasing the width of the 
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transformer traces decreases the resistive losses, but increases 
the capacitance. A larger coil diameter also decreases the loss, 
but increases the inductance, thereby requiring smaller devices 
in the amplifier stages. 

III. MEASUREMENT AND SIMULATION RESULTS 
The small signal performance of the two designs was measured 
using a Rohde & Schwarz ZVA vector network analyzer 
together with Z110E 75-100 GHz extenders. Cascade Infinity 
GSG probes with 100 μm pitch and WR10 waveguide interface 
were used at both input and output. Short low loss coax cables 
with WR10 interface were used to connect the probes to the 
extenders. Due to limited extender output power only small 
signal measurements were performed. The chip photo of the 
cascode design is given in figure 5. The larger part of the chip 
area of 0.86 mm2 is used for decoupling, using both Metal-
Insulator-Metal (MIM) and Metal-Oxide-Metal (MOM)-
capacitors. 

 
Fig.5. Chip photo for the cascode design 
 
The chip photo of the active part of the PA in the second design 
is given in figure 6. Except for the active part, the layout is 
identical to figure 5. 
 

 
Fig.6. The active part of the cross coupled design 
 
Indicated in figure 6 are the interconnect wires for the cross-
coupled diode connected devices located on the outside of the 
common-emitter devices in the center. These four wires were 
included in the Momentum model for the cross-coupled design. 
The large signal and small signal performance of the two 
designs was simulated using the Cadence Spectre RF tool. 
Gummel Poon models were used for the active devices. In 
figure 7, the measured input and output matching, S11 and S22, 
power gain, S21, and reverse isolation, S12, together with 

simulated performance for a parasitic extracted view of the 
active stages and an s-parameter model of the transformers is 
shown for the cascode design 

     
Fig.7. Measured and simulated s-parameters for the cascode design  
 
The measured maximum power gain, S21, equals 15.7 dB at 92 
GHz, while the simulated S21 equals 16.4 dB at 81 GHz. 
Comparing the frequency for the measured and simulated 
maximum S21, the measured performance has its peak gain 11 
GHz higher than the simulated. The measured 3-dB bandwidth 
is 17 GHz compared to a simulated bandwidth of 15 GHz. The 
measured and simulated s-parameters for the cross-coupled 
design are shown in figure 8. The maximum S21 equals 10.1 dB 
and 14.8 dB respectively. The gain differs by 4.7 dB even when 
the bias current of the first stage has been increased by 16 mA 
compared to simulations. The measured and simulated 3-dB 
bandwidth equals 16 GHz and 10 GHz, respectively. The 
measured minimum k-factor equals 10 at 87 GHz compared to 
the simulated value of 4.8. This together with the reduced gain 
indicates that the realized effective cross-coupling capacitance 
is too small in comparison with simulations. 

    
Fig.8. Measured and simulated s-parameters for the cross-coupled design 
 
The frequency offset between simulated and measured 
maximum gain is 11 GHz, i.e. the same offset as for the cascode 
design. The cross-coupling technique is sensitive to the 
effective reactance of the cross-coupling path. From figures 2 
and 6, the inductance of the interconnects and the capacitance 
of the cross-coupled devices form a series resonance circuit. 
The models of the active devices are not optimized for the diode 
configuration with zero collector current. Therefore, the cross-
coupled design would need a tunable reactance to optimize the 
gain. One way to design the tuning is provided in [13] were the 
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cross-coupling capacitance is implemented as the series 
combination of a MIM capacitor and a variable junction 
capacitor. For the cascode design, the output compression point, 
OCP1dB_out, and saturated output power, Psat, were simulated at 
84 GHz with a PSS analysis using the harmonic balance engine, 
to 12.2 and 17.2dBm, respectively, see figure 9. The maximum 
PAE is equal to 15.9% in saturation, while it is reduced to the 
9.0% at the compression point.  

 
Fig.9. Simulated Pout and PAE for the cascode design 
 
The simulated Pout and PAE versus input power for the cross-
coupled design at 82 GHz is given in figure 10. The design 
achieves a Psat of 14.7 dBm and an OCP1dB of 9.0 dBm. The 
PA achieves a peak PAE of 16.3 %. At the compression point 
the PAE is reduced to 9.0%, similar to the cascode design. 
 

 
Fig.10. Simulated Pout and PAE for the cross-coupled design 
 
The performance of the presented PAs is compared to other 
published E-band SiGe PAs in table 1. 
 
             TABLE 1. PERFORMANCE COMPARISON OF SiGe PAs 

             aSimulated 

IV. CONCLUSIONS 
In the presented work, two different architectures for a two-
stage E-band PAs have been implemented and compared. Both 
PAs have a measured maximum gain at a frequency in the E-
band at 92-95 GHz. The cascode design achieves a measured 
and simulated maximum S21 of 15.7 and 16.4 dB, respectively. 
The design using capacitive cross-coupling instead achieves a 
simulated gain of 14.8 dB compared to a measured gain of 10.1 
dB. According to simulations, the capacitive cross coupling 
technique enables a high gain and Psat even with a supply 
voltage as low as 1.5 V. However, the technique requires 
tunable cross-coupling capacitance to optimize the gain. At E-
band frequencies, the cascode topology is less sensitive to 
process variations and modeling issues, and if the higher supply 
voltage is acceptable it is a more robust choice. 
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Abstract— This paper presents simulation results for a 
sliding-IF SiGe E-band transmitter circuit for the 81-86 
GHz E-band. The circuit was designed in a SiGe process 
with fT = 200 GHz and uses a supply of 1.5 V. The low supply 
voltage eliminates the need for a dedicated transmitter 
voltage regulator. The carrier generation is based on a 28 
GHz quadrature voltage oscillator (QVCO). Upconversion 
to 84 GHz is performed by first mixing with the QVCO 
signals, converting the signal from baseband to 28 GHz, and 
then mixing it with the 56 GHz QVCO second harmonic, 
present at the emitter nodes of the QVCO core devices. The 
second mixer is connected to a three-stage power amplifier 
utilizing capacitive cross-coupling to increase the gain, 
providing a saturated output power of +14 dBm with a 1 dB 
output compression point of +11 dBm. E-band radio links 
using higher order modulation, e.g. 64 QAM, are sensitive 
to I/Q phase errors. The presented design is based on a 28 
GHz QVCO, the lower frequency reducing the phase error 
due to mismatch in active and passive devices. The I/Q 
mismatch can be further reduced by adjusting varactors 
connected to each QVCO output. The analog performance 
of the transmitter is based on ADS Momentum models of all 
inductors and transformers, and layout parasitic extracted 
views of the active parts. For the simulations with a 16 QAM 
modulated baseband input signal, however, the Momentum 
models were replaced with lumped equivalent models to 
ease simulator convergence. Constellation diagrams and 
error vector magnitude (EVM) were calculated in 
MATLAB using data from transient simulations. The EVM 
dependency on QVCO phase noise, I/Q imbalance and PA 
compression has been analyzed. For an average output 
power of 7.5 dBm, the design achieves 7.2% EVM for a 16 
QAM signal with 1 GHz bandwidth. The current 
consumption of the transmitter, including the PA, equals 
131 mA from a 1.5 V supply. 
 
Keywords E-band, mm-wave, EVM, transmitter, power 
amplifier, 16 QAM, SiGe 

I. INTRODUCTION 

igh capacity Gb/s wireless point-to-point communication 
links can be implemented in the E-band at 71-76 and 81-

86 GHz. Optical fiber has previously been preferred for the 
backhaul networks [1], [2]. However, it is not always possible 
to deploy an optical fiber due to regulations, installation time 

and cost [1], [2]. In the upcoming 5G heterogeneous networks 
the number of base stations will increase, making a wireless 
backhaul more favorable. In Europe, the 5 GHz spectrum of 
each sub-band is divided into 250 MHz channels [2], [3] which 
can be merged if higher data capacity is required. In the Unites 
States the bands are instead divided into 1.25 GHz channels [4]. 
A typical E-band transceiver product consists of several mm-
wave ASICs plus external power amplifiers (PAs). In [2], [5] a 
SiGe E-band transceiver product is presented, demonstrating a 
3.18 Gbps radio link using 256-level quadrature amplitude 
modulation (QAM) [6] in a 500 MHz RF channel bandwidth, 
with 8 dBm output power at the antenna. The architecture 
consists of separate receiver and transmitter ASICs, an external 
phase locked loop (PLL) together with an external power 
amplifier (PA) and low noise amplifier (LNA) in GaAs-
technology. In industry, there has so far been less focus on 
integration level of E-band transceivers. Compared to chipsets 
for cellular communication, the integration level for E-band 
transceivers is therefore still low. As the volumes of wireless 
links will increase with the deployment of the upcoming 5G 
networks, integration level will be a key driver for product cost 
reduction. To address this, in this paper, a 1.5V E-band 
transmitter for the 81-86 GHz E-band is presented. The 
transmitter is fully integrated, i.e. it consists of upconversion 
mixers together with an integrated PA that share a common 
supply. The upconversion is based on an on-chip 28 GHz 
QVCO [7]-[9], which creates four LO phases for an I/Q 
upconversion mixer for the baseband signal. In a second mixing 
stage, the 56 GHz second harmonic, present at the emitter nodes 
of the QVCO core devices, upconverts the 28 GHz signal to 84 
GHz [7]-[10]. Using a single supply voltage of only 1.5 V for 
the entire transmitter eliminates the need of a dedicated voltage 
regulator, since, the supply can then be shared between the 
transmitter and the digital control circuits. The low supply 
three-stage PA uses capacitive cross-coupling [11]-[15] to 
increase the power gain and isolation of each stage. Early E-
band transmitters used simple modulation schemes such as 
binary phase-shift keying (BPSK) or on-off keying (OOK) [1]. 
These modulation schemes do not require a high linearity 
transmitter but are on the other hand less spectral efficient [16]. 
In E-band systems of today, to support spectral efficient 
transmission with high data rates, M-ary QAM is used. For low 
bit-error (BER), data links using QAM modulation put more 
stringent requirements on transmitter nonidealities, resulting in 
tight error-vector-magnitude (EVM) specifications [17]-[22]. 
In this paper, the effects on simulated EVM, for a 2 GHz 16 
QAM signal, of local oscillator (LO) phase noise, I/Q 

System simulations of a 1.5 V SiGe 81-86 GHz 
E-band transmitter 

Tobias Tired1, Per Sandrup2, Anders Nejdel1, Johan Wernehag1, Henrik Sjöland1,3 

1Lund University, 2Ericsson Research, 3Ericsson Modems 

H 



> < 
 

imbalance, and PA compression are therefore investigated. 
Transient simulations were performed using parasitic extracted 
views of the circuit parts and lumped model equivalents of the 
inductors and transformers. The EVM was calculated by 
importing the demodulated data into MATLAB. For each 
modulation scheme, there is a known relationship between 
EVM and bit-error-rate (BER) [22]. Using the EVM as a metric 
to evaluate the performance is advantageous, since more time 
consuming BER calculations can then be avoided at an early 
stage of the design phase [22]. The transmitter was designed in 
a 0.18 m SiGe HBT process, with four Cu metal layers with a 
top layer thickness of 2.8 μm, and with an fT of 200 GHz. The 
process does not have any MOS devices. In this paper the 
presented transmitter and the EVM simulation setup are first 
briefly discussed. In section II, the transmitter architecture is 
described together with a comparison to other transmitter 
topologies. The design of the different circuit parts is then 
discussed in section III. In section IV, the design and layout of 
the inductors and transformers are presented, together with the 
layout of the complete transmitter, including the power 
amplifier. The simulation results for a non-modulated baseband 
signals are provided in section V. In section VI, the EVM as a 
metric to analyze transmitter imperfections is discussed 
together with the simulation setup. A flow chart for the 
developed MATLAB program for EVM calculation is 
described and the simulation results are presented. The 
conclusions are given in section VII. 

II. TRANSMITTER ARCHITECTURE 

There are several possible architectures for creating an E-band 
TX carrier. Direct conversion architectures [23]-[25] are often 
used, however, with different implementations of the 
generation of the LO frequency. In [23], digital correction is 
implemented. In [24], a direct conversion E-band transmitter, 
using an external LO, was simulated and measured. Polyphase 
filters were used to create quadrature LO signals. Since a direct 
conversion architecture is susceptible to process mismatch, the 
work is focused on tuning methods to suppress LO feed-through 
and I/Q imbalance, using I/Q phase calibration to improve the 
EVM. The 84 GHz TX carrier can also be generated using 
injection lock techniques In [26], a 90 GHz carrier was 
generated from a 30 GHz VCO using either injection locked or 
harmonic-based LO tripler circuits. An 84 GHz quadrature 
injection locked oscillator (QILO) can be injection locked by a 
28 GHz VCO [27]. A 60 GHz PLL based on an N-push 20 GHz 
VCO was presented in [28]. A 3-push VCO consists of three 
coupled VCOs with a phase difference of 120˚ between them. 
By combining the VCO outputs, the fundamental tone as well 
as the second harmonic can be cancelled, leaving only the third 
harmonic at 60 GHz. Quadrature LO signals can be created with 
either a polyphase filter (PPF) or hybrid coupler (HC) [28]. At 
84 GHz, the I/Q mismatch of both PPFs and HCs will, however, 
be significant. In [29], [30] a sliding-IF E-band transceiver 
circuit was therefore presented, covering both the 71-76 GHz 
and the 81-86 GHz band, providing 15.2 dBm of output power 
in the upper band. The transmitter was based on a 19 GHz PLL. 
The PLL output is supplied to an I/Q divide-by-two block that 
generates the LO signal for an I/Q up conversion mixer for the 

baseband signal. Upconversion to 85.5 GHz is then performed 
by mixing with the quadrupled 19 GHz signal from the PLL. A 
driver amplifier, also providing the necessary image rejection 
before the PA, consumes 42mA. In [30], measurement results 
for the design in [29] were presented for the lower E-band at 
71-76 GHz, achieving a Psat of 20.5 dBm. The complete 
transmitter, including the PLL, consumes 200 mA from a 2.7 V 
supply, plus 500 mA from a 2 V supply for the PA at Psat. 
In the presented sliding-IF transmitter architecture, given in 
Fig. 1, a 28 GHz QVCO [7]-[9] is used to generate the 84 GHz 
TX carrier in two steps [10]. A direct conversion architecture, 
with a QVCO operating at the 84 GHz carrier frequency, is not 
preferred due to stringent requirements on I/Q phase error for 
higher order QAM modulation [17]-[20]. The effect of device 
mismatch is worse for a higher frequency QVCO and I/Q mixer. 
Instead, in this work, a 28 GHz I/Q mixer first up-converts the 
baseband signal. The 84 GHz TX signal is then generated by 
mixing with the 56 GHz differential second harmonic 
inherently present at the emitters of the cross coupled QVCO 
transistors [7]-[10], thereby eliminating the need for current-
consuming frequency doubler circuit blocks. 

 
Fig.1. Architecture for an 84 GHz transmitter from a 28 GHz QVCO 
 
The conversion gain of the active mixers depends on the 
amplitude of the signal driving the bases of the current 
commutating devices. Below a certain signal level, there is a 
significant reduction of conversion gain. LO-buffers are 
therefore placed before both the 28 and 56 GHz mixers to 
secure a sufficient LO level. In [8], [9] the 28 GHz QVCO was 
locked to an external 1.75 GHz reference signal in a PLL. A 
buffer was then used to isolate the QVCO from the PLL divider. 
For symmetry reasons, two buffers are therefore connected to 
the I-and Q-output, respectively, of the QVCO. In [8], [9], beam 
steering was also implemented by DC current injection into the 
load of a Gilbert type phase detector [31] of the PLL [10]. 

III. TRANSMITTER CIRCUIT BLOCKS 

A. QVCO 

Simulation and measurement results for the 28 GHz QVCO, see 
Fig. 2, both standalone [7], [8] and in a PLL [9] have been 
previously presented. To minimize the I/Q phase error, phase 
tuning [7], [8] has been implemented. The QVCO in this paper 
consists of two cores, Fig. 2a, connected together as in Fig. 2b. 
The main and injection stages were designed with bias currents 
of 5.8 mA and 1.0 mA, respectively, i.e. the QVCO total bias 
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current equals 13.6 mA. To improve the layout symmetry there 
are two main varactors, implemented as reversed biased pn-
junctions using a control voltage Vctrl. The QVCO inductors, 
with a layout shown in Fig. 4, are represented by inductors LVCO 
in Fig. 2a. The inductors were simulated and modeled using 
ADS Momentum. Each QVCO core in Fig.2a contains two 
phase error tuning blocks biased with control voltages Vtune_p 
and Vtune_n. With two QVCO cores there are four tuning blocks 
in total, biased with control voltages from 0 to 7.7V. The I/Q 
phase error can be minimized by changing these control 
voltages [7], [8], providing a simulated phase tuning range of 
14.5 [7]. 

 
(a) QVCO core schematic     (b) QVCO architecture 
 
Fig.2. QVCO core schematic and architecture [7] 
 
In this paper, a transformer, as indicated in Fig. 3, is added at 
the tail of the main stage to extract the 56 GHz second 
harmonic. The transformer has two center taps. The center tap 
on the primary side is connected to the collector of the biasing 
device [10], while the center tap on the secondary side is used 
for biasing of the 56 GHz LO buffer, shown in Fig. 4b. The 
QVCO in Fig. 3 is biased with 8.1 mA and 1.0 mA in each main 
and injection stage, respectively. The main current was 
increased in order to increase the oscillator performance. 

 
 
Fig.3. QVCO architecture with 56 GHz output transformer excluding I/Q 
phase error tuning 
 
In the simulations of large signal linearity and EVM, the QVCO 
with 56 GHz output schematic was replaced with a Verilog-A 
model based on the oscillator in the standard Cadence module 
library rfLib. Using control parameters for the Verilog-A 
module, the phase noise can be shaped for a slope of either 20 
dB/decade or 30 dB/decade. The four phases of the 28 GHz 
QVCO are created using time delays. The 56 GHz output is 

generated from a frequency multiplier. By replacing the 
transistor level QVCO with a Verilog-A model, it is possible to 
simulate the complete transmitter using the periodic steady-
state analysis (PSS) in Cadence SpectreRF. Due to simulator 
convergence difficulties, this is not possible using PSS 
oscillator mode for the design in Fig.3. The EVM calculations 
are based on a transient analysis, which would have been too 
time consuming if a device-level representation of the QVCO 
had been used. 
 

B. LO buffers 
Two 28 GHz buffers, with a topology outlined in Fig. 4a, are 
placed at the I and Q QVCO outputs. 

 
      (a)  (b) 

Fig.4. LO buffers, 28 GHz LO buffer (a) and 56 GHz LO buffer (b) 

The 28 GHz buffer was biased with a tail current of 3.4 mA and 
loaded with resistors R2 of 60 Ω. This results in a differential 
output signal of 170 mVp at the base terminals of the 28 GHz 
mixer. Since the buffer is operating at only 28 GHz, the output 
voltage amplitude is large enough without having to implement 
an inductor at the output to resonate with the capacitive 
parasitics. For the 56 GHz LO buffer, see Fig. 4b, the 
transformer primary side input nodes, LO56_p and LO56_n, are 
connected to the emitters of the main QVCO devices. The main 
devices of the QVCO are biased through the primary side center 
tap connection Ibias_main, while the base terminals of the 56 GHz 
buffer are biased through the secondary side center tap 
connection bias_LO56. The 56 GHz buffer output transformer is 
connected to the bases of the switching devices of the 56 GHz 
mixer. The buffer is biased with 3.9 mA, giving a differential 
voltage swing of 150 mVp at the base terminals of the 56 GHz 
mixer. 

C. Mixers 
The core topology of the 28GHz and 56 GHz active double 
balanced active mixer is given in Fig. 5. The mixer topologies 
are identical, except for the input signal connection to the 
transconductance stage and the inductor/transformer at the 
output. The 28 GHz mixer upconverts the baseband signal with 
the signal from the 28 GHz LO buffers in Fig. 4a. The output 
nodes, Out28_p and Out28_n of the load inductor are connected to 
the transconductance stage input of the 56 GHz mixer. Two 
turns are used to reduce the die area of the load inductor. The 
inductance is designed to resonate at 28 GHz with the output 
capacitance of the 28 GHz mixer plus the input capacitance of 
the 56 GHz mixer. The baseband signals, BBp and BBn, are AC-
coupled to the 28 GHz mixer transconductance stage with 
capacitors C2. Each transconductance device is biased with 4.7 
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mA and degenerated with a resistor R1 equal to 5 Ω to increase 
the mixer linearity 

The 56 GHz double balanced active mixer has output nodes, 
Out84_p and Out84_n, connected to the input of the PA. The 
transconductance devices Q2 are biased with 12 mA each. The 
current commutating devices Q1 are scaled so that the 
maximum allowed current density, i.e. 6.5mA/μm2, is not 
exceeded when all devices Q1 are turned on simultaneously. For 
maximum power transfer to the PA, the mixer output 
transformer, with a layout shown in Fig. 8, is designed to be in 
resonance with the parasitic output capacitance of mixer 
devices Q1 plus the input capacitance of the PA. This sets a bias 
current constraint of the 56 GHz mixer, since a larger bias 
current, resulting in an increased mixer conversion gain and 
output compression point (OCP1dB), requires larger devices Q1. 
Larger devices, however, have a higher output capacitance, 
which requires the inductance of the mixer output transformer 
to be reduced to maintain resonance. However, for the 
transformer to have a low insertion loss, there is a lower limit 
for its inductance.  

 
Fig. 5. 28 and 56 GHz mixer architecture 

The selected bias current of 12 mA optimizes the combined 
performance of the mixer and output transformer. The devices 
Q1 are switched with a differential LO-signal with an amplitude 
of 200 mVp. For layout reasons, summation of the signals from 
the I- and Q 28 GHz mixer outputs is made after the AC-
coupling capacitors C1, equal to 800 fF each. The OCP1dB of the 
56 GHz mixer must be large enough so that it does not limit the 
compression point of the transmitter. To maintain the 
compression point across the 81-86 GHz band, the input 
matching of the PA is designed to be wideband with S11<10dB 
between 75 and 95 GHz. A critical design parameter is the 
connection distance from the secondary side of the 56 GHz LO 
buffer transformer to the bases of the switching pair in the 56 
GHz mixer. In comparison with the inductance of the 
transformer, the series trace adds significant inductance. The 
series inductance was therefore minimized by using the design 
kit maximum allowed trace width of 10μm. To increase the 
mixer linearity, the transconductance devices, Q2, are 
degenerated with resistors R1 equal to 10 Ω. 

D. Power amplifier 

The power amplifier architecture is shown in Fig. 6. It is a three 
stage differential design with interstage matching in between, 
sharing the transmitter supply voltage of 1.5 V. The fewer the 
stages, the higher the power added efficiency, (PAE) [11]-[15], 
[32], [33] of the PA. For the presented transmitter, the minimum 
number of stages is limited by the output compression point of 
the 56 GHz mixer. With a two stage PA [14], [15], the 
maximum output voltage swing from the 56 GHz mixer is not 
enough to drive the PA into compression (OCP1dB = -4.0 dBm), 
and therefore an additional stage is required as a preamplifier. 

 
Fig.6. Three-stage power amplifier architecture 

In order to minimize the reduction in PAE, the bias current of 
the different stages is increased from input to output. In 
conventional bipolar PA designs, a cascode stage [32], [33] is 
used to increase the gain and provide isolation between the 
different stages. In this paper, however, due to the limited 
supply voltage of 1.5 V, a cascode architecture could not be 
used. Instead, the high frequency gain, as well as the isolation, 
was increased using a common emitter stage with capacitive 
cross-coupling [11]-[15]. The topology of the first and second 
stage, depicted in Fig. 7a, are identical except for device sizes 
and bias currents. The effective emitter area of the devices in 
each stage is given in Fig. 7b. 

 
Fig.7. Architecture of the PA stage 1 and 2 (a) and device sizes (b) 

The third stage, differs slightly, as it has capacitors in series 
with the input terminals, as part of an impedance up-
transformation network, see Fig. 8. The transistors have a 
parasitic base-collector capacitance, Cbc, that reduces the power 
gain as well as the isolation between the input and output nodes 
of the common emitter stages [11]-[15]. The capacitive cross 
coupling technique reduces the effect of the base-collector 
capacitance. It has been implemented with diode connected 
devices Q2, with a capacitance Cbc-diode [12], [14], [15]. 
Capacitive cross coupling could also be implemented in two 
other ways, either with fixed metal-insulator-metal (MIM) 
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capacitors or with controllable capacitors, implemented as 
diode junctions in series with MIM capacitors [14].  

Due to process spread, the topology with fixed MIM capacitors 
was not chosen. With diode connected devices there are 
benefits both regarding process spread, and large signal 
behavior [12], [15]. All devices are of the same type, which 
reduces the effects of mismatch. Since for high output power, 
the voltage swing across the base-collector junctions will be 
high enough to cause significant modulation of the capacitance, 
using cross-coupled diode connected devices is highly 
beneficial, since the effective capacitance modulation will then 
be significantly reduced [12]. The bias currents of the three 
stages were set to 4.5mA, 9.8mA and 16 mA, respectively. 
Using capacitive cross coupling, there is a clear tradeoff 
between gain, stability and input matching bandwidth. Using 
too large a value of the cross coupling capacitance results in a 
large increase in maximum available gain, Gmax, but on the other 
hand, the stability factor, k [11], [14], [15], [34] is then less than 
unity, i.e. the design is not unconditionally stable [11], [34]. At 
the same time, the input impedance increases, and the input 
matching bandwidth decreases, making the design sensitive to 
process spread. For a robust design, there is thus a limit on how 
much the gain can be increased in each stage while maintaining 
a sufficient bandwidth.  
Single turn transformers with center tap biasing on both primary 
and secondary side [35] are used as interstage matching 
between all stages of the PA. Compared to using inductors, the 
transformer structures are more convenient for connecting two 
stages together, since in layout, input and output terminals are 
opposite to each other. To increase power transfer between two 
stages, the transformer is designed to be in resonance with the 
output capacitance of the first stage and the input capacitance 
of the second stage. Between stage two and three, a combination 
of transformer resonance and impedance transformation is 
utilized, as shown in Fig. 8 [15]. The output impedance of stage 
two is represented by resistor Rout_2 and capacitor Cout_2. 

 
 
Fig.8. Transformer interstage matching between PA stage two and three 
 
The input impedance of stage three is up transformed with a 
combination of series capacitors C1 equal to 110 fF and a shunt 
inductance Lin_3, giving a real up transformed input impedance, 
Z3, of 200 Ω, i.e. an impedance transformation of 3.6 times [15]. 
Without up transformation, the second stage would be loaded 
by a low impedance, effectively reducing the power gain. A 
transformer is used to connect stage two and three together, 
replacing the output resonance inductance of stage two, Lout_2, 
and the input matching inductance of stage three, Lin_3. 

IV. INDUCTOR/TRANSFORMER DESIGN AND CIRCUIT LAYOUT 

A. Electromagnetic simulation 
In a mm-wave transmitter design, accurate models of inductors 
and transformers are needed. In this paper, the ADS Momentum 
2.5D electromagnetic simulator has therefore been used to 
extract S-parameter models for the inductive parts. Since the 
gain of the active devices in the used technology is limited at 
84 GHz, almost all interface nodes between the circuit parts are 
in resonance to maximize the power transfer. Any modeling 
error can therefore result in significant loss in signal transfer. 
For the presented transmitter, intended for higher order QAM 
modulation, also the matching between different inductive 
elements is important, since any imbalance can result in 
impairments of the transmitted signal [17]-[20]. Even small 
imbalances in capacitive parasitics, in the range of a few 
femtofarads, can result in I/Q phase errors that cause significant 
degradation in the BER [7], [8] of the radio link. It is therefore 
important to design a well-balanced layout of both the QVCO 
core and its routing to minimize the error. In case of a residual 
phase error, this can be minimized using the I/Q phase tuning 
of the QVCO in Fig. 2a [7], [8]. The octagonal inductors of the 
QVCO together with the routing to the 28 GHz LO buffers, as 
well as the routing to the PLL divider buffers [8], [9] are shown 
in Fig. 9. A similar structure has been used in both a PLL and a 
QVCO plus I/Q phase error detector circuit [7]-[9]. In the PLL 
design [8], [9], only the DivQ_p and DivQ_n buffer outputs were 
used to connect the PLL divider, while outputs DivI_p and DivI_n 
were left unconnected. Both divider buffers were however 
active, thereby improving the phase balance of the QVCO. In 
the I/Q phase error detector circuit [7], [8], all four outputs were 
used to connect the detector. 

 
Fig.9. QVCO inductor plus buffer routing and 56 GHz transformer layout 
 
To minimize capacitive losses to the substrate, the inductors are 
implemented in the top Cu layer. The octagonal inductors are 
sized with an inner diameter of 50 m and a trace width of 11 

m. Their differential inductance equals 120 pH with a Q value 
of 18 at 28 GHz [7], [8]. The transformer used for extraction of 
the 56 GHz second harmonic has primary side input nodes 
In_56p and In_56n connected to the emitters of the QVCO core 
devices. The secondary side output nodes, Out_56p and 
Out_56n, are connected to the LO buffer in Fig. 4b. The 
transformer has an inner diameter of 31 m and a trace width 
of 7.4 m. Due to the layout of the active part of the QVCO and 
its varactors, series wires with a length of 100 m are required 
to connect the 56 GHz transformer. 
In Fig. 10, a Momentum view of the two-turn 28 GHz mixer 
load inductors, the 56 GHz LO buffer output transformer and 
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the 56 GHz mixer output transformer connected to the PA input 
is shown. The 28 GHz mixer outputs are connected to the nodes 
Mix_28_Ip, Mix_28_In

, Mix_28_Qp and Mix_28_Qn, 
respectively. To save die area and increase the inductance in 
order to resonate with the output capacitance of the 28 GHz 
mixer, the load inductors have been implemented with two 
turns. The inductor has an inner diameter of 53 m and a trace 
width of 3.9 m. The transconductance stage of the 56 GHz 
mixer, given in Fig. 5, is connected to the output nodes of the 
28 GHz mixer load inductors. The interconnect wires from the 
load inductors to the 56 GHz mixer have been made wide to 
decrease the series inductance. 
 

 
Fig. 10. Transformer for 56 GHz LO buffer, 28 GHz mixer load inductors and 
56 GHz mixer output transformer. 
 
The 56 GHz LO buffer, shown in Fig. 4b, has its collectors 
connected to the nodes In_Buff_56p and In_Buff_56n of its 
output transformer. The transformer was designed with an inner 
diameter of 35 m and a trace width of 6.5 m. The output 
nodes on the secondary side, Out_Buff_56p and Out_Buff_56n 
are connected to the bases of the 56 GHz mixer current-
commutating devices, see Fig. 5. A center tap on the secondary 
side, node bias_TX_mix_56, is used for mixer base biasing. As 
can be realized from Fig. 10, the series inductance of the routing 
from the 56 GHz LO buffer output transformer to the 56 GHz 
mixer is significant in comparison with the inductance of the 
transformer itself, resulting in unwanted resonances. The wires 
have therefore been scaled up to the maximum allowed width 
of 10 m. The collectors of the 56 GHz mixer are connected to 
the nodes TX_mixp and TX_mixn of its output transformer. The 
primary side is implemented in the top Cu layer, yellow color, 
due to design kit current density rules. The input to the first 
stage of the PA is connected to the nodes Out84_p and Out84_n, 
respectively. A center tap is used for PA input biasing. 

For the transformers in a PA, the performance of the output 
transformer is the most important, since its loss has a strong 
impact on PA efficiency. To reduce the substrate loss, all 
transformers were designed in the two top Cu layers with 2.8 
μm Cu4 and 1.05 μm Cu3. The output transformer, shown in 
Fig. 11, has an inner diameter of 24 μm and a trace width of 
5.6 μm. The supply voltage of the output stage is connected 
through a center tap on the primary inductor. For maximum 
gain, and to minimize the loss, the transformer inductance and 
the output capacitance of the output stage must be in 
resonance at the transmit frequency of 84 GHz. For each of 

the four transformers in the presented PA design, the loss is in 
the range of 1 dB.  

 
Fig.11. Power amplifier output transformer 
 
For a certain current handling capability of the output devices, 
a minimum device size is required, thereby determining the 
maximum transformer inductance. Further, since the diameter 
of the transformer in our case is in the same size range as the 
width of the output device, it is important to model the 
transformer including the Cu2 connection to the active device. 
For Momentum modelling, the trace length to the center of the 
active device has therefore been added to the transformer 
structure. 

B. Transformer/inductor lumped model 
S-parameter models of the transformers and inductors were 
used for simulations using SpectreRF PSS with the harmonic 
balance option. However, time domain simulations with S-
parameter models, such as transient simulations, can give 
inaccurate results due to convergence difficulties. The reason is 
that the Momentum simulator creates models in the frequency 
domain that do not work well in the time domain. Transient 
simulations were, however, required to evaluate the EVM 
performance of the transmitter with digitally modulated input 
signals. Therefore, simplified lumped equivalent models, as 
shown in Fig. 12, were created for all transformers and 
inductors of the transmitter. 

 
 

Fig.12. Lumped model transformer equivalent 
 
The model uses five fitting parameters: the primary and 
secondary side inductance, L, the series resistance of the 
inductance, Rs, the parasitic capacitance to ground of the 
primary side, Cin, the parasitic capacitance to ground of the 
primary side, Cout, and the coupling coefficient k. To keep the 
model simple, it does not include any interwinding capacitance. 
When applicable, the model has been extended with series 
inductances due to routing on the primary and secondary side. 
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Even with a limited number of lumped elements as in Fig. 12, 
it is possible to achieve a good match regarding transformer 
impedances and insertion loss at the transformer operating 
frequencies 
 

C. Transmitter layout 

The layout of the transmitter is shown in Fig. 13. The total size 
of the design equals 890 μm x 450 μm, of which more than 30% 
can be used for additional on-chip decoupling. In total there are 
10 inductors and transformers, which dominate the occupied die 
area. The supply voltage is connected to the top metal layer 
(yellow color), while the ground is connected to the bottom 
layer (blue color). High Q metal-oxide-metal (MOM) 
decoupling capacitors between supply and ground have been 
created by connecting the two top metal layers to the supply and 
the two bottom metal layers to ground.  

 

Fig. 13. Complete E-band transmitter layout 

The QVCO is located to the left, followed by the transformer to 
extract the 56 GHz LO signal. The design has been made 
symmetrical, i.e. the two 28 GHz mixers are located above and 
below the 56 GHz LO buffer, while the 56 GHz mixer is placed 
in the center. A symmetrical layout is highly important, since 
differences in wire length can otherwise result in impairments 
of the transmitted signal. Due to the size of the transformers, 
the distance is quite long between the QVCO core and the 56 
GHz mixer, thereby requiring LO signal buffering. The 
baseband signals are connected to the top and bottom side of 
the I and Q 28 GHz mixers, respectively. The three-stage PA is 
located to the right of the 56 GHz mixer. 

V. TRANSMITTER AND BUILDING BLOCKS CIRCUIT 
SIMULATION 

A. Power amplifier simulation results 
The performance of the three stage PA, including the 
transformer between the 56 GHz mixer and the PA, was 
simulated with the output loaded with a pad in the top metal 
layer and a 50 Ω resistor. This emulates a measurement setup 
where the PA output is connected to ground-signal-ground 
(GSG) pads. The input terminals, TXp and TXn were for 
optimum input matching driven by a 95 Ω differential port in 
parallel with a 35fF capacitor. The small signal S-parameters 
are given in figure 18. At 84 GHz, S21 equals 20.6 dB with a -

3dB bandwidth of 7.2 GHz. The output matching, given by S22 
equals -5.7 dB at 84 GHz. A wide input match is important for 
the ability of the 56 GHz mixer to drive the PA into 
compression. The first stage of the PA has thus been designed 
so that S11 < -10 dB for a frequency range of 16 GHz. 

         
Fig.14. Power amplifier S-parameters 
 
The large signal simulation results are given in Fig. 15, showing 
output power and power added efficiency (PAE) versus input 
power. The PA achieves a saturated output power, Psat-PA , of 
14.4 dBm, while the 1 dB output compression point, OCPPA-1dB, 
is 11.1 dBm. When transmitting with M_QAM modulated input 
signals a high compression point is advantageous, since low 
EVM is required. The peak PAE equals 17.4 %, while it is 
11.7 % at CP1dB. 

           
Fig.15. Power amplifier large signal performance 

B. Transmitter simulation results with non-modulated signals 
The periodic steady-state (PSS) harmonic balance analysis in 
SpectreRF was used to simulate the transmitter performance 
with non-modulated signals. Due to simulator convergence 
difficulties, it was not possible to use a device level 
representation of the QVCO. In these simulations, the QVCO, 
was therefore replaced with ideal time-delayed sinusoidal 
voltage sources. With a baseband frequency, fBB, at 1 GHz, the 
frequency at the PA output, fTX, is at 84 GHz for a QVCO 
frequency, fQVCO, of 27.7 GHz. In the PSS analysis both the LO 
signals and the baseband signals are defined as large signals. 
The I and Q baseband signals were phase shifted by 90˚. The 
inductors and transformers of the upconverter and PA were 
represented with S-parameter models. The output power at 83 
GHz versus baseband differential peak voltage, Vp-BB, is shown 
in Fig. 16. In order to decrease the simulation time and the 
number of harmonics, and to achieve 83 GHz transmit 
frequency, the baseband frequency was set to 2 GHz. Using the 
harmonic balance simulator, the QVCO frequency must also be 
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at a harmonic of the PSS fundamental frequency. The third 
order distortion was simulated with a PAC-signal at 2.1 GHz. 

        
Fig.16. Output power and IM3-level of the complete transmitter at 83 GHz 
versus baseband input level 

As seen from Fig. 16, the transmitter can deliver a saturated 
output power, Psat-TX of 14.4 dBm with an output compression 
point OCPTX-1dB equal to 11 dBm. In Fig. 17, Psat-TX and OCPTX-

1dB is simulated versus fTX for fBB equal to either 1 GHz or 2 GHz 
depending on the desired transmit frequency.. Within the 81-86 
GHz band, Psat-TX varies between 14.2 and 14.5 dBm, while 
OCPTX-1dB varies between 11.0 and 13.4 dBm. 

         
Fig. 17. Complete transmitter: Psat_TX_1dB and OCPTX_1dB versus transmit 
frequency 

VI. SYSTEM SIMULATION 

A. Error Vector Magnitude (EVM) in transmitters 

For a high data-rate wireless link using QAM modulation, the 
transmitter linearity, LO phase noise and I/Q phase imbalance 
are highly important [16], [17]-[20], since they impact the 
achievable BER. During the design of a mm-wave transmitter 
it is therefore of great value if the expected BER due to 
transmitter imperfections can be estimated. However, both 
measuring and simulating the BER is significantly more 
complicated than using the EVM, from which the BER can then 
be estimated. In the presented work, the EVM is calculated 
based on demodulated I and Q signals from transient 
simulations. In (1) [22], [36] the bit error rate, Pb, is related to 
the signal to noise ratio, Es/N0, with Q being the Gaussian co-
error function [36]. L is equal to the number of levels in each 
dimension in the constellation diagram and M is the order of the 

quadrature amplitude modulation, i.e. for 16 QAM, M is equal 
to 16 and L is equal to 4. 

           (1) 

For large symbol streams, the EVM is related to the signal to 
noise ratio as given by (2) 

             (2) 

Using (1) and (2), the bit error rate, Pb, is directly related to 
the EVMRMS as in (3) [25], 

        (3) 

In the constellation diagram for 16 QAM, 4 bits are mapped to 
each transmitted symbol as shown in Fig. 18a. 

 

         (a)  (b) 

Fig. 18. Constellation diagram for 16 QAM (a) and definition of EVM (b) 

The definition of the Error Vector Magnitude (EVM) is 
illustrated in Fig. 18b [17]-[20], showing the difference 
between an ideal transmitted constellation point and the actual 
transmitted point. The rms error vector magnitude, EVMrms, is 
defined in (4) [21], as the normalized root mean square value of 
the errors of a large number (N) of constellation points. 

        (4) 

           (5) 

In [22], the bit error rate is plotted versus EVM, using (3), for 
different modulation schemes. The results correspond well with 
Monte Carlo simulations. As expected, higher modulation order 
results in more stringent EVM requirements for a certain bit 
error rate. For 16 QAM, a BER of 3e-6 is achieved for 20 dB 
EVMRMS. In linear scale, this corresponds to 10 % EVMRMS. 
With increasing EVMRMS, the BER quickly degrades, e. g. 18 
% EVMRMS, gives a BER of 3e-3. Early E-band links typically 
used simple modulation schemes, like BPSK. According to 



> < 
 

[22], BPSK is much more robust, but the bandwidth efficiency 
is heavily compromised. For long-distance links, however, 
lower order modulation schemes are often used to increase the 
communication robustness. Typically E-band commercial 
systems use adaptive modulation techniques that changes the 
modulation type depending on the quality of the radio channel. 
There is an optimal modulation scheme that maximizes the user 
data throughput. With too high a modulation order, more bits 
are required for error-correcting coding, thereby lowering the 
user data throughput. On the other hand, with too low a 
modulation order, less coding is required but the data 
throughput is unnecessarily low. One source of EVM is the 
phase noise of the local oscillator. The 28 GHz QVCO used in 
this work [7]-[9], has a measured phase noise of -100 dBc/Hz 
at 1 MHz offset [8]. A second source of EVM is the I/Q phase 
imbalance [17]-[20]. A third source is large signal distortion 
[19], [20]. The nonlinearity of especially the PA has a large 
impact on EVM, since it operates with the largest signals in the 
transmit chain. The PA exhibits two types of distortion that 
impact the EVM. AM to AM compression and AM to PM 
conversion [19]. The first mechanism compresses the 
magnitude of the sum of the I and Q signals [19]. Especially 
signals at the corners of the constellation, which have the 
highest magnitude, are affected. To reduce this effect the input 
power to the PA must be reduced so that the level is well below 
the PA compression point at all times. The second effect 
manifests itself as a phase shift in the I/Q constellation diagram 
that depends on the input amplitude [19]. The symbols with 
higher amplitude, i.e. the outer ones, will then be rotated more 
than the inner symbols. Using PA power back-off, also these 
effects of insufficient linearity can be mitigated, however, at the 
cost of reduced PA efficiency. The PA normally has the highest 
power consumption of the blocks in the transmitter, and it is 
therefore desirable to operate it as close as possible to its 
OCP1dB where the PAE is the highest. Digital predistortion 
(DPD) of the baseband signal [19] can also be used to improve 
the EVM. However, linearity improvements using e.g. 
predistortion are easier to implement if the transmitter itself has 
a low EVM. Another source of imperfection, though not 
investigated in this work, is carrier leakage in the 28 GHz I/Q 
mixer [22], resulting in a DC-shift of the constellation diagram. 
Carrier leakage minimization typically requires digital tuning to 
counteract circuit imbalances. 

B. System simulation setup 

The EVM has been simulated for a 1 GHz 16 QAM signal. Four 
random data streams, generated in a module from the Cadence 
library ahdlLib, at a data rate fBB equal to 1 GHz, were supplied 
to a Verilog-A 16 QAM generator creating I and Q signals, as 
outlined in Fig. 19. The data is first filtered in an RRC filter 
[37]. The purpose of the RRC filter is to reduce out of channel 
spectral emissions with a limited impact on the peak-to-average 
power ration (PAPR) [37], [38] and intersymbol interference 
(ISI) [38]. In this work an RRC filter implemented in Verilog-
A with a roll off factor equal to 0.22, from the Cadence library 
rfLib, has been used. Before upconversion, the digitally 
modulated baseband signals need to be further low pass filtered 
to avoid excess leakage of signal images into neighboring 
channels. This is accomplished by a Verilog-A second order 

Butterworth low pass filter from the rfLib. After single-ended 
to differential signal conversion, the modulated signal is 
supplied to the transmitter baseband input. 

     
 
Fig.19. Simulation setup for generating digitally modulated input signals 

At the detector side, the PA output signal is supplied to a 
Verilog-A I/Q demodulator from rfLib, clocked at a frequency 
fdemod equal to 84 GHz. After filtering in an analog low pass 
filter, followed by the RRC filter, the I and Q outputs are 
sampled at a rate equal to fBB. A flow chart for the EVM 
calculation is given in Fig. 20. The simulated I and Q data, 
Data_Iout and Data_Qout in Fig. 20, cannot be directly compared 
with the transmitted data, Data_Isent and Data_Qsent, since it is 
rotated in phase and has an amplitude that depends on the 
transmitter gain. Therefore, the I/Q data must first be 
normalized. 

          
Fig.20. MATLAB blocks for EVM calculation 

An initial gain calculation is based on the amplitude ratios, 
Gnorm, between the four transmitted and detected inner points of 
the constellation diagram. Only the four inner points are used 
for the initial gain calculation, since compared to the 12 outer 
points, these are less affected by transmitter compression. The 
detected data is first normalized with Gnorm. The EVMrms, 
calculated using (4), has a minimum for a certain fine tuning 
gain, Gfine, controlled in a gain sweep. The gain optimization is 
repeated for each phase position controlled by the phase sweep. 
The gain and phase settings resulting in minimum EVM are 
then used in the final calculation. 

C. Transmitter EVM simulation results 
The EVM of the complete transmitter has been simulated with 
a 16 QAM 1 GHz signal. The EVM dependency on average PA 
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output power, Pout-RMS, QVCO phase noise, and QVCO I/Q 
phase imbalance have been investigated. In Fig. 21, the EVM 
dependency on Pout-RMS is shown for a setup with no I/Q phase 
error and with noiseless devices. At low enough output power, 
the transmitter is linear and thus does not distort the 
constellation diagram. For average output powers above 0 dBm, 
the EVM increases rapidly though. With a PAR of 2.55 dB for 
16 QAM, the amplitudes of the 4 outer symbols of the 
constellation diagram will be close to the OCP1dB for an output 
power of 7.5 dBm, giving 6.4 % EVM. For Pout-RMS back-off to 
5 dBm the EVM is improved to 3.5 %. The EVM is dominated 
by the compression of the PA. 

       
Fig.21. EVM versus Pout-RMS without I/Q phase error and device noise 
 
The simulated relationship between EVM and QVCO phase 
noise level at 1 MHz offset is shown in Fig. 22. The simulation 
was performed for a small PA output signal and without I/Q 
phase error. As can be seen, the EVM is equal to 1.8 % even for 
a phase noise level of -120 dBc/Hz. This is due to that during 
the transient noise analysis, all noise sources in the devices are 
turned on, not only in the QVCO. At a measured phase noise 
level of -100 dBc/Hz [8], the EVM equals 3.6 %, i.e. the QVCO 
phase noise adds 1.8% to the EVM. Further decreasing the 
phase noise would increase the QVCO power consumption 
significantly. 

                        
Fig.22. EVM versus QVCO phase noise at 1 MHz offset at low output power 
and no I/Q phase error 
 
Inside the PLL bandwidth the phase noise will be reduced, 
thereby improving the EVM performance. The performed 
simulation thus provides a safe estimate of allowed QVCO 
phase noise. In [9], the PLL measured phase at 1 MHz offset 
equals -107 dBc/Hz. In Fig. 23, the EVM is simulated versus 
QVCO I/Q phase error. The simulations were performed for a 
low PA output level and with the noise sources turned off. As 

can be seen even an I/Q phase error as small as 3˚ results in an 
EVM of 2.8 %, thereby stressing the need for I/Q phase error 
calibration. One way of implementing the I/Q phase calibration 
is shown in Fig. 2.a [7], [8]. 

        
Fig.23. EVM versus QVCO I/Q phase error at low output power with 
noiseless devices 
 
The effects on the 16 QAM constellation diagram of the three 
separately investigated transmitter impairments, together with 
the combined effects, are shown in Fig. 24. The effect of 
compression is shown for Pout-RMS equal to 7.5 dBm, see Fig. 
24a. The effect of a QVCO phase noise level of -90 dBc/Hz is 
shown in Fig. 24b, while the effect of an I/Q phase error equal 
to 6˚ is given in Fig. 24c. The combined effect of all three 
impairments in Fig. 24d, with Pout-RMS equal to 7.5 dBm, PN at 
1 MHz offset equal to -100 dBc/Hz, and an I/Q phase error 
equal to 1˚is shown in Fig. 24d, giving an EVM of 7.2 %. An 
I/Q phase error of 1˚ is the accuracy that can be achieved using 
the phase error detector and tuner presented in [7] and [8]. In 
this case the EVM is dominated by the compression effect, 
giving 6.4% EVM, see Fig. 21. 

 
Fig.24. Impact on 16 QAM constellation diagrams from investigated 
transmitter impairments: Compression (a) Phase noise (b) I/Q phase error (c) 
and combined effects (d) 
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As can be seen in Fig. 24a, too high an output power causes 
gain compression of the outer points in the constellation 
diagram. The QVCO phase noise causes a rotational random 
shift of the constellation points, while the I/Q phase error results 
in a skewed constellation. The simulated transmitter 
performance is summarized in table 1. 
 
Table 1 Transmitter performance summary 

 

VII.       CONCLUSIONS 
This paper presents system simulation results for an 81-86 GHz 
E-band transmitter based on a 28 GHz QVCO. Up conversion 
to 84 GHz carrier frequency is performed with mixing of the 56 
GHz differential second harmonic present at the emitters of the 
QVCO core cross coupled transistors. Basing the transmitter on 
a 28 GHz QVCO instead of an 84 GHz QVCO is advantageous, 
since the I/Q phase error will be significantly reduced for a 
lower frequency QVCO due to less impact of mismatch in 
capacitive and inductive parasitics. System simulations, 
investigating effects of compression, phase noise and I/Q phase 
imbalance have demonstrated the transmitter performance for a 
1 GHz 16 QAM signal. The impact of phase noise on the EVM 
has been investigated by using a Verilog-A equivalent model of 
the QVCO with controllable phase noise. The QVCO has a 
nominal phase noise of -100 dBc/Hz at 1MHz. For the system 
simulations, lumped equivalent models were used for all 
transformers and inductors in the design. For the circuit 
simulations with continuous baseband signals, S-parameter 
transformer models were instead utilized. In the E-band at 81-
86 GHz, the saturated PA output power exceeds 14.4 dBm with 
an output compression point of 11 dBm. With 16 QAM 
modulation the transmitter achieves an EVMrms of 7.2% at an 
average output power of 7.5 dBm. This corresponds to a BER 
of less than 1e-6 [22]. Transmission with an increased EVM is 
possible, but reduces the user data throughput due to an 
increased number of bits used for coding. Below the OCP1dB, 
the complete transmitter including the PA consumes 131 mA 
from a common 1.5 V supply. 
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Abstract—This paper describes a novel 90nm single-ended 

multiband input LNA preceded by RF input switches connected 
to an on-chip balun intended to drive a differential mixer. The 
architecture achieves a low noise figure of 1.8dB. The advantage 
with the proposed architecture is that it is fully single-ended with 
on-chip programmable narrow-band matching eliminating the 
need of off-chip components. Especially in multiband integrated 
radios a single-ended LNA is highly desirable since the pin-count 
for the LNAs is reduced by half compared with a differential 
architecture. The PCB routing of the RF input signal is 
simplified. Narrow-band matching is advantageous compared to 
common broadband matching since this adds attenuation of out 
of band interferers and suppresses conversion of 3rd LO 
harmonic. This is important for the coexistence of cellular 
systems with e.g. WLAN 802.11a operating in the 5GHz band.  

I. INTRODUCTION 

 
N a common multiband receiver as depicted in figure 1  
there is one separate LNA for each frequency band plus one 
duplexer connected to each RF input required  to attenuate 

the TX signal that leaks into the LNA. The duplexer typically 
provides some 50-55dB isolation from TX to RX. The TX 
leakage into the active LNA is also affected by the leakage 
through the non-active duplexers and LNAs. The receiver is 
degraded by the TX-leakage through intermodulation 
generated by second- and third order distortion. 

 
Fig.1. TX-leakage paths in a common multiband LNA 

The presented architecture depicted in figure 2 is based on 
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only one single ended LNA with programmable on-chip input 
matching preceded by on-chip RF input switches. A tunable 
on-chip balun between the LNA and mixer creates a 
differential RF signal for the mixer. The differential mixer is 
advantageous regarding second order distortion. The 
presented input RF switches provide a combination of low on-
resistance together with high isolation for TX-leakage while 
turned off. The multiband LNA is designed for WCDMA 
band I, II and III plus DCS and PCS EGSM. 

 

Fig.2. Architecture of the presented multiband single ended LNA 

II. TX-LEAKAGE RECEIVER DEGRADATION IN MULTIBAND 
WCDMA RECEIVERS 

A. Second and third order distortion due to TX-leakage 
The TX-signal is a digitally modulated interferer containing 
AM- and FM modulation. The AM-modulation can be 
represented by a two-tone interferer. Two interferers at f1 and 
f2 inserted into an LNA and mixer with a second order 
nonlinearity will generate an intermodulation product at their 
difference frequency f1-f2 [1] in the receive band. Second 
order distortion is generated through RF self-mixing of the 
AM-modulated TX-leakage in the mixer [2], second order 
nonlinearity in the mixer transconductance stage [3] and cross 
modulation [4], [5]. The third order nonlinearity of the LNA 
and mixer will create an intermodulation product at the RX 
frequency originating from the TX-leakage into the LNA with 
power P2 and an interferer at half the duplex distance with 
power P1. The following applies [5] for the third order 
intermodulation product 3_ IMiP  at the LNA input.  
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B. TX-leakage paths in multiband LNAs 
For certain WCDMA frequency bands, e.g. band I there is an 
overlap between the RX and TX frequencies resulting in hard 
requirements on the isolation between the different LNA input 
ports.  
- Band I RX: 2110-2170MHz, TX: 1920-1980MHz 
-Band II RX: 1930-1990MHz, TX: 1850-1910MHz 

When the receiver in figure 1 is configured for band I, LNA 1 
is active and LNA 2 is turned off. At maximum output power 
the duplexer 1 input power is +26dBm. There is 0dB 
attenuation in the duplexer 1 from the TX input to the antenna 
switch (ASW) input. The isolation in the antenna switch 
between duplexer1 and 2 is rather poor, i.e. 20dB. Since the 
band 1 TX frequency overlaps the band II RX frequency there 
is no attenuation in duplexer 2 for this TX interferer. The TX 
power at the turned off band II LNA input is therefore equal 
to +6dBm. Assuming 52dB isolation in the duplexer, the TX 
power at the band 1 LNA originating from the duplexer 
isolation then equals -26dBm. A second TX leakage originates 
from the finite isolation between the LNA2 and LNA1 inputs. 
In order for this leakage to be 10dB less than the duplexer 
leakage the LNA input isolation must exceed 42dB. 
Narrow band input matching together with a balun is 
advantageous for the issue of coexistence of cellular systems 
and WLAN. The upper part of the WLAN 802.11a band is at 
5.8GHz [6]. The isolation [7] between the WLAN and cellular 
antenna is rather low, i.e. 15dB. The cellular duplexer does 
not attenuate the 5.8GHz interferer more than 50dB. At 
maximum WLAN output power, i.e. +20dBm the cellular 
receiver sees an interferer of -45dBm @5.8GHz. If a 
wideband LNA is used and the RX mixer is driven by a square 
wave LO the only selectivity available is the -9.5dB from the 
third harmonic down conversion [8]. Down converted the 
WLAN interferer corresponds to a -54.5dBm in band 
interferer in band II and PCS @1933MHz. Narrow band input 
matching together with a balun as in the presented multiband 
LNA is capable of adding additional selectivity to attenuate 
the 5.8GHz interferer. 

III. DETAILED DESCRIPTION OF THE ARCHITECTURE 

A. Packaging technology and grounding  
The design is intended to be used with a WLP package [9] 
which is a package type with the die flipped upside down. 
With this package the smallest inductance from a die ground 
pad to the PCB ground is approximately 200pH. Each RF 
input switch depicted in figures 2 and 4 is associated with a 
dedicated ground connection gnd_switch_n where n=1...5. 
The LNA has a dedicated separate ground gnd_chip as 
illustrated in figure 3. The gnd_chip ground is connected to 
the PCB ground through four parallel inductance traces.  
 

B.  Input impedance of the inductively degenerated LNA 
The inductively source degenerated MOS LNA has the 
advantage that it creates a real part of the input impedance 
without adding a resistor [10].  
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Cgs is the parasitic gate-source capacitance of the LNA input 
device with transconductance gm. The source inductor Ls 
improves the linearity through negative feedback. The 
inductor also introduces a real part to the input impedance 
used to match the LNA to the 50  source impedance, Rs. A 
series inductor Lg is connected in series with the gate to cancel 
out the reactive part of Zin.  
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C. Multiband programmable LNA with reused on-chip 
series inductor 

In the multiband LNA depicted in figure 3 the matching is 
adapted to the different frequency bands by changing both a 
capacitor connected between the source- and gate terminal of 
the LNA input device, Cgs_ext, controlled by Cgs_ext_CTRL as well 
as a capacitor connected between the left side of the on-chip 
inductor and ground, Cp_ext, controlled by Cp_ext_CTRL. The 
capacitor Cpg_ext is used for the LNA gain switch. In the case 
of only the additional capacitor Cgs_ext the LNA input 
impedance Zin_Cgs_ext is given by 
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With a fixed value of Lg and utilizing Ls << Lg cancellation of 
the reactive part of Zin occurs at any frequency  depending 

 
Fig.3. Multiband programmable LNA including tunable balun

on the additional gate-source capacitance Cgs_ext given by
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For the imaginary part of Zin_Cgs_ext increasing Cgs has the same 
effect as increasing Lg. As seen from (4) the real part of the 
input impedance is also changed when Cgs_ext is varied. This 
change is undesired and is eliminated by changing the parallel 
capacitor Cp_ext as well. With an additional capacitance to 



 
 

ground to the left of the on-chip series inductor Lg, the 
expression for the input matching becomes much more 
complex. The resulting capacitance is denoted Cp and is the 
sum of all capacitance to signal ground at this node, i.e. 
parasitic capacitance from ESD-diodes, RF input pad, RF-
input switches plus the parallel band dependent tuning 
capacitor to ground Cp_ext. Cswitch_on is the parasitic capacitance 
to ground of the turned-on switch connecting the LNA to the 
input port. The parasitic capacitances of the turned- off 
switches is denoted Cswitch_off. 
 

extpoffswitchonswitchpadESDp CCCCCC ___  (6) 

 
The total input impedance Zin_tot is now equal to the parallel 
connection of Cp and the input impedance of the series 
connection of Lg and Zin_Cgs_ext, i.e. Zin_Lg with Ct = Cgs + Cgs_ext 
and Lt = Lg+ Ls. 
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The approximated real and imaginary part of the input 
impedance using typical design values for gm, Ls, Lt, Ct and Cp 
are given by 
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By selecting Ct and Cp i.e. tune the value of Cgs_ext and Cp_ext 
for different values of  the real part can be made equal to 
50  and the imaginary part can be cancelled. When Cp 
approaches zero the real and imaginary input impedance will 
be equal to 
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The on-chip inductor Lg of 5.2nH has a Q-value of 15 @ 
2140MHz and is represented with an s-parameter model. The 
diameter equals 300 m. The source degeneration inductor Ls 
equals 230pH with Q=12 @ 2140MHz. The on-chip 
decoupling capacitor C2 defines the ground for the source 
degeneration inductor Ls. In the layout C2 should be connected 
exactly where Ls ends otherwise the inductance increases and 
the gain of the LNA is reduced. The NMOS switches have a 
low ron since too large on-resistance in the switch will degrade 
the LNA noise figure. The voltage gain from the 50 ohm input 
port to the balun output, Gv, equals             

balunvbalunintotmv GZGG ___              (12) 

Gm_tot is the overall transconductance from the 50  port to the 
output of the cascode. Gv_balun is the voltage gain of the balun. 
Zin_balun is the impedance seen looking into the balun and 
tuning capacitor bank from the LNA cascode output.  Between 
1800Mz to 2200MHz the value of Zin_balun  is approximately 
50 . The overall transconductance Gm_tot is defined as  
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where vin is the input voltage at the 50  port, vgs is the gate-
source voltage and gm is the transconductance of the LNA 
input device. At the matching resonance frequency vgs will be 
Q times larger than the input voltage at the port. The duplexer 
is designed to see a 50  input match across the received band 
in order to achieve the specified attenuation for the TX 
interferer. The input matching requirement must be fulfilled 
for process, supply voltage and temperature spread, therefore 
the bandwidth of the input matching is designed with a 
margin. The input NMOS was scaled with W=600 m and 
L=130nm.  
The maximum power of the WCDMA wanted signal is  
-25dBm. In order not to compress the baseband filter after the 
mixer with the wanted signal a gain switch is required. The 
gain switch is implemented by reducing the drain current of 
the LNA. In order to keep the 50  matching the parallel 
tuning capacitance to ground, Cpg_ext, is increased. This 
implementation of the gain switch reduces the average current 
consumption of the receiver since the maximum LNA gain is 
only required for very week signals. The LNA current while 
configured for maximum gain equals 14.9mA. When 
configured for maximum gain -6dB and maximum gain -12dB 
the current is reduced to 3.27mA and 1.32mA respectively.  

D. Balun and frequency tuning function 
The cascode NMOS output is connected to the on-chip balun 
with a resonance tuning capacitance block at the primary side 
as depicted in figure 3 to maximize the voltage gain. The 
balun is implemented in layout and occupies an area of 270 m 
x 270 m. A five port plus substrate connection s-parameter 
model was extracted using the Momentum simulator. The 
output from the balun is intended to be connected to a 
differential passive mixer. The switching mixer input 
impedance was simulated and is represented by a 750  
resistor in parallel with a 120fF capacitor. The centre tap 
connected to node bias at the secondary side is used to bias 
the passive mixer connected to nodes Out_balun_p and 
Out_balun_n. The resonance frequency is tuned by activating  
NMOS switches in series with capacitors. 

A. The RF input switch 
The design of the RF input switch depicted in figure 4 is 
crucial for the performance of the presented multiband LNA. 
The switch has a very low on-resistance, ron=1.3  and at the 
same time provides high isolation while turned off. If not 
addressed the switch will leak in the off-mode through its 



 
 

parasitic capacitances Cgs, Cgd and Cds. The switch is DC-
coupled to the LNA.  The effect of ron on the NF of the LNA 
is identical to a series inductor with low Q-value. The gate-
source capacitance, Cgs of the RF switch NMOS, T1, is very 
large, 774fF due to the device size, W=700 m and L=200nm. 
The gate should have a high impedance bias to reduce the 
capacitive loading of Cgs. In the off-mode, i.e. 
V_GATE_SWITCH = 0V, the TX interferer is shorted to the 
dedicated ground GND_SWITCH_N through the NMOS 
device T2 with ron =5 . Using a dedicated ground for each 
switch improves the isolation since an interferer otherwise 
could be coupled to the single ended LNA ground. 

 
Fig.4. Programmable RF switch 
 
It is important not to introduce a large capacitance to signal 
ground since this will require an additional parallel inductor 
for a 50  matching.  

IV.      SIMULATED PERFORMANCE  
The performance of the multiband LNA in band I, II and III is 
summarized in table 1. The performance in DCS and PCS is 
identical to the band II and III performance.  

Parameter Band I Band II Band III 

Supply voltage [V] 1.8/1.2 1.8/1.2 1.8/1.2 

Current consumption in high/mid/low gain mode 
[mA] 14.9/3.27/1.32 14.9/3.27/1.32 14.9/3.27/1.32 

Transconductance from 50  input port to 
cascode output  in high/mid/low gain  [mS] 231/120/60 198/106/57 180/101/54 

Voltage gain at band center, high/mid/low [dB] 28.6/23.0/17.4 28.5/23.0/17.6 27.7/22.2/17.0 

gain, high-mid [dB] 5.6 5.5 5.4 

gain, high-low [dB] 11.2 10.9 10.7 

Matching bandwidth for -12dB return loss, 
high/mid/low [MHz] 226/138/150 240/145/136 236/144/128 

NF, high/mid/low [dB] 1.9/2.9/3.4 1.8/2.7/3.5 1.8/2.6/3.5 

Isolation for TX frequency high/mid/low [dB] 42/42/42 43/43/43 - 

Selectivity for 5.8GHz interferer with wanted 
signal at 1.933GHz, high/mid/low  [dB] - 63/68/71 - 

Cross compression point for a TX interferer, 
high/mid/low [dBm] --11/-11/-19 -10/-11/-20 -9.5/-12/-20 

Cross compression point for an  interferer at 
f=3MHz, high/mid/low [dBm] -11/-11/-20 -11/-11/-20 -10/-12/-21 

In-band IIP3, high/mid/low [dBm] -5.0/-0.64/-9.7 -4.0/-0.68/-9.1  -1.4/-1.9/-8.9 

Half-duplex IIP3, high/mid/low [dBm] 2.0/-0.9/-8.4 1.2/-1.3/-8.7   1.9/-1.9/-8.8 

 
Tab.1. Performance summary of the multiband LNA 

The intermodulation simulations where made using the 
Cadence Spectre RF tool. The isolation was simulated as the 
difference in balun output voltage when the same AC signal is 
applied to either the turned on LNA (band I) or the turned off 
LNA (band II). The high voltage gain of approximately 28dB 
is achieved through the voltage gain of the balun. The noise 
figure of 1.9dB (band I) is dominated by the rather low Q-
value of the integrated inductor. With an ideal inductor the 
noise figure equals 0.83dB.The matching is maintained when 
the gain switch is active by increasing the shunt capacitance 
using Cpg_CTRL. The duplexer was assumed to have 52dB 
isolation from TX to RX resulting in +26-52= -26dBm TX 
power at the LNA input.  The TX cross compression point is 
at least-20dBm. For the EGSM bands DCS 1800 and PCS 
1900 the receiver must have a cross compression point of  
-23dBm for a blocker at 3MHz from the received signal. This 
is achieved with margin even in the low gain mode. A high 
selectivity for the WLAN interferer at 5.8GHz is achieved by 
the combination of narrow band input matching and integrated 
balun. 

V. CONCLUSIONS 
The benefit of the presented architecture is that it provides a 
multiband single ended LNA with integrated programmable 
matching thereby reusing the integrated matching inductor. 
The need for discrete matching components on the PCB is 
eliminated. A single ended design is advantageous since it 
reduces the number of package pins. High isolation between 
the different RF inputs is guaranteed by the presented 
implementation of the RF switches. When the signal strength 
of the RX signal is large the current consumption of the LNA 
can be significantly reduced by activating the gain switch. The 
noise figure could be improved by increasing the Q-value of 
the series inductor. This requires a larger area though.  
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Abstract Direct conversion receivers are widely used for

full duplex mobile radio communication systems. This

paper describes a novel SAW-less single-ended RF

amplifier connected to a single-ended mixer with a feed-

back loop that suppresses the second-order distortion from

TX cross modulation of the LO-leakage as well as DC-

offset at the mixer output. In Monte Carlo simulations the

design achieves ?47 dBm minimum IIP2 with 32 dB

conversion voltage gain. The advantage with the proposed

architecture is that it is fully single-ended. Especially in

multiband integrated radios this is highly desirable since

the pin-count for the LNAs is reduced by half. The PCB

routing of the RF input signal is simplified. The design

requires two off-chip filter capacitors of non critical value

intended to be placed on the laminate inside the package.

Keywords BiCMOS integrated circuits � Second order

distortion � IIP2 � Single ended mixers � Mismatch �
DC-offset � Cross modulation

1 Introduction

Conventional WCDMA LNA and mixer architectures are

differential and an external SAW filter is required between

the LNA and mixer [1–3] if the receiver linearity is too

low. The purpose of the SAW filter is to attenuate the

TX-signal that leaks into the LNA through the finite iso-

lation of the duplexer. The duplexer typically provides

some 50–55 dB isolation from TX to RX, but if the

linearity is not high enough a SAW filter is needed to

prevent the TX-leakage from deteriorating the receiver

performance. The receiver is degraded through intermod-

ulation generated by second and third order distortion.

There are several possible combinations of integrated sin-

gle-ended/differential LNA and mixers that could be used

in high linearity direct conversion architecture.

– Differential LNA and differential mixer: The drawback

is the additional package pin for the LNA. A multiband

circuit will need a larger package.

– Single ended LNA and differential mixer: The draw-

back is the large on-chip balun between the LNA and

mixer to create a differential RF signal for the mixer. If

several baluns are needed in a multiband solution the

area penalty is increased.

– Single ended LNA and single ended mixer.

In a fully single ended solution there is no need for an

on-chip balun. The architecture presented in this paper is

depicted in Fig. 1 describing a solution with multiple

LNAs supporting different frequency bands. The LNAs are

preceded by duplexers separating the RX and TX signals.

The single ended mixer has a feedback loop that sup-

presses both IM2 and DC-offset. Single ended mixers have

the drawback compared to differential mixers that they do

not suppress noise from the LO-driver. To compensate for

this architectural difference the presented RF amplifier has

a built-in attenuation of noise at harmonics to the LO-

frequency since the gain of the RF amplifier preceding the

mixer has a very steep roll-off. All mixers downconvert

noise from odd harmonics to fLO. Reducing the contribu-

tion to the mixer noise figure from the higher harmonics

significantly lowers the noise figure of the mixer. The paper

is organized as follows: Section two gives an overview of

second and third order distortion mechanisms. Section
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three gives a brief description of earlier presented solu-

tions, i.e. trimming of the mixer load and L-C filters at the

mixer input. Section four gives a detailed description of the

presented architecture. Section five presents the simulated

performance and section six describes the conclusions.

2 Third and second order distortion in WCDMA

receivers

2.1 Third order distortion

A third order intermodulation product will be generated in

the LNA and in the switching mixer core. For WCDMA the

worst intermodulation case is when an interferer is present

at half the duplex distance between the RX and TX fre-

quency. The third order nonlinearity of the LNA and mixer

will create an intermodulation product at the RX frequency

originating from the TX-leakage into the LNA with power

P1 and the interferer at half the duplex distance with power

P2. With the third order intercept point denoted as IIP3 the

following applies [4] for the third order intermodulation

product Pi IM3 calculated back to the LNA input.

Pi IM3ðdBmÞ ¼ 2P2ðdBmÞ þ P1ðdBmÞ � 2IIP3ðdBmÞ ð1Þ
2.2 Second order distortion

Two interferers at f1 and f2 inserted into an LNA and mixer

with a second order nonlinearity will generate an inter-

modulation product at their difference frequency f1–f2 [5].

This intermodulation product will fall directly into the

wanted downconverted baseband frequency band if the

interferers are close to each other. In a WCDMA receiver

the worst-case interferer for the mixer second order non-

linearity is the TX signal that leaks into the receive path

through the finite TX-RX isolation of the duplexer.

The TX-signal is a WCDMA digitally modulated

interferer containing AM and FM modulation. The AM-

modulation can be represented by a two-tone interferer

with two close frequencies at fTX1 and fTX2 as depicted in

Fig. 2. The second order nonlinearity of the mixer will

translate a squared version of the envelope of the TX-signal

to the receiver mixer output. The receiver IM2 level due to

TX-leakage is tested in a 3GPP standard test case that

specifies the minimum required sensitivity for while the

transmitted signal is at maximum power level (?24 dBm)

at the antenna. With the second order intercept point

denoted as IIP2 and if each of the two input tones has the

power PT the following applies [5] for the second order

intermodulation product Pi IM2 ðf1�f2Þ calculated back to

the LNA input.

Pi IM2 ðf1�f2Þ ¼ 2PT � IIP2 ð2Þ
There are three mechanisms that generate second order

distortion in a zero-IF receiver.

2.3 RF self-mixing

The RF signal can leak to the LO signal in the mixer

through parasitic coupling in the mixer core switching

devices [6]. If the LO-amplitude is not high enough the

mixer behaves more like a linear multiplier [7] and con-

sequently the mixer output will contain a signal that is

proportional to the square of the input signal i.e. an IM2

product. If the RF signal is the TX-leakage with AM-

modulation a low baseband frequency IM2 product will be

generated through self-mixing in the switching mixer core

transistors. However, if the LO-amplitude is high enough

this effect is significantly reduced.

2.4 Second order nonlinearity in the mixer

transconductance stage

The transconductance transistors that generate the

RF-current that is supplied to the mixer core switching

transistors have a second order nonlinearity. An AM-

modulated interferer, represented by two frequencies f1 and

f2 will generate a low frequency second order intermodu-

lation product at f1–f2 that is added to the wanted output

current from the transconductance transistor. If the mixer is

perfectly balanced, i.e. there is no mismatch in the

switching core transistors, the mixer load resistor or in the

Fig. 2 Second order distortion with AM-modulated TX-leakage

Fig. 1 Architecture of the presented SAW-less single ended LNA

and mixer architecture
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LO driver block, the low frequency intermodulation

product at f1–f2 will cancel at the differential mixer output

[8]. In reality mismatch always exists in these components

resulting in that this intermodulation product leaks to the

mixer output.

2.5 Cross modulation of the LO-leakage

The AM-modulation of the TX-leakage interferer at the

mixer core RF input will transfer to the LO-leakage at the

mixer RF input through the cross modulation mechanism

[2, 4, 9–13]. Downconversion of this AM-modulated LO-

leakage with the LO-signal itself will generate a mixer

output signal at the IM2-frequency. Compared to the IM2

products generated by self-mixing and second order non-

linearity in the mixer transconductance stage the cross

modulation product is a differential signal i.e. the phase of

the IM2 cross modulation product at the two mixer outputs

differ by 180�. If the input signal to the LNA and mixer,

x(t), is the sum of the LO-leakage at the fundamental fre-

quency, x1(t), and the AM-modulated TX-leakage x2(t) the

following applies [4]

xðtÞ ¼ A1 cosðx1tÞ þ A2 1þ mðtÞ½ � cosðxTXtÞ ð3Þ
where m(t)is the amplitude modulation of the TX signal.

Considering up to third order nonlinearities in the LNA and

mixer the output signal y(t) can be written as

yðtÞ ¼ a1xðtÞ þ a2x
2ðtÞ þ a3x

3ðtÞ ð4Þ
Inserting (3) into (4) and expanding the expression will

give

ycrossmodðtÞ ¼ 3

2
a3A1A

2
2ð1þ mðtÞÞ2 cosðx1tÞ ð5Þ

The LO-leakage at frequency x1 is modulated by the

square of the TX-leakage.

Referring (5) to the input by dividing by the gain a1 and

inserting IP3 ¼
ffiffiffiffiffi
4a1
3a3

q
gives the cross modulation term at the

input.

xcrossmodðtÞ ¼ ycrossmodðtÞ
a1

¼ A12A
2
2ðð1þ mðtÞÞ2
IP2

3

cosðx1tÞ

ð6Þ
Converting (6) to log-scale gives at the input [2]

Pi crossmod ¼ 6þ P1ðdBmÞ þ 2ðP2ðdBmÞ � IP3ðdBmÞÞ
ð7Þ

The cross modulation term at LO-frequency x1 is linear

proportional to the LO-leakage and to the square of

the TX-leakage. The total LO-leakage is the sum of the

LO-leakage at the fundamental tone and the leakage at the

harmonics. The LO-leakage at the harmonics is also cross

modulated and second order products will be generated

from downconversion by the LO-square wave harmonics

at 2(n ? 1)fLO.

3 Previous IP2 enhancement techniques

A large number of publications have been made regard-

ing second order distortion and various means to coun-

teract it. In [14] a solution with trimming of the mixer

load resistor is presented. Each of the measured samples

needed individual trimming though. The mixer DC-offset

is not minimized after the trimming. In [15] an improve-

ment for a previously published IP2 calibration method

for a Gilbert cell type mixer is introduced. In the pre-

vious solution the IP2 was degraded as a function of the

baseband frequency when a mixer with RC load was

used. The improved solution maintains a high IIP2 over

the entire baseband frequencies in a WCDMA receiver

by also trimming the mixer load capacitors. However, in

order to implement the solutions in [14] and [15] an

optimum trimming code has to be detected. For the code

detection test tones have to be inserted into the receiver.

In [16] a theoretical mismatch analysis is given for

second order distortion in both single ended and double

balanced bipolar mixers. Both mismatches in the load

resistors and in the switching core are considered. Tun-

able RC load effects on IM2 are analyzed in [17]. A high

IP2 mixer design in 0.18 lm CMOS (1.8 V supply) is

presented in [18]. The idea in this paper is to filter out

the modulated fundamental LO-frequency in the switch-

ing pair source terminal with a LC-filter, i.e. the parasitic

capacitors at the switching pair common sources are

tuned out. The Q of the inductor is 10 at 2.15 GHz, i.e. a

large die area is occupied especially since one inductor is

required in each mixer. Good measurement results are

presented but for a differential implementation. The

design does not have any DC-cancellation and it is not

multiband. In [19] the solution in [18] has been improved

in a 90 nm process with a common mode feedback loop

from the mixer output. The supply voltage is only

750 mV and the IM2-performance is still very good. A

technique for canceling IM2 in the transconductance

stage of an active mixer is presented in [20]. A digital

technique for tuning of the mixer core is provided in

[21]. A digital adaptive calibration method without test

tones is presented in [22]. In [1] a double balanced

Gilbert mixer is presented using pseudorandom test sig-

nal mixer inputs for generation of optimum mixer biasing

for IP2 suppression. A digital self-calibration engine most

suited for passive mixers using a test tone is described

in [23].
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4 Detailed description of the architecture

4.1 Top-level architecture of the design

The paper describes a method to increase the second order

linearity of a single ended LNA and a single ended mixer.

The architecture of the design is depicted in Fig. 1. Single

ended LNAs generate an RF-current to the single ended

multiband feedback RF-amplifier. The compression point

of the RF-amplifier and mixer is high enough that the TX-

leakage signal into the LNA does not drive the receiver into

compression. The four outputs from the I and Q mixer are

connected to the mixer feedback blocks that operate on the

differential offset at the single ended mixer output as

depicted in Fig. 3 describing the mixer with feedback.

The mixer consists of a main mixer together with a trim

mixer. A mismatch in Vbe of the main mixer will result in a

differential DC voltage at the mixer output. Inside the

feedback block the mixer signal is low pass filtered and DC

feedback currents I_trim_n and I_trim_p are created that

control the base voltages of the trim mixer in order to

counteract the DC-offset as well as the LO-leakage at the rf

input node. The second order distortion product from the

trim mixer due to cross modulation is in opposite phase

compared to the main mixer product resulting in a sup-

pression of IM2 at the mixer output. The mixer with

feedback requires off-chip capacitors for low-pass filtering

in the feedback loop. The low pass characteristic of the

feedback will result in a high pass characteristic of the

mixer output. The high pass cut-off frequency of the mixer

conversion gain should be as low as possible not to cause

increased bit-error rate. The requirements on IIP2 and IIP3
are the hardest when the mobile is transmitting at full TX-

power. When the transmitter output power is low, the IM2

products generated are very much reduced since they are

proportional to the square of the TX output power. By

utilizing that the output power of the PA is known to the

mobile, the mixer feedback loop can then be disabled and

the high pass characteristic removed.

4.2 Multiband programmable current-to-current

feedback RF amplifier

The receiver consists of multiple LNA’s supplying RF-

signal to a multiband feedback RF amplifier and feedback

mixer. The supported WCDMA frequency bands are given

in Table 1.

The multiband feedback RF amplifier is depicted in

Fig. 4. The design is based on a two-stage current-to-cur-

rent amplifier with programmable band dependent feed-

back. Under the condition that the open loop gain is high

the current gain of the feedback current-to-current ampli-

fier is given by [24].

AI ¼ � 1þ Z2
Z1

� �
ð8Þ

The impedance Z2 is frequency dependent and is changed

when the receiver is programmed for low or high band

operation by activating the NMOS switches M10 or M9.

The shaping of the frequency response of the feedback loop

is crucial for the overall performance of the amplifier and

mixer.

The current gain of the amplifier is given by

AI ¼ IRF OUT I þ IRF OUT Q

IRF IN
ð9Þ

The output signal from LNA (node RF_IN) is connected

to the base of the bipolar device Q1. The collector current

of the input device equals 3.7 mA. The emitter of Q1 is
Fig. 3 Block diagram of the single ended mixer with IM2-

suppression

Table 1 Receive and transmit

frequencies for the multiband

WCDMA receiver

Band Receive frequency (MHz) Transmit frequency (MHz) Duplex distance (MHz)

I 2110–2170 1920–1980 190

II 1930–1990 1850–1910 80

III 1805–1880 1710–1785 95

V 869–894 824–849 45

VI 875–885 830–840 45

VIII 925–960 880–915 45
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connected through the resistor R1 to ground for bias

stability purposes. Since it is desired to have a low input

impedance to the amplifier a capacitor is connected across

the resistor thereby creating a low impedance from the

emitter of Q1 for RF frequencies. The cascode is needed to

increase the loop gain of the amplifier. The loopgain of the

feedback amplifier is defined as

LG ¼ IRF IN

IB;Q1
ð10Þ

The ‘‘error current’’ in the feedback system is equal to the

base current, IB of input transistor Q1.

With the LC-tank is possible to achieve a higher loop

gain compared to what would have been possible if the

tank had been replaced with a purely resistive load since

there is no DC-drop. The third order linearity is thereby

improved [25]. The collector of Q2 is connected to the

programmable resonance tank consisting of an on-chip

inductor, a fixed capacitor and three switched capacitors.

The resonance frequency of the tank is programmable to

maximize the loop gain for the selected band. Low or high

band operation is controlled with the BSEL signal.

The output from the resonance tank is AC-coupled to the

gates of the NMOS-devices M1 and M2 and also AC-

coupled to the NMOS devices M3 and M4. When active

these devices are biased with 3.13 mA each. Depending on

whether the output to the mixer core should be DC- or AC-

coupled, either devices M3 and M4 or M1 and M2 are

turned on. For a certain TX power level a control signal

should be sent to the RF amplifier that disables the NMOS

devices that are AC-coupled to the output. The devices that

are DC-coupled to the output are then enabled. This is the

current save mode of the architecture. The DC-current in

the output NMOS is reused as the mixer tail current. The

feedback signal is connected from the source terminals to

the base of the input bipolar device through an AC-cou-

pling An interferer containing AM-modulation will gen-

erate a low frequency IM2-tone in the transconductance

NMOS. In the AC-coupled mode the IM2-tone is prevented

from reaching the mixer core by the AC-coupling of the

output.

The mixer will downconvert noise from the amplifier

not only at the LO-frequency but also at odd harmonics of

the LO-frequency. The Fourier series of the square wave

LO-signal contains only odd harmonics i.e. frequencies

fLO, 3fLO, 5fLO… (2n ? 1)fLO. The contribution to the total

noise figure from the higher harmonics is significant,

especially from the 3fLO frequency. To reduce the noise

figure of the amplifier and mixer it is important to reduce

the mixer down conversion of noise at higher harmonics.

The resonance tank is tuned to the LO-frequency. Far out

from the LO-frequency, i.e. for higher harmonics the res-

onance circuit will act as a shortcut to signal ground. The

output noise will be heavily attenuated. Closer to the res-

onance frequency, typically for the third harmonic of the

LO-frequency the amplifier still has a high open loop gain

and the frequency response is determined by the feedback

net. The outlined feedback net with a band dependent pole

in the impedance Z2 defined by the capacitor and either low

band (marked LB) or high band resistors (marked HB)

solves this issue. The LC-tank also improves the blocking

performance of the feedback amplifier and mixer. For

frequencies close to the wanted signal for which the

loopgain Ab is large the two-stage amplifier will behave as

a regular feedback current amplifier. For frequencies far

away from the resonance frequency the open loop gain of

the amplifier vanishes and any possible interferer will be

short circuited to VCC.

The maximum power of the WCDMA wanted signal is

-25 dBm. In order not to compress the mixer feedback

loop with the wanted signal a gain switch is required in the

RF amplifier. The switch is implemented with an NMOS

device across the feedback net plus an NMOS in series

with a capacitor connected to node RFIN. The gain of the

RF feedback amplifier is reduced to 0 dB and the gain is

further reduced by shunting the RF input signal to ground.

4.3 The LNA

The LNAs are standard bipolar cascode designs with

inductive degeneration matched to a 50 X port. In band

I and III the current consumption is 4.3 mA while it

is 4.9 mA in band VIII. The degeneration inductors

are 650 pH in band I, 850 pH in band III and 3 nH in

band VIII.

Fig. 4 Multiband programmable current-to-current feedback RF

amplifier
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4.4 The single balanced switching mixer core

The switching mixer core consists of a main mixer (Q1 and

Q2) that is DC-coupled to the LO-driver and a trim mixer

(Q3 and Q4) that is AC-coupled with capacitors C1 and C2

to the LO-driver. Connected together as depicted in Fig. 5

these two mixers form a mismatch compensated mixer.

The two mixer cores share the same collector load. The

load consists of the resistors R1 and R2 together with the

capacitors C5, C6, C7 and C8. Capacitors C5 and C6 filter

common mode signals while C7 and C8 filter differential

signals. The WCDMA TX-signal that leaks into the

receiver LNA through the finite isolation of the duplexer

will be downconverted to an IF-frequency by the RX LO-

signal. When transmitting at high power this TX-leakage

signal is a strong interferer that the receiver must be able to

handle without compressing. The filter at the mixer output

will attenuate the IF-frequency so that the mixer feedback

loop does not compress even while transmitting at maxi-

mum power. The base bias voltages of the trim mixer are

determined by the output currents from the feedback loop,

connected at nodes I_trim_p and I_trim_n, in resistors R3

and R4. The feedback loop will regulate these two currents

so that the DC-offset at the mixer output becomes 0 V, i.e.

VOut_BB_p = VOut_bb_n. The capacitors C3 and C4 attenuate

the LO voltage swing at the output of the feedback loop.

Without these capacitors unwanted modulation of the

output current from the feedback circuit would occur. The

resistors R5 and R6 isolate the LO-signal from the signal

ground generated by capacitors C3 and C4. The input

signal to the feedback loop is mixer output voltages

VOut_BB_p and VOut_bb_n. The RF signal from the current-

to-current feedback amplifier is connected in node

IEE_main_RF. In order to have different DC tail currents in

the main and trim mixer the RF signal must be AC-coupled

with capacitor C9 from node IEE_main_RF to node

IEE_trim. For optimal operation the ratio of the tail currents

IDC_main and IDC_trim is typically around 10. In the pre-

sented results the tail current in the main and trim mixer

equals 3.3 and 0.26 mA respectively.

The mixer is not capable of suppressing any low fre-

quency IM2-signals originating from the current-to current

amplifier. The RF input signal to the trim mixer is AC

coupled to the RF input of the main mixer. For the case of

DC-coupling of the output from the current-to-current

amplifier a low frequency IM2-signal from this stage

reaches the main mixer but not the trim mixer. If mismatch

is present in the main mixer the mixer feedback loop will

compensate this by offsetting the trim mixer but the feed

through of the IM2-component through the main mixer will

still be the same.

For high IM2 suppression it is important that all com-

ponent mismatches besides mismatch in the mixer core

switching devices is minimized by up scaling of the device

sizes as well as careful layout. If the mixer load resistors

R1 and R2 are mismatched the feedback loop will also try

to compensate the DC-offset generated by this mismatch.

However, the loop will then create a DC-offset between the

bases in the trim mixer. This will then generate a poor IM2

performance in the compensated mixer core due to Vbe

mismatch but there will still also be an IM2-component

originating from the load resistor mismatch. It is not pos-

sible to reduce the total IM2-distortion by compensating

resistor load mismatch with Vbe mismatch in the mixer

core. Due to switching speed requirements scaling up the

active devices in the mixer core is only possible to some

amount. The two devices in the trim mixer core, Q3 and

Q4, can also be mismatched. In the case of mismatch in this

part the feedback loop will also compensate the DC-volt-

age at the mixer output originating from this mismatch.

4.5 The mixer feedback loop

The feedback loop is acting on the DC-offset at the mixer

output. There are two identical filters, one for the I-channel

mixer and one for the Q-channel mixer. The filter is a two-

stage design with the first stage acting as a low pass filter and

the second stage operating as a transconductance that gen-

erates the feedback current to the trim mixer. Figure 6 out-

lines the filter architecture. The outputs from the mixer are

connected to Q1 and Q2. The low pass filter has both com-

mon-mode filtering with capacitors C0 and C2 and differ-

ential mode filtering by capacitor C1. The cut-off frequency

is set by the external differential capacitor C1. In order to

minimize the required size of C1 the resistive load is large.

To handle the DC voltage drop across the load without

forward biasing the base–collector junction of Q1 and Q2,

the tail current of the stage is low (20 lA). The stage is

degenerated with resistors R1 and R2 to increase theFig. 5 Switching mixer core
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compression point. The degeneration resistors R4 and R5 in

the second stage have two purposes. They increase the

input impedance to the second stage as well as they

increase the compression point. If the input impedance to

the second stage is too low the filter cut-off frequency is set

by this impedance instead of the high resistive load of the

first stage. The second stage tail current equals 300 lA.
The feedback loop is dimensioned to be able to handle a

certain level of mismatch in the main mixer core without

running into compression. Both the low pass filter stage

and the transconductance stage are heavily degenerated

with resistors in order to increase the compression point.

The feedback loop is only active for low frequencies i.e.

DC plus a few kilohertz. The performance of the feedback

mixer is sensitive to mismatch in the loop devices since this

will create a mixer DC-offset that the feedback loop will

counteract by offsetting the trim mixer. Since the band-

width of the feedback loop should be as low as possible

there is no penalty for increased capacitance due to up-

scaling of the devices in the loop to improve the matching.

The loop is disabled by shorting the second stage input to a

bias voltage. The pole frequency defined by capacitor C1

and resistors R9 and R10 must be designed low enough that

resistor process spread does not increase the cut-off fre-

quency above a value that can be tolerated. The biasing of

the loop should be designed for temperature stability of the

of the loop output currents I_trim_n, I_trim_p, IEE_main

and IEE_trim. Supply voltage variations do not impact the

loop performance.

4.6 The resulting LO-leakage

LO-leakage at node IEE_main_RF together with an

AM-modulated interferer, i.e. a WCDMA TX-signal

will generate a second order signal in the mixer due to

cross modulation. The downconverted AM-modulated

LO-leakage generates a baseband frequency at the AM-

modulation frequency.

If the device mismatch in the main mixer (or in the trim

mixer) increases, the LO-leakage in node IEE_main_RF will

also increase if not compensated by themixer feedback loop.

The capability of the loop to reduce the LO-leakage as

well as the IM2 product can be evaluated by inserting a

voltage source as Vbe mismatch between the emitter of the

mixer core device Q1 and node IEE_main_RF. The mis-

match will cause a DC-current imbalance as well as a

LO-leakage imbalance between Q1 and Q2. The differen-

tial LO-signals LO_p and LO_n no longer cancel each

other in node IEE_main_RF. The DC-current mismatch will

create a DC-voltage offset at the mixer output that the

feedback loop will counteract by changing the feedback

currents I_trim_n and I_trim_p and offsetting the trim

mixer. If the LO-leakage signal from the trim mixer is

added to the LO-leakage from the main mixer in node

IEE_main_RF the level of the summed LO-leakage is

strongly attenuated. The benefit of the feedback is illus-

trated in Fig. 7 illustrating the difference in LO-leakage

level in node IEE_main_RF of the I-mixer versus Vbe

mismatch (x-axis variable emi_missm) between the mixer

with feedback and with the feedback disabled.

When for a comparing simulation the feedback loop was

disabled, the load of the first stage in the feedback path was

shorted. The simulation was made with the Spectre RF PSS

tool. The LO-frequency was 2200 MHz and the interferer

frequency was 2000 MHz, i.e. the fundamental frequency

fPSS-fund was 200 MHz.

The 11: th harmonic of the fundamental frequency

equals the LO frequency. The attenuation of the LO-leak-

age is 10 dB with the mixer loop turned on. With the loop

off the fLO-leakage current at node IEE_main_RF is

5 lArms for 4 mV Vbe mismatch. The loop will attenuate

the leakage at frequencies (2n ? 1)fLO as well.

4.7 IM2 distortion from cross modulation

The AM-modulation of the TX-interferer will be trans-

ferred on to the LO-leakage at the input of the main as well

as the trim mixer through cross modulation. In linear scale

the IM2 cross modulation component is proportional to

VLO leak=IP
2
3 where VLO_leak is the LO-leakage level at the

mixer input.

In case of mismatch in the main mixer, like less DC-

current in the left main mixer device, the phase of the LO-

leakage will be h degrees at the input of the main mixer.

Since the trim mixer will counteract the DC-offset gener-

ated by the main mixer the right device of the trim mixer

will have a higher DC-current. The LO-leakage at the input

of the trim mixer will therefore be at the phase h?180�.

Fig. 6 Mixer feedback loop
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The generated IM2cross collector currents from the main

and trim mixer will therefore counteract each other. The

IM2 level and DC-offset at the I-mixer differential

output versus main mixer Vbe mismatch (x-axis variable

emi_missm) with and without feedback are shown in Figs. 8

and 9 respectively. The simulation setup is identical to the

setup for Fig. 7. The AM-modulated TX-interferer is rep-

resented by one interferer at 2000 MHz (PSS-frequency) and

another at 2000 MHz ? 30 kHz (pac-frequency). Harmonic

-10 equals the IM2 product according to

fIM2 ¼ fpac � k � fPSS�fund ð11Þ
The input power of both signals was -33 dBm at the LNA

input. The suppression of IM2 product as well as DC offset

is working as intended. The IM2 level improvement is

varying with the main mixer Vbe mismatch. Smaller vari-

ations are due to simulator accuracy. The improvement is

reduced for very high offset voltages. Since the tail current

in the trim mixer is ten times smaller compared to the main

mixer tail current a larger relative change in the trim mixer

collector currents is required to compensate for a mismatch

in the trim mixer. This will cause the IIP3 of the trim mixer

devices to be different and an IM2cross current is generated

that is not optimal for cancellation. The trim mixer tail

current and device sizes can be modified for tuning of the

IM2-suppression.

4.8 High pass characteristic of the mixer baseband

output signal

With the feedback loop on the mixer output will have a high

pass characteristic, i.e. the conversion gain for RF-fre-

quencies very close to the LO-signal is reduced compared to

the gain for RF-frequencies further away from the LO-

signal. This is undesired since a WCDMA signal includes

low frequency modulation. The reason for this is that the

cut-off frequency for the low pass filter in the feedback loop

is not infinitely low. Due to the finite rise and fall time of the

trim mixer there is a certain feed through of low frequency

signals from the base to the collector of the mixer trim

devices. The collector signal current originating from low-

frequency feed through will add in opposite phase to the

baseband current created from down conversion of the RF-

signal in the main and trim mixer. A smaller tail current in

the trim mixer results in less feed through. For a given pole

location in the mixer feedback loop the high pass cut-off

frequency is lowered for a smaller tail current of the trim

mixer. A solution based on only the trim mixer and no main

Fig. 7 LO-leakage in dBVp in

node I_tail_main_RF_in versus

Vbe mismatch with and without

feedback

Fig. 8 Differential IM2 level in dBVp at mixer I output versus Vbe

mismatch with and without feedback
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mixer would require a significantly larger low pass filter

capacitor. The required filter capacitor is intended to be

placed off-chip, preferably on a laminate inside the package

not to increase the pin-count. The required pole location for

maintained bit error rate, BER, depends on the modulation

scheme of the received signal. WCDMA modulation with

QPSK-modulation can tolerate a pole at 7 kHz while

WCDMA with 16-QAM modulation, i.e. HSDPA, requires

a pole location lower than 1 kHz. The loop gain of the

feedback mixer will vary with the baseband frequency. The

loop gain at baseband frequency f will be the difference

between the maximum conversion gain and the conversion

gain at frequency f (f\ fmax). For frequencies higher than

the cut-off frequency of the low pass filter the loop gain

approaches 0 dB.

4.9 Trim mixer and RF feedback amplifier

AC-coupling shut down modes

When the mobile is transmitting at a low power�?24 dBm

the requirement on the mixer IP2 is very much relaxed. The

baseband frequency response of the mixer can be made flat

from DC to the cut-off frequency defined by the mixer pole

by shutting down the trim mixer. Shutdown is implemented

by turning off the bias to the first stage in the feedback loop.

The input to the second stage is instead biased with switches

connected to a voltage source as illustrated in Fig. 6. Since

there is no need for low second order distortion the AC-

coupling of the feedback RF amplifier transconductance

stage should be turned off as well to save current. With the

mixer loop on and DC-coupled RF amplifier to save current

the mixer DC offset is maintained low.

4.10 Suppression of noise from the feedback loop

with the trim mixer

The trim mixer has its base terminal AC-coupled to the

base terminal of the main mixer. The emitter of the trim

mixer is also AC-coupled to the emitter of the main mixer.

The output signal from the mixer feedback is connected to

the base of the trim mixer. The architecture has the big

advantage that no low frequency noise from the feedback

loop can reach the bases of the main mixer. The trim mixer

though has a certain feed through of low frequency noise

from the feedback loop but since the tail current of the trim

mixer is only a fraction of the tail current in the main mixer

the contribution from the feedback loop noise to the overall

noise figure is very much reduced.

4.11 The LO-driver

The LO-signal to the mixer is provided through a standard

IQ-divider circuit generating clock signal with 50% duty

cycle.

It is important to provide the mixer with a LO-signal

with short rise and fall time otherwise the IM2-performance

will degrade.

5 Simulated performance

5.1 Specifications and calculations

The design was made for a system specified to have 32 dB

voltage gain from the 50 X LNA input to the differential

output of the mixer. The half-duplex IIP3 of the LNA and

mixer should be at least -9 dBm. The IIIP2 for a two-tone

TX-interferer should be at least ?47 dBm.

The maximum TX-output level at the antenna is

?24 dBm. The corresponding output power from the PA is

?26 dBm assuming 2 dB loss. The duplexer was assumed

to have 52 dB isolation from TX to RX resulting in

?26 - 52 = -26 dBm TX power at the LNA input. For

the simulations an input power of PT = -33 dBm was

selected because the compression point of the mixer is at

least -23 dBm. When simulating the IM2 product with

SpectreRF PSS and PAC the small signal pac signal must

be at least 10 dB below the compression point for the

results to have good accuracy. If the input signal PT =

-33 dBm and IIP2 equals ?47 dBm then the IM2 level at

the input of the LNA is at -113 dBm using (2). In a

50 X-system this corresponds to -126 dBVrms.

At the mixer output the following applies with the

conversion voltage gain equal to Gv.

Vmix out IM2 ðf1�f2Þ ¼ Pi IM2 ðf1�f2Þ � 13þ Gv ð12Þ
Using (12), the IM2-level at the differential mixer output

is at -113 -13 ?32 = -94 dBVrms = -91 dBVp. The

cross modulation product is calculated using (7). Calcu-

lated back to the LNA input 5 lArms fLO-leakage current

for 4 mV mismatch at node IEE_main_RF with the

Fig. 9 Differential DC-offset in mV at mixer I output versus Vbe

mismatch with and without feedback
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feedback loop off corresponds to 34 lVrms, i.e. -76 dBm.

The average TX-leakage power equals the sum of the TX

interferer sideband powers of -33 dBm, i.e. -30 dBm.

Using IIP3 = -9 dBm, (7) gives Pi_crossmod = -112 dBm

from cross modulation of the fundamental LO-leakage

tone. Taking account for cross modulation of odd har-

monics to fLO the total cross modulation power is even

higher. Using (2) with only a second order nonlinearity

accounted for, Pi_IM2 equals -113 dBm for a receiver with

IIP2 = ? 47 dBm and two TX interferer sidebands at

-33 dBm. The maximum LNA input power of the half-

duplex interferer is -46 dBm. The largest IM3 product is

created when the TX-leakage is at its maximum i.e.

-26 dBm. Using (1) the IM3 product at the differential

mixer output then equals -78 dBVp for IIP3 = -9 dBm.

5.2 Simulated performance of the LNA and RF

feedback amplifier standalone

For evaluation of the LNA and RF feedback amplifier

standalone the mixer load of the NMOS output transistors

was replaced with 10-X resistors. The inductance was

represented with an s-parameter model of a real on-chip

inductor. The lumped model has L = 8.4 nH and

Rs = 16 X. Looking from the cascode device Q9, Q = 8.5

in band I and 5.4 in band VIII. The current gain is defined

as the sum of the NMOS drain current to the I- and

Q-mixer divided by the amplifier input current. The sim-

ulation setup and plots are presented for band I. The results

for band III and band VIII are presented in Table 2. From

Fig. 10 the current gain in AC-coupled mode equals 6.7 dB

at 2140 MHz. The attenuation to the third harmonic at

6.42 GHz is 6.3 dB. The noise figure at 2140 MHz is

1.75 dB (Fig. 11). From Fig. 12 the Band I loop gain peaks

with 33.2 dB at 2.18 GHz. The 1 dB cross compression

point was simulated with a PSS-analysis followed by a

PAC-analysis with the RX-signal at fixed input power of

-40 dBm. The PSS-frequency is the TX-interferer at the

duplex distance. The band I half duplex linearity of

the amplifier output current was simulated for the

center of the band, i.e. 2140 MHz, using the Spect-

reRF PSS plus PAC tool. The TX-frequency was the

PAC-signal and the half-duplex interferer was at the

PSS-frequency.

The IM3-level at the amplifier current output was back

calculated to the LNA input using the transconductance of

the LNA and feedback amplifier. The IIP3 was calculated

using the relation (1). The in-band IIP3 was simulated with

a PSS-frequency at 2140 MHz and a PAC signal at

2141 MHz. The performance of the RF feedback amplifier

in band I, III and VIII is summarized in Table 2.

5.3 Simulation results for the RF feedback amplifier

together with the feedback mixer

To shorten the time for the simulator to reach convergence,

the pole in the mixer feedback is set higher than it should

be in a real design. The size of the external capacitor is

6 nF. All figures are simulation results for band I. The gain

and noise figure depicted in Figs. 13 and 14 was simulated

with a PSS-analysis plus PXF and PNOISE analysis. For

the PNOISE analysis 20 sidebands were accounted for. In

AC-coupled mode with the LO frequency at 2140 MHz,

NFDSB = 2.6 dB at 1 MHz. The loop gain at a baseband

frequency below the cut off frequency is the difference

between the in band maximum gain and the gain at the

baseband frequency. At DC the conversion gain is 12.4 dB

resulting in a loop gain of 19.5 dB. The gain of the first

stage in the feedback loop equals 10 dB giving a gain of

9.5 dB in the second stage of the loop. The mixer feedback

loop stability is guaranteed by the both the low pass filter in

the mixer feedback loop and the low pass filter at the mixer

output. The feedback factor is negligible for frequencies

above the mixer feedback loop cut-off frequency. For low

frequencies where there is a significant loop gain the phase

change of the feedback signal relative to DC is very small.

Table 2 Performance summary of the RF feedback amplifier

Parameter Band I Band III Band VIII

Current consumption (mA) 10 10 10

Transconductance of LNA and feedback amp.(I ? Q) (mS) 280 306 284

Feedback amplifier current gain at band center (dB) 6.7 7.0 6.5

Attenuation of 3*fLO in DC/AC-coupled mode 6.9/6.3 8.0/7.5 11.6/11.2

NF (dB) 1.75 1.69 1.98

Loopgain (dB) 34.3 32.8 29.5

Cross compression point for a TX interferer (dBm) -22.1 -21.9 -23.1

Small signal in-band IIP3 (dBm) -6.9 -7.5 -8.5

Small signal half-duplex IIP3 including ideal LNA (dBm) -5.6 -6.0 -7.6

Large signal half-duplex IIP3 including ideal LNA (dBm) -5.8 -6.0 -7.8
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For frequencies above the mixer output cut-off frequency

the input signal to the loop is heavily attenuated.

The conversion gain equaled 31.9 dB at 100 kHz with

high pass BW3dB = 4.0 kHz and low pass BW3dB =

6.5 MHz. In the noise summary the largest contributions

comes from the divider, the RF amplifier output stage and

the main mixer tail current device. The NFDSB increases

below the cut-off frequency. This is due to feed through of

unfiltered noise from the feedback loop through the trim

mixer. In DC-coupled mode the noise figure at 1 MHz is

improved due to that the main mixer current generator is off.

The mixer feedback loop does not affect the mixer noise

figure for frequencies above the cut-off frequency of the low

pass filter. For lower frequencies the main excess noise

originates from the active devices and degeneration resistors

in the first stage of the low pass filter together with the base

current of the main mixer transistors.

The second order distortion was simulated with a Monte

Carlo analysis [26, 27] using a PSS ? PAC analysis. With

the Monte Carlo tool a random mismatch is applied to all

devices in the design for each simulation run. The standard

deviation of the mismatch distribution for each device type

is determined by process data. 100 iterations were made

with the mixer feedback loop both on and off to verify the

effect of the loop. To be able to use the PSS-tool the duplex

distance was set to 200 MHz instead of 190 MHz. With the

PSS frequencies fLO = 2200 MHz, fTX1 = 2000 MHz and

the PAC frequency fTX2 = 2000.03 MHz the IM2 product

is at 30 kHz. The input powers of fTX1 and fTX2 were at

-33 dBm each. With 32 dB conversion gain the IM2 limit

at the mixer output then is at -91 dBVp. With the mixer

feedback loop turned on the average IM2 level in the I- and

Q-channel is -102 dBVp and -100 dVp which corre-

sponds to I-channel IIP2 = ? 59 dBm and Q-channel

IIP2 =?56 dBm. The average DC-offset is 104 lV in the

Fig. 10 Band I feedback

amplifier current gain in AC-

coupled mode of the LNA plus

feedback amplifier

Fig. 11 Band I feedback amplifier noise figure in AC-coupled mode

of the LNA plus feedback amplifier
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I-mixer and 110 lV in the Q-mixer. Histogram of the

I-mixer IM2-levels in dBVp and DC-offset at the mixer

outputs with the loop on are depicted in Fig. 15.

With the feedback loop turned off as depicted in Fig. 16

for the I-mixer more than 19 iterations fall outside

-92 dBVp. The average DC-offset increases a factor 8.

The worst sample with the loop off is at -84 dBVp cor-

responding to IIP2 = ? 40 dBm. Comparing the histo-

grams, the turned-on loop results in a distribution peak

around -100 dBVp while the turned-off loop results in

more evenly distributed values with a large number of

iterations close to the specification limit.

Fig. 12 Band I loopgain of the

RF feedback amplifier

Fig. 13 Band I gain in AC-coupled mode

Fig. 14 Band I noise figure in AC-coupled mode
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The in-band IIP3 for interferers close to fLO with the

mixer switching was simulated with a SpectreRF QPSS

plus qpac analysis. The QPSS large frequency was equal to

fLO while the first interferer was the QPSS moderate signal.

The second interferer was added during the qpac analysis.

The small signal half duplex IIP3 with the mixer

switching was simulated with a QPSS ?QPAC analysis

with interferer powers at -40 dBm. The QPSS moderate

frequency was the half duplex interferer. With fTX as the

QPAC frequency an in-band IM3 product at the mixer

output will be generated. With the IM3 level -79.3 dBVp

at the mixer output the band I IIIP3 equals -9.4 dBm using

relation (2). The large signal half duplex IIP3 was simu-

lated using the input powers PTX = -26 dBm and Phalf-

duplex = -46 dBm. The switching feedback mixer targeted

for high IIP2 has an impact on the overall IIP3. It is

therefore important that the RF amplifier preceding the

mixer has high enough third order linearity that the addi-

tional mixer nonlinearity can be accepted.

The cross compression was simulated with a

QPSS ? QPXF analysis with the TX signal as the QPSS

moderate tone.

The performance summary for band I, III and VIII is

provided in Table 3.

6 Conclusions

The benefit of the presented architecture is that it provides

a multiband single ended LNA and single ended mixer with

high enough second and third order linearity that it is

functional in a WCDMA system without a SAW-filter. The

DC-offset at the mixer output is strongly attenuated which

is beneficial for the following stages, i.e. baseband filter

and ADC. The attenuation of the DC-offset and the

increase of the IP2 were achieved by the described method

to reduce the effect of the switching mixer core device

mismatch using a feedback loop. The third order nonlin-

earity performance as well as the low noise figure was

possible to achieve through the programmable RF feedback

current-to-current amplifier preceding the mixer. The LNA

is single ended which is especially beneficial for a multi-

band solution since only one package pin is required for

each band. Since the programmable feedback RF amplifier

is multiband only one low-Q on-chip inductor is needed.

The required filter capacitor is preferably placed inside

the package. The architecture was designed in a BiCMOS

Fig. 15 Band I histogram of I-mixer IM2 in dBVp and DC-offset at

the differential mixer output versus iteration number with the mixer

feedback loop on

Fig. 16 Band I I-mixer IM2 and DC-offset in dBVp at the differential

mixer output versus iteration number with the mixer feedback loop

off
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process but the described advantages could be applied to a

CMOS only design as well.
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