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EB3IRACT

The paper will give a survey of the basic ideas behind
the self-tuning regulators. This is a class of adaptive
regulators which can be used to control constant or Slowly
time-varying unknown systens. The regulator is using the
certainty equivalence hypothesis to separate the estimation
and the control. The estimation is done using the method of
least squares and the controller can be 4a minimum variance
controller or a pole placement controller. Theory and
applications have shown that this simple control scheme has
very attractive transient as well as asyumptotic properties.

The idea behind the self=-tuning regulator can be extended
to make it possible to make self-tuning filters for predic-
tion and smoothing of stationary time series. Some of the
theoretical results showing the properties of the predictor
and the smoother will be summarized.
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s _INIRODRUCIIOQN

In order to design controllers for iudustrial processes
it is often necessary to have a model of the process and the
stochastic disturbances acting on the process. The dynanics
of the process and the disturbances are, however, often
unknown and have to be estimated. The estimation can be
done off-line or on-line. The controller can then be based
on the estimated parameters. The off-line methods can not
be used if it is desirable tc monitor time~varying parame-
ters.

An adaptive controller is a cowbination of an on-line
estimation method and a design of a controller based on the
performence of the closed loop system. This paper will dis-
Cuss a special class of adaptive algorithus which are
designed to handle constant or slowly time-varying procc-
esses. These algorithms are called self-tuning algorithuas,
since they automaticly tunes the parameters in the control-
ler. Self-tuning regulators are discussed in many papers.
A survey of the theory and applications can be found in

strdm, Borisson, Ljung and Wittenmark (1977). In this

paper we will briefly discuss the idea behind self-tuning
requlators and how this idea can be extended to make self=
tuning predictors and self-tuning filters for fixed lag
smoothing. Self-tuning regulators have with great success
been used on several industrial progesses. It has turned
out that the self-tuning idea is easy to use in different
contextsa.

A more formal description of the problems is given in
Section 2. The self-tuning idea is formulated in Section 3,
where also estimation and toois for analysis are discussed.
Sections 4, 5 and 6 show how the self-tuning idea can be
used to solve control, prediction and smoothing problems.
The main properties of the different algorithus are dise
cussed. A summary is given in Section 7 and references are
found in Section 8.



£2 EBOBLEM FQRMULAIION

The problems of control, prediction and smocthing have
much in cowmmon. In this section we will formulate the prob-
lens and outline the solutions if the processes are known.
Iin the following sections we will give a unified approach to
the problens if the processes are unknown.

IThe_models :
It 1s assumed that the processes can be described as dis-
crete time stochastic processes

AW = Blg™) ul-k-1) + AU e i) (2.1)

where y(t) is the output at time t, u(t) is the input, e (t)
is a sequence of independent equally distributed random var-
idbles with zero wmean and standard deviation e. g is the
torward shift operator, i.e. (gf(t)=f(t+1). A(q"), B(q")
and C(q~') are polynomials in the shift operator.
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Without loss of generality it can be assumed that the

C-polynomial has all zeroes inside the unit circle. It is
also assumed that the system is minimum phase, i.e. B(q~1)
has all zeroes inside the unit circle. Eq (2.1) 1is a gen-

eral input-output decription of a system corrupted by noise.
A discussion of the model can be found in Estrdém (1970).
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There are many different ways to formulate the control prob-
lem. We will only discuss one possiblity. Assume that the
objective of the control is to eliwinate the disturbances
acting on the system as well as possible. It is then appro-
piate to chose the control signal such that the lossfunction

, N
V= Vim E{ & Zlyup. uu\"\j (2.2
= Rl o { rw*.‘% p )
is minimized. The calculations to find the wminimizing con-

troller are well known, see for instance &strdm (1970). The
calculations require the solution of a steady state Riccati
equation or a spectral factorization. The problem is sip-
plified if p=0 and the process is minimum phase. The mini-
mum variance controller is then obtained by using a simple
polynomial identity, Estrdm (1970) . The controller is given

by
-\ Y B
M) B Y Y’

where G and F are polynomials of order n-1 and k

(2. 3)



respectively and ygyiven by the identity

Qg = APIF) «+ 9 G (2.4)

IEQ_HEQleiigﬂ*RIQQLQ% .
Assume that B=0 1n eq (2.1). Thls means that the output,
y(t), 1is a stochastic process which we can not influence.

Based on measurements up to and including time t we want to

predict ghe output at time t+ke. The predicted value is
denoted y(t+kjt). The predictor should minimize the mean
square error, i.e. minimize the lossfunction

V, = E{ (Queekity -yt | uw g, ] (2.5)
If the system is known the optimal predictor is given hy
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where G and F are given by the identity (2.4), see istrom
(1970) & Again we see that the problem is easy to solve if
the process is known.

Ihe_spmoothing_problem
We will now look at the problem of finding the best swmooth-
ing estimate of a signal which only can be nmeasured cor-
rupted by white poise. Let the desired signal be described
by

leh) (
W)= S 2.7
) Ats(') V) (2.7)
and let the measurement be
YW = W) + el) (2.8)

The noise processes e(t) and v(t) are independent white
processes with zero mean. The process y(t) cdan be written
in the form of (2.1) with B=0 using spectral factorization.
The problem can now be formulated as to find the best esti=
mate of z(t-k) in the sense of mean square error given y(t),
Y(tE=1)yeue The estimate is denoted Z(t-k|t) and minimizes
the lossfunction

Ny = E{ (%&-k)—ibv«anlgm,ﬁu-n,“.ﬁ (2-9)

If the parameters in (2.7) and the noise characteristics of
¢ and v are knowp it is guite easy to find the optimal fixed
lag smoother, see Kailath and Frost (1968) and Hagander and
Witteamark (1977). The solution is based on finding the
innovation representation of (2.7) and (2.8) and to find the
one step ahead prediction of z (t).



32 IHE SELE-TUNING_IDEA

In the previous section we saw that the minimum variance
controller, the wean square error predictor and the fixed
lag smoother are easy to find it the processes are known.
The problem becomes, however, more complicated it the proc-
€ss is unknown. There are many ways to solve for instance
the adaptive control problen. Surveys of stochastic adap-
tive control methods can be found for instance in Wittenmark
(1975) and Saridis (1977). The most straight forward way is
to first estimate the parameters in the process on~line.
The estimated parameters are then used as if they are the
true ones in order to determine the control law. This is
usually called the Certainty Egquivalence (CE) nypothesis,
see for instance Bar~Shalom and Tse (1976) .

The idea behind the self-tuning algorithms is to use the
CE hypothesis and to make the estimation in the Simplest
possible way, It is important that both the estimation and
the determination of the control signal are done iteratively
in real tinme. This idea was wused for instance in Kalman
(1958) to design adaptive dead-beat controllers. This sin-
Ple approach works very well in many cases. One of the
interesting features with this type of algorithms is that
they often work in cases when they intuitively should not
work well. The problem is thus to analyze the closed loap
System which is a time-varying, non-linear, stochastic sys-
tem. Typical problems are if the algorithm is stable and if
it will converge to the sanme controller, predictor or
smoother that could be obtained if the system was known.

The estimation of the parameters in the process can be
done in several ways. The parameters in the 2, B and C
polynomials Gcan be estimated in real tipme using for instance
the Extended Least Squares (ELS) method or the Maximum Like-
lihood (ML) method, Goodwin and Payne (1977) . If C=1 then
it is possible to use the simpler Least Squares (LS) method.
Using these methods it is possible to make an explicite
estimation of the parameters in the process. It is, how-
ever, also possible in severdl cases to avoid the estimation
of the process parameters and instead directly tune the par-
ameters in the controller, predictor or smoother. This
implicite way has uwany attractive properties and has been
used in several self-tuning algorithpys.

The analysis of the self-tuning alqgorithms has in most
cases been done wusing a method by Ljung. The 4analysis of
time-varying, nonlinear, stochastic difference egquations can
be transforwed into analysis of a set of associated deter=~
ministic differential egquations. The trajectories of the
differential eguations can be interpreted as the average
trajectories of the stochastic difference equations. The
convergence properties of the algorithms can be investigated
by looking at the stationary points of the differential
equdtions and their stability. For a summary of this very
useful tool see Ljung (1977a) and Ljung (1977b).



8. SELE=JONING RLEGULATORS

The minimum variance controller can be interpreted as a
two step procedure. First the output of the process is
estimated k+1 steps ahead. Second the control signal is

chosen such that the predicted value is equal to zero (or
some other desired value).

A predictor for the process (2.1) can be written as-
%L* akal) = - cﬂ(f{')\ﬁu) 2 DY) uw) (4. 1)

Wwhere
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The basic self-tuning requlator now consists of two steps
which are repeated at each sauwpling interval:

stsp_1
The parameters o, and A; in the model (4- 1) are

estimated using the method of least squares.
=t8p_2 _

The estimated parameters are used tc determine the
control signal

ALY, ,
ul4) e W (4o 2)

o The algorithm and its properties are further discu sed in
Astrom and Wittenmark (1973), Wittenmark (1973) and stron,
Borisson, Ljung and Wittenmarck (1977). Only some of its

properties will be repeated here.

In Astr8n and wittenmark (1973) the asymptotic properties
of the algorithm are analyzed. It is shown that if the
estimation converges and it the regulator has sufficiently
many parameters then the self- tuning requlator will con-
verge to the optimal winimum variance controller (2.3)« The
algorithm also has a stabilazing property in the sense that
the input and the output will be bounded with probability
one, see Ljung and Wittenmark (1%¥76). Further the conver-
gence of the algorithm has been analyzed in Ljung (1977b),
where it is shown that the convergence of the algorithnm
depends on if a polynomial related to the C-pclynomial is
strictly positive real.

The basic self-tuning regulator can only be used for
mimimum phase systems. One algorithm which can handle ncn-
minimum phase systems is described in Astrdu and Wittenmark
(1974) . This algorithm is based on solution of a steady
state Riccati equation. An other algorithm for non-minimun
phase systems is described in Clarke and Gawthorp (1975).



4.2

The nice theoretical properties of the self-tuning regu-
lators have wade them very attractive for ipdustrial use.
Some industrial applications are reviewed in Astrdm, Boris-
son, Ljung and Wittenmark (1977). Most of the reported
applications have been feasibility studies during guite lin-
ited times. The use of a self—tuniug regulator in an auto=
pilot for a tanker is an exception, K&llstrdm, Astrém, Tho~
rell, Eriksson and Sten (1978). 1This autopilot has now been
used for several years on different tankers. Extensive com-
parisons with other controllers have been done under differ-
ent weather and loading conditions.

All the applications have been very prcmising. It has
been found that the self-tuning regulator is easy to use,
insensitive for the choice of the parameters in the algor-
ithm and it gives very good control.



22 SELF=TUNING FREDICTION
Frediction of time-series is an important problew in many
technical and economic situations. Prediction of time-se~

ries is discussed for instance in Box and Jenkins (1970) and
Brown (1963). A time-serie can otten be divided into two
parts. One part which is deterministic and represents trend
and seasonal variations. The second part can bs regarded as
random disturbances around the deterministic part. The ran-
dom part can often be modelled as eq (2.1) with B=0. The
deterwministic as well as the random parts are usually
unknown and time=varying. This makes it interesting to con=
sider self~tuning predictors which can adjust to the varia-
tions in the generating process.

Eq (2.6) shows two different ways to write the predictor
if the process is known. There are several other ways to
write the predictor which all are equivalent if the systen
is known. The different ways to write the predictor can be
used to determine different self-tuning predictors. In
Holst (1977) five different self-tuning predictors are dis-
cussed and their relationships are investigated. Several
simulated examples are given which illustrate the behavior
of the different algorithnms.

One way to see the relationship between prediction and
control is to start with the far right hand side of (2.6).
The preciction error or the residual is defined as

ELxk) = ylink) =4 vl

The prediction problem can now be regarded as a control
problem. The predicted value y(t+k|t) can be regarded as
the control signal. The prediction is ncw done such that
the variance of the residuals is as small as possible, con-
pare (2.5). The residual can thus be interpreted as the
output. The self-tuning regulator can now be used directly
to solve the prediction problem, Wwittenmark (1974).

The self-tuning predictors have properties which are very
similar to those of the self-tuning requlators. For
instance if the estimation converges and if the predictor
has sufficiently many parameters then it will converge to
the optimal predictor (2.6).

It is also possible to use auxiliar variables to imporve
the prediction. The auxiliar variable «c¢an be some other
measurable variable, a ramp or a seasonal profile. The aux-
iliar varialbes can thus be used to include the determinis-
tic part in the predictor.

This type of adaptive predictors have been used on real
data for prediction of power load (bkohlin (1976) and Holst
(1977)), wurban sewer flows (Beck (1977)) and natural gas

consumption (Hamza, Sheirah and Wittenmark (1978)).



In many communication applications the recieved signals
are corrupted by noise. The objective of the reciever is to
filter out the noise as well as possible. The filtered sig-
nal at time t can then be a function of the measurements up
to and including time t. Sometimes 1t is possivle to make
substantial improvements by making a smcothing estimate.
The estimate at time t-k is then based on data up to and
including time t. Fixed lag smoothing 1is useful for
instance in communication but also in monitoring of the
quality of a product or of the pollution in air or water.

The stationary fixed lag smoothing problem is related to
prediction. In Hagander and Wittenmark (1977) it is shown
that the smoother consists of two parts. First a predictor
which predicts the signal z (t) one step ahead. Second the
smoothing estimate is given by a tilter with two inputs, the
measurement and the prediction error.

It is now possible to make a self-tuning smoother for the
special case when the measurement noise in (2.8) is white
noise. In this case it immediately follows that the one
step ahead prediction of z(t) is identical to the one step
ahead prediction of y(t). A self-tuning predictor can then
be used to find Z(t+1)t). The parameters in the predictor
are simple functions of the parameters in the innovation
model for y(t), which is needed to determine the filter in
the smoother. An estimate of the innovation model is found
directly without making any spectral factorization. This
means that the computations in each step are very moderate
and the self-tuning smoother is well suited for real time
applications.

The properties of the self-tuning smoother depends on the
predictor. If the predictor converges then th2 self-tuning
smoother will converge to the optimal smoother.



J2SUMBARY

In the praevious sections we have seen that the self-tun-
ing algorithms for control, prediction and swoothing are
very related. The idea behind the self-tuning alyorithms is
simply to make an estimation of the unknown parameters and
use them as if they are the true ones. In many cases 1t is
not necessary to make an explicite estimation of the parame-
ters in the process model. It 1is instead possible to
directly estimate the parameters in the controller, pre-
dictor or smoother. This will simplify the computations
that have to be done at each sampling time.

There are good tools available which make it possible to
analyze the asymptotic as well as the transient properties
of the algorithms. It is found that the alyorithms have
very good theoretical properties which also are verified in
simulations. This makes the self-tuning algorithms well
suited for applications on real processes.
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