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Popular science summary

Biomass, such as trees, crops, flowers, plants, etc., is found all over Earth. Dry
biomass, just like coal, petroleum, and natural gas, can be used for burning,
heating, cooking, and generating electricity. Unlike coal, it can grow quickly
when trees are cut down. Carbon dioxide in the atmosphere is absorbed into
biomass – thus, biomass is a renewable and carbon-neutral fuel. It is abundant
on Earth and easily accessible. Thus, one can use biomass instead of coal for
heat and power production because there is a finite amount of coal on the planet,
and burning coal emits greenhouse gas and other pollutants into the atmosphere.
A simple question is how does one get more heat from less biomass when it is
burning? To answer this question, one has first to figure out what happens when
biomass is burned.

Biomass combustion can be performed in a device called a fluidized bed (FB)
furnace, in which a high-temperature nonreactive material, such as sand and
limestone, reaches a state like boiling water by the upward air. To optimize the
combustion system, one should do a series of experiments to see what are the
best operating conditions. If the device is small, one can manufacture it easily.
But, if the size of the device is tens of meters high, the cost of this experiment
is relatively expensive. So, one wishes to have a ”magic tool” that could show
biomass burning without doing the experiments. Computational fluid dynamics
(CFD) is the best ”magic tool” to achieve it. This method is based on a series
of mathematical equations, which is solved using a supercomputer to replicate a
real-life scenario of biomass combustion. With this method, one can stop/start
biomass burning at any time, or one can go anywhere in the furnace and see
what happens there.

This method is powerful and cheap; however, there are two sides to every coin.
In the process of developing this method, there are many challenges. Imagine a
device in which a large number of small biomass particles are constantly moving
and burning. How does one replicate this process in a computer most accurately?
An ideal way is to track each particle, where it goes, and how it burns. This
is however unrealistic because the number of particles is incalculable, especially
in large devices. One uses a method that clusters a number of particles into
different groups. This method is called the “coarse grain method” (CGM).
Only one particle in the group is tracked, and all other particles are represented
by this particle. The computational time is therefore significantly reduced.
Just like thousands of families/groups travel by car, bus, or train, and live
in hotel rooms, one can figure out the movement and location of each individual
simply by locating the vehicles or hotel of each family/group. The method,
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however, also introduces some problems. One assumes the family/group will
live in the same room all the time in this method. Let’s say there are thousands
of families/groups living in a hotel with various size rooms. The large room can
accommodate any group while the small room cannot. The conventional method
is to throw out the extra members in the small room, and the families/groups
will complain. I propose in this thesis a method that spreads the member of the
families/groups living in the small rooms to the neighboring rooms. I call this
method the “distribution kernel method” (DKM).

In addition to the problems discussed above, another challenge exists in biomass
combustion. Biomass combustion can be divided into three stages: evaporation
of water, first-stage chemical reactions, which are called pyrolysis, and second-
stage chemical reactions, which are called charcoal burning. In the first stage,
biomass pyrolysis produces a lot of different kinds of gases, for example, hy-
drogen, carbon monoxide, or methane. In fact, the masses of these different
gases are different at different operating temperatures of the devices. Just like
cooking, different temperatures will generate different flavors. In the conven-
tional method, biomass burning produces the same masses of these gases at
various operating temperatures. It’s a poor and inaccurate approach. In this
thesis, I considered more constraints to simulate the masses of different pyrolysis
gases. Thus, one can better replicate biomass combustion at different temper-
atures. After implementing the developed methods and models in a computer
code, I have used this ‘magic tool’ to replicate and simulate biomass combus-
tion in large-size devices that are tens of meters high. One industrial furnace
that I simulated is the Kraftringen FB furnace at Örtofta. Few people who do
biomass-burning research have been able to do it.

The main contribution of this thesis is to develop the ”magic tool” to rep-
licate/simulate biomass burning in industrial devices. Firstly, I used the group
method, namely CGM, to reduce the computational time and used the neighbor-
sharing method, namely DKM, to improve the computational accuracy. Secondly,
I improved the prediction accuracy of gases produced from biomass pyrolysis.
Thirdly, I used the “magic tool” to replicate/simulate biomass burning in large-
scale industrial FB furnaces. The work aids the understanding of how chemical
energy from biomass is converted to heat and power and helps engineers in the
industry to develop strategies to improve the performance of their devices, e.g.,
reduction of pollutant emission from their devices.
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Abstract

Biomass is an environmentally friendly renewable energy source and carbon-
neutral fuel alternative. Direct combustion/gasification of biomass in the dense
particle-fluid system is an important pathway to biomass energy utilization. To
efficiently utilize biomass for energy conversion, a full understanding of biomass
thermal conversion in lab/industrial-scale equipment is essential. This thesis
aims to gain a deeper understanding of the physical and chemical mechanisms
of biomass combustion/gasification in fluidized bed (FB) furnaces using compu-
tational fluid dynamics (CFD) simulations.

A three-dimensional reactive CFD model based on the Eulerian-Lagrangian
method is developed to investigate the hydrodynamics, heat transfer, and gas-
ification/combustion characteristics of biomass in multiple-scale FB furnaces.
The CFD model considered here is based on the multi-phase particle-in-cell
(MP-PIC) collision model and the coarse grain method (CGM). CGM is com-
putationally efficient; however, it can cause numerical instability if the clustered
parcels pass through small computational cells, resulting in the overloading of
solid particles in the cells. To address this issue, a distribution kernel method
(DKM) is proposed. This method is to spread the solid volume and source
terms of the parcel to the surrounding domain. The numerical stiffness prob-
lem caused by the CGM clustering can be remedied using DKM. Validation of
the model is performed using experimental data from various lab-scale reactors.
The validated model is employed to investigate further the heat transfer and
biomass combustion/gasification process.

Biomass pyrolysis produces a large variety of species in the products, which
poses great challenges to the modeling of biomass gasification. A conventional
single-step pyrolysis model is widely employed in FB simulations due to its
low computational cost. However, the prediction of pyrolysis products of this
model under varying operating temperatures needs to be improved. To address
this issue, an empirical pyrolysis model based on element conservation law is
developed. The empirical parameters are based on a number of experiments
from the literature. The simulation results agree well with the experimental
data under different operating conditions. The pyrolysis model improves the
sensitivity of gasification product yields to operating temperature. Furthermore,
the mixture characteristics of the biomass and sand particles and the effect of
the operating conditions on the yields of gasification products are analyzed.

The validated CFD model is employed to investigate the fluidization, combus-
tion, and emission processes in industrial-scale FB furnaces. A major challenge
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in the CFD simulation of industrial-scale FB furnaces is the enormous com-
putational time and memory required to track quadrillions of particles in the
systems. The CFD model coupling MP-PIC and CGM greatly reduces the com-
putational cost, and the DKM overcomes the unavoidable particle overloading
issue due to the refined mesh in complex geometry. The CFD predictions agree
well with onsite temperature experiments in the furnace. The CFD results are
used to understand the granular flow and the impact of operating conditions on
the physical and chemical processes in biomass FB-fired furnaces.

viii



Nomenclature

Abbreviations

1-D One-dimensional

2-D Two-dimensional

3-D Three-dimensional

BFB Bubbling fluidized bed

BGK Bhatnagar, Gross, and Krook

CAM Cube averaging method

CFD Comutational fluid dynamics

CFL Courant–Friedrichs–Lewy

CGM Coarse grain method

DAF Dry ash free

DBM Diffusion-based method

DCFB Dual circulating fluidized bed

DEM Discrete element method

DFB Dual fluidized bed

DKM Distribution kernel method

DNS Direct numerical simulation

DPM Discrete particle model

DPVM Divided particle volume
method

DVC Depolymerization, vaporiza-
tion, and crosslinking

EAR Equivalent air ratio

FB Fluidized bed

FBG Fluidized bed gasifier

FG Functional group

FVM Finite volume method

FWO Flynn–Wall–Ozawa

GFEC Gross final energy consumption

GHG Greenhous gas

KAS Kissinager-Akahira-Sunose

KTDG Kinetic theory of dense gases

KTGF Kinetic theory of granular
flows

LSD Linear spring-dashpot

MM Mixture model

MP-PIC Multi-phase particle-in-cell

MPI Message-passing interface

PaSR Partially Stirred Reactor

PCM Particle centroid method

PISO Pressure implicit with splitting
of Operator

PSD Particle size distribution

RANS Reynolds averaged Navier-
Stokes

SIMPLE Semi-implicit method for
pressure-linked equations

SNCR Selective non-catalytic reduc-
tion

ix



SR Steam-to-biomass ratio

SSP Same size parcel

SSW Same statistic weight

TFM Two fluid model

TGM Two-grid method

x



Chapter 1

Introduction

1.1 Motivation

Global warming, caused by greenhouse gas (GHG) emissions, is a significant
societal challenge. Since the Industrial Revolution, the global average temper-
ature has increased by 1.01 ◦C. From 1880 to 1980, the temperature rose by an
average of 0.07 ◦C per decade, but in the last 40 years, it has risen by an average
of 0.18 ◦C per decade [1], making it imperative to take action to mitigate global
warming.

Fossil fuels, e.g., coal, petroleum, and natural gas, are the biggest contributors
to GHG emissions, accounting for 81% of total energy consumption, as shown
in Fig. 1.1. In 2019, the gross final energy consumption (GFEC) of all energy

Figure 1.1: Global final energy consumption (GFEC) in 2019 [2].
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sources was 379 EJ. GFEC is defined as the total final consumption of all en-
ergy sources, including electricity and heat consumption at all end-use sectors.
Replacing fossil fuels with renewable energy can significantly reduce GHG emis-
sions. In 2019, 17% of gross final energy consumption came from renewables,
e.g., solar, wind, geothermal, and biomass. Sweden is among the world’s leaders
in the use of renewable energy, with 41% of the country’s total energy supply
and 58% of final energy consumption coming from renewables, see Figure 1.2.
This trend is accelerating, with renewable energy accounting for 48.5% in 2021
[2].

Table 1.1: Domestic supply of biomass in continents in 2019 [2]. Note: All values except the solid ratios are in EJ.

Region Total Municipal Industrial Biogas Liquid Solid Solid
Waste Waste Biofuels Biofuels Ratio

Africa 16.0 0.00 0.00 0.00 0.00 16.0 1.000
Americas 11.6 0.29 0.07 0.19 3.00 8.05 0.694
Asia 21.2 0.20 0.55 0.50 0.62 19.3 0.91
Europe 7.49 0.92 0.52 0.72 0.63 4.70 0.628
Oceania 0.25 0.00 0.00 0.02 0.01 0.22 0.88
EU-28 6.45 0.85 0.19 0.70 0.63 4.07 0.63

In renewable energy share, 67.2% is biomass energy, as shown in Fig. 1.1.
Biomass energy is derived from solar energy stored in living organisms in the
form of chemical energy, either directly or indirectly through the photosynthesis
of plants. It is a preferred alternative to fossil fuels due to its abundance,
short regeneration cycle, and easy accessibility [3, 4]. Biomass can be used for
various applications, such as heat or power generation, chemical synthesis, and
producing nanomaterials. It can be converted into liquid, gaseous, and solid
fuels through various chemical, physical, and biological processes [5]. In 2019,
solid biofuels made up over 80% of bioenergy in Africa, Asia, and Oceania,
while in the Americas, Europe, and EU-28, it was around 60%, see Table 1.1.
In Sweden, around 70% of renewable energy is biomass energy, with 80% being
solid biomass. The country is rich in biomass resources, with around 70% of
Sweden’s land area being forest land and providing ample reserves.

In Sweden’s Integrated National Energy and Climate Plan submitted in 2020,
the government set a goal of becoming the first fossil fuel-free country in the
world and taking the lead on environmental and climate issues. The overall plan
includes reducing GHG reduction by 63% by 2030, 75% by 2040, and achieving
net-zero GHG emissions by 2045, compared to 1990 levels [6]. As an alternative
to fossil fuels, biomass can play a significant role in reducing GHG emissions
and achieving the objectives outlined in the UN’s Paris Agreement. Research
on biomass energy, particularly solid biomass fuel, is of great significance for

2
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Figure 1.2: Gross available energy from different sources in Sweden [7]. Note: Renewable ratio in this figure is the ratio
of renewables and biofuels to the total gross available energy.

replacing fossil fuels, fulfilling Sweden’s goals, and mitigating global warming.

Biomass combustion is an important energy conversion technology for gener-
ating heat and power, supplying the daily needs of society. In 2019, 1.17 EJ
of global heat was produced from biomass energy, with 53% coming from solid
biomass sources and 25% from municipal solid waste [6]. In Sweden, biomass
accounted for around 70% of the fuel/heat supply, excluding heat pumps and
electric heating. Despite humans having used biomass for heating for thousands
of years and extensive research being conducted on biomass combustion in re-
cent decades, the underlying physical and chemical processes are not fully yet
understood. Gasification, a thermochemical conversion process, is an alternat-
ive to combustion. In gasification, biomass is converted into a gaseous energy
carrier composed of permanent and non-condensable gases through reactions
with a gasification agent (air, oxygen, or steam water) at high temperatures
(600–1100 ◦C) [8–11]. Gasification has several advantages over combustion, in-
cluding lower corrosion, higher fuel throughput per unit area, and lower sensible
heat [8]. It can convert biomass fuel into higher-value gaseous, e.g., H2, CH4,
and CO, with 85%–90% thermal efficiency. Improving gasification technology is
of great significance for expanding the use of biomass energy.

A comprehensive understanding of the physical and chemical mechanisms in-
volved in biomass combustion and gasification is vital for efficiently utilizing
biomass fuel and mitigating global warming.
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1.2 Biomass combustion/gasification in FB furnaces

In industrial production, there are different ways to mix solids and gas streams,
such as fixed beds, moving beds, entrained flow beds, and fluidized beds. Proper
contact between the solid and gas phases is essential to designing the gas-solid
system. Since the 17th century, fluidized bed (FB) technology has been de-
veloped to address the energy crisis. In recent decades, hydrodynamic, chemical,
and physical processes in fluidized beds have been extensively investigated. The
solid fuels in FB furnaces undergo thermo-conversion with a high temperature
of inert material, such as sand, ash, and limestone, which is fluidized by upward
fluid flow. The inert material in the furnace does not participate in chemical
reactions but provides heat transfer to fuels.

Table 1.2: Comparison of gas-solid reaction systems [12, 13].

Characteristics

Heterogenous 

catalytic gas-phase

reactions

Fixed bed Moving bed Fluidized bedEntrained flow

Only for slow deactivation 

catalysis; Catalysis attrition 

negligible; Plug flow of gas 

ensures high gas conversion.

For large granular 

rapid deactivation catalysis; 

For small granular or 

powder non-friable 

catalyst; Can handle rapid 

deactivation of solid.

Gas in virtually plug flow; 

high conversion possible;

catalysis.

Gas-solid reactions

Unsuitable for continuous 

operations, while batch 

operations yield 

nonuniform products

Heat transfer

Serious temperature control 

problem; Large temperature 

gradient; Danger of hot spots;

Poor heat exchange.

Particle size Large particles (6 – 20 

mm)

Temperature gradient can be 

controlled with proper gas 

flow; Poor heat exchange;

Excellent temperature 

control ability; 

Uniform temperature 

distribution; Efficient 

heat exchange.

Axial temperature gradients 

can be held within limits by 

high solid circulations; 

Properties intermediate 

between fluidized bed and 

moving bed.

Medium size (2 – 6 mm)
Broad particle size 

distribution (0.02 – 6 mm)
fine particle (0.02 – 0.5 mm) 

with narrow size distribution

Broad particle size 

distribution (0.02 – 6 mm)

Circulating fluidized bed

Suitable for rapid 

reactions; Attrition 

of catalyst is serious.

Suitable for rapid 

reactions; Recirculation 

of fines is crucial

Flexible fuel and wide 

range of fuel size; 

Continuous operations.

Temperature gradients 

in direction of solid 

flow can be minimized 

by sufficient circulation 

of solid.

For fairly uniform size 

feed with little or no 

fines.

Possible for fast 

reactions; Recycle of 

unreacted fines often 

difficult.

 

Compared to other reactors, fluidized bed furnaces have desirable and undesir-
able characteristics in the industrial application, as shown in Table 1.2. Fluid-
ized bed furnaces have several advantages [13–15]:

• Operating conditions of fluidized bed furnaces can be controlled continu-
ously and stably with easy handling due to the fluid-like flow of particles.

• A wide range of solid fuel particle sizes can be applied in fluidized bed
furnaces resulting in high fuel flexibility.

• The mixture of fuel particles and inert materials is rapid and uniform,
resulting in nearly isothermal conditions for fuel particles throughout the
reactor.

• It can be operated on a large-scale furnace.
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• Heat transfer efficiency between gas and solid phases is high due to high
contact areas.

• The circulating system makes it possible to remove the products and add
solid materials.

Against those advantages are several disadvantages [13–15]:

• Erosion of pipes and vessels from abrasion by solid particles may be severe.

• Non-fluidization due to the agglomeration of solids may occur during flu-
idized bed operations.

• The formation and collapse of gaseous bubbles lead to inefficient contact
and nonuniform residence time for solid particles in the reactors.

• The separation of solid particles requires more complex equipment and
controlling systems resulting in expensive costs.

Fluidized bed furnaces have wide applications in the following fields [13–15]:

• Combustion of solid (e.g., coal, biomass, waste fuels, domestic waste, and
plastics), liquid, and gas fuels;

• Cooling of flue gases, steam, and hot fluids by heat exchange with the
fluidized bed;

• Combustion takes place in one furnace, and heat transfer in another place;

• Production of steam to generate electricity;

• Application of fluidized bed boilers in locomotives and ships;

• Generation of the high-temperature gas/hot fluid.

1.2.1 Classification of FB furnaces

Fluidization in FB furnaces is a process where solid particles are suspended
in a gas or liquid in an upward direction [16], creating a fluid-like state of the
particles [17]. The fluidization phenomenon is dependent on various factors, e.g.,
the properties of particles (such as their density difference, and particle size),
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Figure 1.3: Geldart’s particle classification diagram for fluidization by air [19]. Note: The scale of the coordinates is log2.

and the superficial gas velocity [18]. The types of particles in the fluidization
can be classified according to their properties.

Fig. 1.3 shows the particles with various fluidization behaviors fall into four
clearly recognizable groups (Groups A, B, C, and D) [19]. The classification is
characterized by mean particle size ds and density difference (ρs-ρg) relative to
the fluid, where ρs and ρg denote the density of the particle and fluid, respect-
ively. Group A particles are small or have a low material density and fluidized
well, showing bed expansion before bubbling formation. Group B particles have
a mean size of 40 < ds < 500 µm and a density difference of 1.4 < ρs-ρg < 4
g/m3. Bubbles form at or slightly above the minimum fluidization velocity and
collapse quickly if the gas supply is cut off. Most bubbles rise faster than the
interstitial gas velocity and the bubble size is linear with the bed height and
excess gas velocity (Ug-Umf ), where the Ug and Umf denote the gas superficial
velocity and minimum fluidization velocity, respectively. Group C particles are
extremely difficult to fluidize due to high interparticle forces, resulting in poor
particle mixing and heat transfer. Group D particles are large or very dense
and the bubbles rise more slowly than the interstitial fluidizing gas, causing
turbulence but poor solids mixing.

The flow patterns of fluidization are very complex, and one or more patterns
may occur during an operating condition, increasing the difficulty of the fluid-
ization mechanism analysis. Figure 1.4 shows the internal relationship between
various fluidization modes and superficial gas velocities. With increasing gas
velocity Ug, fluidization goes through processes of a fixed bed, bubbling (slug-
ging), turbulent, fast fluidization, and dilute/dense pneumatic conveying. The
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Figure 1.4: Type of fluidized bed [20]. The figure is reproduced with permission from the publisher.

minimum fluidization velocity Umf is the gas velocity at which the interaction
between the fluid and particles is balanced by the weight of the particles. The
fixed bed is the state of Ug < Umf . With the increase in gas velocity, i.e., Ug

⩾ Umf , bubbles start to form and rise in the bed with small particles. Bed
expands significantly before the formation of bubbles while for a bed with a
larger particle diameter (Geldart B particle), the bubbles start to form as soon
as the bed is fluidized. With further increase in the gas velocity, rising velocity
and size of bubbles increase. When the bubble diameter is (0.3 - 0.6)D, the
bed slugs, in which D is the column diameter of the reactor. The slug can be
divided into axisymmetric, squared-nose, and wall slug. The type of slug flow
in a fluidized bed depends on particle type, particle size, bed diameter, and the
wall of the column. The slug flow turns into turbulence with a further increase
in gas velocity followed by the random fluctuation of pressure drop. The tur-
bulent regime is marked by the absence of bubbles and slugs in the bed. It is
followed by violent movement of elongated and distorted voids and particles. In
this case, i.e., Ug is larger than the minimum velocity of the dilute phase pneu-
matic conveying, the regime at which pressure fluctuation is relatively constant
and is marked as pneumatic conveying.

Based on the fluidized state, fluidized bed furnaces can be divided into fixed
beds, bubbling beds, turbulent beds, and circulating fluidized beds. In recent
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years, spout fluidized beds and dual circulating fluidized beds have been de-
veloped and widely used as well. Bubbling fluidized beds are first-generation
fluidized beds while circulating fluidized beds in fast fluidization regimes, see
Figure 1.5, are second-generation fluidized beds. The bubbling fluidized bed
reactor is comprised of the following basic components [14]:

• A fuel supply system involving fuel preparation and transport, controlling
of mass flow rate;

• An inert material supply system involving inert material transport and
controlling of mass flow rate;

• A cold startup system and an air distribution system;

• A fluidized bed furnace and a system for re-circulation of unburned fuel
particles;

• A water cooling system and a flue gas cleaning system;

• An inert material removal system used for removing ash/large-size inert
material from the furnace.

 

Figure 1.5: Illustration of the loop in circulating fluidized bed furnace [21]. The figure is reproduced with permission from
the publisher.

The basic components and systems of a circulating fluidized bed furnace are as
follows:
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• A fuel supply system used for fuel handling and preparation;

• A furnace and an air distribution system for the primary, and second-
ary/tertiary air supply;

• A cold start-up system and cyclones used for separating and re-circulating
solid materials;

• Pneumatic valves, and external heat exchange with the fluidized bed;

• Convective heat-transfer surface, a flue gas cleaning system, and a water-
cooling system.

Fluidized bed furnaces are widely employed in coal/biomass combustion and
gasification due to their advantages, including stable low-temperature combus-
tion operation, high combustion efficiency, fuel flexibility, and low environmental
impact [22, 23]. Multi-scale and multi-physiochemical processes occur simultan-
eously in FB furnaces, such as hydrodynamics of dense gas-solid flow, particle
collision, heat and mass transfer, radiation, homogeneous and heterogeneous
chemical reactions, and turbulent combustion. These physicochemical processes
are highly influenced by the properties of the fluidized bed, the bed material,
and the biomass fuel. Understanding the fluidization mechanism in depth is
essential to the efficient utilization of fluidized bed technology.

1.2.2 Biomass thermo-chemical conversion

Biomass particles are complex in both chemical compositions and physical struc-
tures. They are made up of 38–50% of cellulose, 23–32% of hemicellulose,
15–25% of lignin, and 5–13% of other components (i.e., inorganic species and
extractives) [24, 25]. According to the proximate analysis, biomass includes
moisture, volatile matter, tar, fixed carbon, and ash. In decreasing order of
mass contents, the elements in biomass are commonly C, O, H, N, Ca, K, Si,
Mg, Al, S, Fe, P, Cl, Na, Mn, and Ti [26]. In addition, the porous structure
of biomass gives it anisotropic properties, with thermal conductivity across the
grain direction being approximately one-third that of along the grain direction.
In contrast, the diffusion to gas flow across the wood grain is much higher than
that in the other two directions [27]. In a combustor/gasifier, a biomass particle
undergoes a series of conversion processes, including initially drying and pyro-
lysis (devolatilization), subsequently partial oxidation of char and volatile, and
finally, char combustion/gasification through reaction with an agent. Drying is
an important step in the pretreatment of biomass for second-generation thermo-
chemical conversion, as fresh biomass typically contains 30-60 wt% moisture
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content that needs to be dried to about 10–15 wt% [28]. The following process
is the thermal decomposition of dried biomass in the absence of air/oxygen, pro-
ducing gaseous products, liquid (tar and other organics), and solid (charcoal and
ash). Finally, char particles are converted to gaseous products and ash through
reactions with surrounding agents at the surface. The chemical composition
and physical structure of biomass, turbulence, and operating conditions interact
with each other, posing great challenges to uncovering underlying mechanisms
of biomass combustion/gasification in FB furnaces.

1.3 Recent research on biomass combustion and gas-
ification in FB furnaces

Research on physical and chemical processes in FB furnaces has been extensively
conducted in recent decades. Two main methods, experimental and numerical
methods, are employed to investigate the mechanisms of biomass combustion
and gasification in FB furnaces.

1.3.1 Experimental research

The experimental study plays a crucial role in revealing the mechanisms of
multi-scale fluidized bed furnaces, e.g., hydrodynamic, chemical conversion, and
formation and emission of pollutants [29–32]. Leckner et al. [33–35] invest-
igated the characterization of fluidization regimes using time-series analysis of
pressure fluctuations and found this method effectively revealed the structure
of cold particle-fluid flow at the macro level. Larsson et al. [36] investigated the
thermochemical conversion of solid fuels through steam gasification in different
dual fluidized beds (DFBs) and found a strong correlation between the availab-
ility of intermediate products in the reaction environment and the quality of the
product gas. Hermann et al. [37] compared the H2, CO, and CH4 conversion
processes in two different oxygen carriers in a 120 kW dual circulating fluid-
ized bed (DCFB) reactor. A natural oxygen carrier, i.e., ilmenite, was shown
to improve the conversion efficiency compared to a fabricated Ni-based oxygen
carrier. Konttinen et al. [38] studied the conversion of fuel nitrogen to NO for
a wide range of fuels in a lab-scale fluidized bed, ranging from coal-type fuels
to peat, biomass, and wastes. A NO formation tendency database is formed by
analyzing the combustion flue gases. It showed that nearly all reactive nitrogen
(forming NO) in the biomass is released from the fuel during pyrolysis. Zhou et
al. [39] studied the mechanisms of nitric oxide (NO) formation and reduction,
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in which the volatile nitrogen was assumed to be NO, NH3, HCN, and HNCO,
and char nitrogen is converted to NO during char oxidation. Mahmoudi et al.
[40] investigated NOx formation and selective non-catalytic reduction (SNCR)
in a lab-scale fluidized bed combustor of biomass. The SNCR reaction kinetics
mechanisms using ammonia or urea predicted the overall deNOx yield very well
at various operating temperatures and NH3/NOx ratios. In particular, Vainio
et al. [41] conducted an experiment on the fate of fuel nitrogen in a full-scale
bubbling fluidized bed (BFB) boiler. The main components of nitrogen species
at various heights were measured and analyzed in detail. In those studies, most
of the research on the analysis of the gas composition was based on the experi-
mental data at the reactor outlet in lab-scale/semi-industrial scale FB furnaces
[42–45]. The small-scale fluidized beds are difficult to reflect the complexity
of industrial fluidized beds. The gas analysis at the outlet fails to fully reveal
the formation mechanism of pollutants, e.g., biomass combustion in fluidiza-
tion regimes, and the effect of the secondary and tertiary air on the emissions.
Hence, larger-scale experimental studies, like the research of Vainio et al. [41],
will help uncover the formation and reduction mechanisms of the pollutant in
industrial-scale fluidized bed boilers.

Table 1.3: The ultimate analyses of the biomass fuels in gasifiers. Data points from [46–53].

Items C H O N Exp.
[wt%] [wt%] [wt%] [wt%] [-]

1 49.33 6.06 44.57 0.04 Erkiaga et al. [46]
2 51.34 5.98 42.5 - Hofbauer et al. [47]
3 47.16 5.67 40.73 0.05 Koppatz et al. [48]
4 54.46 5.99 39.31 0.24 Nguyen et al. [49]
5 46.65 5.55 38.74 - Rapagna et al. [50]
6 53.6 6.10 40.2 0.1 Sampron et al. [51]
7 40.06 5.61 39.88 0.9 Song et al. [52]
8 51.30 5.81 42.6 < 0.2 Zhang et al. [53]

Experimental research on the gasification of biomass has been also extensively
conducted in recent decades. Shahbeik et al. [54], Cortazar et al. [55] and Oli-
veira et al. [56] have reviewed a vast literature on the recent progress of biomass
gasification. The effect of various operating parameters on biomass gasification,
the strategies for removing tar, and the chemical synthesis of biomass gasifica-
tion are discussed in the literature. However, the gasification mechanisms have
not fully been understood. As shown in Figure 1.6, the mole fractions of main
gasification products based on various experiments are compared. Experiments
have the same biomass material and approximate operating conditions. The bio-
mass is pine wood, the operating temperature is 700 ∼ 1000 ◦C, and the ratio
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Figure 1.6: Mole fraction of H2, CO, CO2 and CH4 based on the experiments of Erkiaga et al. [46], Hofbauer et al. [47],
Koppatz et al. [48], Nguyen et al. [49], Rapagna et al. [50], Sampron et al. [51], Song et al. [52] and Zhang
et al. [53] under different reactor varying the operating temperature Tr with SR = 0.9 ± 0.3.

of steam to biomass is 0.6 ∼ 1.2. The ultimate analyzes of the biomass fuel are
presented in Table 1.3. An interesting finding is that the trends of product yield
across the range of reactor operating temperatures are contradictory in different
literature. For H2, the mole fraction in the experiment of Song et al. [52] and
Sampron et al. [51] decrease while those in the remaining literature increase
with increasing temperature. The trends of CO and CO2 are similar to that of
H2, in which the values have various trends across the operating temperatures,
while the values of CH4 in all experiments have the same trends. The reasons
for the contradictory results could be the difference in biomass fuel properties,
e.g., size, moisture, and the treatment of the particles. A clear conclusion is
that the chemical mechanisms of gasification need to be further investigated.

Based on the experimental research on the large/lab-scale FB, it can be found
that the experimental research focuses more on the phenomena and mechanism
of the granule-fluid flow at the furnace level. However, details about thermo-
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chemical conversion physics inside FB need to be studied. The experimental
methods have the disadvantage of high cost and long research cycles. Thus, fur-
ther research on developing efficient methods is required to reveal the complex
physical and chemical processes in FB furnaces.

1.3.2 Numerical simulation of biomass combustion and gasific-
ation in FB furnaces

Compared to the experimental approach, the computational fluid dynamics
(CFD) approach is considered an efficient, economical, and powerful method
to investigate the physical and chemical mechanisms in multi-scale FB furnaces
[21, 57–59]. In the past decades, the CFD simulations of biomass combustion
and gasification in FB furnaces, especially industrial-scale FB furnaces, are still
lacking.

Table 1.4: CFD simulations of FB. D represent dimensional, H - Hydrodynamic, T - thermal, R -gasification/combustion

Refs Scale D Model subModel H T R

J. Gu et al. [60] 12 MWth 3D E-L MP-PIC ✓ ✓ ✓
D.L. Kong et al. [61] lab-scale 3D E-L MP-PIC ✓ ✓ ✓
J.J. Lin et al. [62] 1 MWth 3D E-L MP-PIC ✓ ✓ ✓
S.L. Yang et al. [63] 0.3 MWth 3D E-L MP-PIC ✓ ✓ ✓
S.Y. Li et al. [64] lab-scale 3D E-E TFM ✓ ✓ ✓
L. Cai et al. [65] lab-scale 3D E-E TFM ✓ ✓ ✓
E. Ghadirian et al. [66] lab-scale 3D E-E TFM ✓ ✓ ✓
S. Wang et al. [67] lab-scale 3D E-L MP-PIC ✓ ✓ ✓
S. Wang et al. [59] 600 MWth 3D E-L DEM ✓ ✕ ✕

K. Luo et al. [68] lab-scale 3D E-L DEM ✓ ✕ ✕

B.H. Lee et al. [69] 550 MWth 3D E-L MP-PIC ✓ ✕ ✕

Q.Y. Tu et al. [70] lab-scale 3D E-L MP-PIC ✓ ✕ ✕

T. Kadyrov et al. [71] lab-scale 3D E-L MP-PIC ✓ ✕ ✕

S.L. Yang et al. [72] lab-scale 3D E-L MP-PIC ✓ ✕ ✕

A. Muhammad et al. [73] lab-scale 3D E-L MP-PIC ✓ ✕ ✕

Q. Ma et al. [74] lab-scale 3D E-L MP-PIC ✓ ✕ ✕

J.S. Li et al. [75] lab-scale 3D E-L MP-PIC ✓ ✕ ✕

Y. Liu et al. [76] lab-scale 3D E-E TFM ✓ ✕ ✕

A. Nikolopoulos et al. [77] lab-scale 3D E-E TFM ✓ ✕ ✕

B.Y. Lu et al. [78] lab-scale 2D E-E TFM ✓ ✕ ✕

C.B. Dinh et al. [79] lab-scale 2D E-E TFM ✓ ✕ ✕

B.Y. Deng et al. [80] 350 Mw 1D ✕ ✕ ✓ ✓ ✓

Table 1.4 summarizes the recent literature on simulations in FB furnaces. The
focus has been on simulating biomass combustion/gasification in lab-scale FBs
or the cold flow in large-scale FBs. In these studies, one-dimensional (1-D) and
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two-dimensional (2-D) simulations, which take into account simplified phys-
ical and chemical processes of the gas phase and particle phase, are frequently
reported [78–82]. 1-D and 2-D models have the advantages of high computa-
tional efficiency, easy implementation, and flexible application. They, however,
only consider the variation of the physical parameters in the vertical direc-
tion of furnaces and assume a uniform distribution of the physical parameters
on the horizontal cross-section [80]. Three-dimensional (3-D) simulations of
lab/industrial-scale FB furnaces, which take into account the detailed granu-
lar motion and thermochemical processes of the particle and gas phases, are
desirable but rarely performed. There are several challenges in modeling the
solid fuel combustion process in FB furnaces, particularly industrial-scale CFB
furnaces, such as a huge number of particles resulting in expensive computa-
tional cost, large particles in small-size grids resulting in numerical instability,
and complex chemical kinetic mechanisms involved in the devolatilization, het-
erogeneous char reactions and homogeneous gas-phase reactions. To overcome
these challenges, the development of an efficient, high-accuracy, and robust 3D
CFD model is essential.

The CFD approach is primarily based on several sub-models employed to de-
scribe the system. As shown in Figure 1.7, there are several sub-models com-
monly used in numerical simulations of the gas-solid flow, involving the conser-
vation equations of gas and solid phases, collision models, and coupling models
between gas and solid phases. The Euler-Euler approach and the Euler-Lagrange
approach are the two main CFD categories to simulate the physical and chemical
processes in FB furnaces.

 

CFD

Euler-Euler

Euler-Lagrange

TFM

Collision

DEM

MPPIC

Coupling
PCM

DPVM

CAM

DBM

TGM

Figure 1.7: Models for numerical simulation of gas-solid two-phase flow.

In the Euler-Euler approach, both gas and solid phases are considered macro-
scopic continuous phases. The particle-fluid behavior is modeled using mass,
momentum, and energy balance equations that are closed with constitutive re-
lations and initial and boundary conditions [83–85]. To model fluid-solid inter-
action, the two-fluid model (TFM), which is developed based on the Euler-Euler
framework [83], has been extensively employed due to its low computational cost
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[86–97]. However, the model fails to describe the properties of the solid phase at
the individual particle level, making it challenging to consider the particle type
and size distribution. The use of volume averaging and interpolation methods
for both gas and solid phases may lead to accumulated numerical error, as well
as a mesh-dependent solution. In a study by Wang et al. [98], the TFM model
was used to predict the bed expansion of Geldart B and D particles in a fluidized
bed; however, it failed to accurately describe the hydrodynamics of Geldart A
particles due to its limited resolution at that scale.

In the Euler-Lagrange approach, the gas phase is treated as a continuous phase,
while the solid phase is considered as a discrete phase at the microscopic level
[99]. This approach includes two models: discrete element method (DEM) [100]
and multi-phase particle-in-cell (MP-PIC) method [84]. Unlike the Euler-Euler
framework, the Euler-Lagrange approach can track each particle individually
and take into account the properties of the particles, such as diameter, dens-
ity, velocity, temperature, and chemical composition, with high accuracy [101].
This, however, leads to a sharp increase in computational cost, especially when
considering particle collisions. In the DEM model, the collision force for each
individual particle is calculated based on the interaction between all the indi-
vidual particles in the system, providing high accuracy. However, this model
becomes computationally infeasible for FB furnaces that involve quadrillion or
more particles. To reduce the computational cost, efforts have been made to de-
velop high-efficiency simulations of dense gas-solid reacting flow systems, such
as the linear spring-dashpot (LSD) contact model combined with CFD-DEM
[102–104]. While this improves the efficiency of the traditional DEM model, its
application to industrial-scale FB furnaces remains limited due to the high com-
putational cost. As a result, CFD-DEM simulations of dense reactive gas-solid
flow are mainly limited to two-dimensional or quasi-three-dimensional geomet-
ries with a small number of particles, and their applications in industrial-scale
fluidized beds are still rare.

The MP-PIC model addresses the computational difficulties associated with
calculating interparticle interaction in the Euler-Lagrange approach. It does so
by mapping particle properties to an Euler grid and then mapping the computed
stress tensors back to particle positions [105]. The MP-PIC method was first
introduced by Andrews and O’Rourke [106] and is much more computationally
efficient than the classical DEM method due to the use of more efficient collision
models and the ability to use a larger time step [99]. Recently, a new general
model has been developed for the numerical calculation of mass, momentum,
and energy exchange between particles during collisions [107]. The model uses
a Bhatnagar, Gross, and Krook (BGK) model [108] to approximate the rate at
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which collisions bring about the local equilibrium of particle properties. The
BGK model considers the effect of collisions as a simple relaxation term on the
right-hand side of the Boltzmann equation. Studies have reported improved
BGK-model collision damping time for particle velocity fluctuations [109] and
the driving force toward isotropy particle velocity distribution [110].

To further reduce the computational cost, in addition to optimizing the collision
model, the coarse grain method (CGM) can be employed to reduce the calcu-
lated number of particles. In the CGM, virtual particles (known as parcels) are
used to represent real particles and are widely employed in the Euler-Lagrange
framework [111]. Qi et al. [103] discussed the use of CGM in detail for sim-
ulating lab-scale fluidized beds. One characteristic of the CGM method is the
high local solid load in certain computational cells, as fuel and sand particles are
clustered into parcels. This may pose problems when simulating industrial FB
furnaces with a wide range of particle size distribution (PSD). These FB furnaces
typically have complex geometries that lead to the presence of small computa-
tional cells. Large particles contribute to large source terms in the gas-phase
governing equations, causing convergence problems or numerical artifacts [112].
This is especially significant in the widely used and low-cost particle centroid
method (PCM), in which the entire particle is assumed to be in the local cell
where the particle centroid is located. At high particle load conditions, the solid
volume fraction in the small local cell can exceed what the cell can physically
accommodate, resulting in nonphysical and unstable solutions. This issue needs
to be addressed.

Different methods have been proposed to address the issue of the small ra-
tio of the mesh size to the particle size. These methods include the divided
particle volume method (DPVM), the cube averaging method (CAM), the two-
grid method (TGM), and the diffusion-based method (DBM) [112, 113]. Zhang
et al. [114] investigated three of these methods, i.e., CAM, TGM, and DBM, and
evaluated their impact on the distribution of source terms in a single-particle
combustion case. In the DBM, the source terms of a Lagrangian particle are
distributed into an Eulerian field using a statistical kernel function. The source
terms are first calculated using the PCM model before being distributed, as
the gas properties required by the particle sub-models are sampled from the
local cell of the particles. Although the DBM is more robust compared to the
other methods studied, its computational efficiency decreases rapidly with the
increase in mesh resolution. In the TGM, a virtual coarse grid is created based
on the fine grid to solve for the particle properties, and the source terms are
then mapped to the fine grid [115]. The TGM, which treats the particles in
a local grid, may cause significant errors in the simulations of particle-laden
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flows due to the coarse mesh employed to resolve the fluid flow. In the CAM,
a virtual cubic region is created as an interactive medium between the particle
and the gas phase. Compared with the TGM and the DBM, the CAM is more
efficient for dense multiphase flow simulations with unstructured meshes. How-
ever, it requires the construction of two independent meshes, which increases
the complexity of the implementation and parallel computation.

Modeling the chemical reactions of biomass conversion during numerical simula-
tions of FB furnaces is another significant challenge. Biomass pyrolysis produces
many species, posing great challenges to simulating biomass gasification. Ex-
periments have shown that several factors, such as particle size, operating tem-
perature, gasifying agent, and residence time, govern the fuel composition [22,
116, 117]. In particular, the operating temperature plays a crucial role in the
yield of gasification products. For instance, during the fast pyrolysis of woody
biomass at 600 ∼ 1000 K, the CO yield increases drastically from around 5 wt%
to 30 wt%, the CO2 yield increases from around 1 wt% to 7 wt%, and the char
yield decreases from around 30 wt% to 15 wt% [117]. To predict the gasification
products, comprehensive models for the pyrolysis process, the char reactions
with gasification agents, and the subsequent volatile reactions are required. In a
recent review by Fatehi et al. [5], four classes of pyrolysis models were identified:
(a) single-step model, (b) three parallel-step model with secondary tar cracking
reactions, (c) FG-DVC model (which combines a functional group (FG) model
for gas evolution and statistical depolymerization, vaporization, and crosslink-
ing (DVC) model for tar formation), and (d) multicomponent pyrolysis model,
e.g., developed at Politecnico di Milano [118, 119]. Multi-component pyrolysis
models [118, 119] have been used to model single particle pyrolysis (e.g., [120,
121]), but they are seldom used in multiple-particle systems [122], as they re-
quire tremendously long computational time to carry out numerical simulations
of a 3D fluidized bed furnace. Hence, simple one-step models have been em-
ployed in biomass combustion and gasification simulations in FB furnaces [58,
67, 86–88, 103, 123–126]. However, these one-step pyrolysis models may not
accurately capture the general trend of gasification products at varying operat-
ing temperatures. It is therefore desirable to develop a more predictive one-step
pyrolysis model for biomass. The main weakness of the current one-step pyro-
lysis model lurks in the use of constant stoichiometric coefficients of pyrolysis
products, resulting in low sensitivity of gasification products to the operating
temperature of the gasifier.
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1.4 Knowledge gap in CFDmodeling of biomass com-
bustion and gasification in FB furnaces

Despite significant research efforts on modeling dense gas-solid flow in recent
decades, there are still several bottlenecks that persist in using the Eulerian-
Lagrangian approach to model dense particle-fluid systems.

First, particle overloading is one of the significant challenges in the CFD sim-
ulation of dense particle/gas flows. The Eulerian-Lagrangian method is highly
grid-dependent, so it is essential to ensure that the cell size is sufficiently small
compared to the macroscopic characteristic length of the system. The cell size,
however, should be larger than the particle size to be consistent with the govern-
ing equations in the Eulerian-Lagrangian framework, e.g., the volume fraction
of the gas in a physical space cell should be greater than zero. A cell-to-particle
size ratio of 3 ∼ 5 is a compromise that balances solving the fluid flow with reas-
onable accuracy while adhering to the assumption of the Eulerian-Lagrangian
approach. However, this approach significantly limits the application of the
method in complex geometry and situations where higher solution accuracy is
required for fluids. These limitations are particularly pronounced in large-scale
dense particle-fluid systems due to complex spatial structure and the presence of
quadrillion or more particles in the systems. The large-scale structure leads to
the presence of small computational cells and a large number of particles in the
cells, causing a problem referred to as the ”local overloading” of particles. Nu-
merical instability and nonphysical overloading can occur when large particles
pass through small size cells.

Second, it is essential to develop a cost-effective chemical kinetic model that can
accurately describe the thermochemical conversion of biomass during combus-
tion and gasification. This model should consider various conversion processes,
e.g., drying, pyrolysis, heterogeneous char reaction, and volatile gas homogen-
eous reactions. However, CFD simulations of large-scale FB furnaces are com-
putationally demanding, making it desirable to develop global models that can
accurately capture the thermochemical conversion processes while minimizing
the computational cost.

Third, the four-way coupling of gas/solid dense particle reactive flow system
is a complex process that lacks understanding, particularly in large-scale FB
furnaces. In order to operate the furnace properly and optimize its perform-
ance, a deep understanding of the various processes involved in FB furnaces is
required. These processes include the formation and evolution of gas bubbles in
the dense particle granular flow, the gasification product yields under different
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gasifier operation conditions, and the impact of primary, secondary, and tertiary
air supply on the performance of FB furnaces.

1.5 Thesis objectives

The thesis is focused on biomass gasification/combustion in lab/industrial-scale
fluidized beds. The project aims to predict the physical and chemical processes
of biomass gasification/combustion in the dense particle-fluid systems at the in-
dividual particle level by developing a 3-dimensional reactive CFD model with
efficient, robust, and high accuracy. A broad aim is to improve the under-
standing of the gas-solid interaction, the evolution of biomass conversion, and
homogeneous and heterogeneous reactions in FB furnaces, providing theoretical
support for the design and optimization of the FB. The main objectives of the
thesis are described as follows:

• Development of a comprehensive Eulerian-Lagrangian method, consider-
ing gas-solid interactions, particle collision, heat and mass transfer, radi-
ation, and homogeneous and heterogeneous chemical reactions. The model
can be employed to investigate the physical and chemical mechanisms of
dense gas-solid FB reactors.

• Development of a robust method addressing the challenging issue of local
overloading, where the simulation will give a nonphysical and unstable
solution due to large particle passing through small-size cells.

• Development of an empirical pyrolysis model improving the prediction of
pyrolysis products at varying operating reactor temperatures. The model
should predict the stoichiometric coefficients of the one-step global pyro-
lysis model.

• Application of the extended model to investigate the fluidization, heat
transfer, combustion, and emission characteristics in the lab/industrial-
scale fluidized bed furnaces. These complex processes can be visualized
using the 3-D dimensional CFD model, contributing to the research and
design of the FB furnaces.
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1.6 Thesis content

Following the introduction, the modeling of reactive dense particle/gas flow is
presented in Chapter 2. The governing equations employed in this thesis, i.e.,
gas phase, solid phase, gas-solid interaction, and the numerical approaches for
the gas and solid phases, are presented in Chapter 3. The proposed distribution
kernel method (DKM), the new pyrolysis model, the performance of the DKM
in the lab/industrial-scale fluidized bed furnace, the effect of the new pyrolysis
model on the product yield in the gasifier, and the simulation results of the flu-
idization, the heat transfer, and combustion processes are presented in Chapters
4-6. The main conclusions and future work are presented in Chapter 7. Part of
the results have been published in papers [127–129].
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Chapter 2

Modeling of reactive dense
particle-gas flow

The continuum concept is crucial to model the gas-solid/fluid flow. A fluid is
assumed as a continuous matter when its properties, such as density, pressure,
velocity, and temperature, vary continuously from one point to another [130].
The assumption is significant to the differential forms of the conservation equa-
tions in which their derivations depend on taking limits as the length, area or
volume approaches zero [131]. As shown in Figure 2.1, the gas consists of a
larger number of individual molecules. The gas density can be defined as the
mass per unit volume. The sampling volume ∆V contains molecules with a
total mass of ∆M and the density of the gas is

ρ ≊
∆M

∆V
. (2.1)

A very small sampling space will contain very few molecules leading to a large
density fluctuation. For an extreme example, i.e., the sampling space contains
only one molecule, and another has two molecules, the fluctuations will be 100%.
As the sampling volume increases, i.e., the sample volume ∆V is larger than the
volume of the threshold ∆V0, the space will contain a large number of molecules,
and the fluctuation becomes negligible. According to the probability theory of
Poisson distribution, the fluctuations will be less than 1% for a sampling volume
containing 105 molecules. As the sampling volume increases further, the gas
density will be changed by macroscopic variables, e.g., temperature, pressure,
and shock waves. That is to say, if ∆V ≫ ∆V0, the continuum assumption in
the modeling of the flow system is justified.

To predict the gas-solid two-phase flow, the continuum assumption is typically
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Figure 2.1: The variation of molecular mass per unit volume of mixture with the size of sampling volume [131]. Note: The
figure is reproduced with permission from the publisher.

employed in the gas phase when the computational domain is much larger than
∆V0. However, in the solid phase, the continuum assumption in several models
is employed to reduce the computational cost, despite being nonphysical due
to the significant fluctuations of solid phase properties in the continuous phase.
An alternative, a more physically accurate assumption for the solid phase would
be to track individual solid particles, but this greatly increases computational
cost. A widely used alternative is the hybrid assumption, which combines the
use of both continuum and discrete assumptions for different properties of the
solid flow.

The interaction between gas and solid phases can be described using mass,
momentum, and energy conservation. The coupling methods of the interac-
tion between the gas and solid phases can be classified into one-way (gas →
particle), two-way (gas↔ particle), and four-way couplings (gas↔ particle/wall
↔ particle) [21, 132]. The very dilute gas-solid flow, i.e., solid volume fraction
θs < 10−6, can be modeled using the one-way coupling in which the interaction
from the particle to the gas phase can be negligible. In this very dilute flow,
the particles have very small sizes and can be typically assumed to follow the
instantaneous flow. As the θs increases, i.e., 10−6 ≤ θs ≤ 10−3, the two-way
coupling should be employed due to the strong interaction between gas and solid
phase. If the θs > 10−3 [21, 131], the flow is considered as dense particle-fluid
flow, and the interaction between gas and solid phase, the collisions between
particle and particle/wall should be considered.
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2.1 Model classification

The flow in fluidized beds is a dense gas-solid flow due to the large volume frac-
tion of the solid phase in the boilers, i.e., θs ≫ 10−3. The gas-solid flow involves
a wide range of space and time scales. Several numerical models with continu-
ous/discrete assumptions are proposed to describe the gas-solid flow at various
scales. Myöhänen et al. [133] classified the numerical models based on time and
space scales, see Fig. 2.2. The boundary of time and space scales may not be ex-
act, but the classification provides ideas when modeling the multi-scale gas-solid
flow. For the flow at the micro-scale level, the continuum assumption is non-
physical and the gas and solid phases should be described as discrete phases.
The flow at Meso/Macro-scale level can be assumed as a continuum/discrete
matter in which the 2D/3D CFD models are widely employed. The 0D correl-
ation model can be used to describe lumped-scale flows while it only provides
limited information. The behaviors in fluidized beds typically involve scales
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Figure 2.2: Scale-based classification of numerical approaches for fluidized beds flows [21, 133, 134]. Note: The figure is
reproduced with permission from the author.

from particle scale to the industrial boiler scale and the time scale from seconds
to hour scales. Alobaid et al. [21], Singh et al. [134] and Loha et al. [135]
reviewed the recent progress in CFD simulations of fluidized beds. These mod-
els can be roughly divided into the following categories, as shown in Table 2.1:
the mixture approach, the Euler-Euler approach, the Euler-Lagrange approach,
and the Hybrid approach. In the framework of the mixture approach, the gas
and solid phases are assumed as a single-phase mixture flow; in another word,
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the gas and solid phases are not modeled individually. In the remaining ap-
proaches, the gas and solid phases are modeled individually and the interaction
between the gas and solid phases is modeled using coupling methods. In those
approaches, the solid phase is modeled as a continuum/discrete phase, while
the gas phase is assumed as a continuum. In the Hybrid approach, the part of
physical properties is modeled using the Euler method while the other parts of
properties are modeled using the Lagrangian method.

Table 2.1: The physical assumptions in various CFD approaches for the fluidized bed.

Model Gas phase Solid phase

Mixture approach continuum continuum
Euler-Euler approach continuum continuum
Euler-Lagrange approach continuum discrete
Hybrid approach continuum discrete & continuum

2.2 Mixture model

In the framework of the mixture model (MM), the solid phase is assumed to
be distributed uniformly into the gas phase and has a small velocity and tem-
perature difference from the gas phase. The conservation equations of mass,
momentum, and energy for the single-phase flow can be employed in MM. The
continuity equation for the mixture phase is

∂(ρe)

∂t
+∇ · (ρeue) = Sm,e, (2.2)

where ρe, ue denote respectively the effective density and velocity of the mixture
phase. Sm,e represents the injection or the leakage of the mixture.

The momentum equations are

∂(ρeue)

∂t
+∇ · (ρeueue) = ∇ · (τe)−∇pe + ρeg+ Su,e, (2.3)

where τe, pe, and g denote respectively the sum of viscous stress and Reynolds
stress, pressure, and gravitational acceleration of mixture phase. Su,e is the
moment source term.

The energy equation is

∂(ρehe)

∂t
+∇ · (ρeuehe) = ∇ · (Γe∇he) + Sh,e, (2.4)
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where he, Γe, and Sh,e denote respectively the specific energy, the sum of mo-
lecular and turbulent heat diffusion coefficients, and heat source terms.

The species equation is

∂(ρeYe,k)

∂t
+∇ · (ρeueYe,k) = ∇ · (De∇Ye,k) + SYc,k

, (2.5)

where Ye,k, De, and SYc,k
denote respectively concentration of species k in the

mixture phase, diffusion coefficients taking account both the viscous and turbu-
lent contribution and species source due to chemical reactions.

In these governing equations, the density of the mixture phase can be expressed
as

ρe = αgρg + θsρs, αg + θs = 1, (2.6)

where αg, ρg, and ρs denote respectively the gas volume fraction, gas density,
and solid density.

The mixture model has the advantage of high computing stability and low com-
putational time. However, the MM shows the numerical instabilities when it is
extended into the dense gas-solid systems [21]. The numerical results have a low
accuracy due to the large density difference in gas and solid phases.

2.3 Euler-Euler approach

In the Euler-Euler approach, both solid and gas phases are assumed as the con-
tinuum phase, in which the gas and solid phases are modeled with the balance
equation of the Euler governing equations. The CFD model of the Euler-Euler
approach widely employed is the two-fluid model (TFM). The governing equa-
tions of TFM are derived based on the kinetic theory of granular flows (KTGF),
which uses a virtual point value to model all physical gas [84]. The KTGF is
derived from the kinetic theory of dense gases (KTDG) [136]. The continuity
equations of the TFM [98, 137] for the gas and solid phases are,

∂(αgρg)

∂t
+∇ · (αgρgug) = Sm,g, (2.7)

and
∂(αsρs)

∂t
+∇ · (αsρsus) = Sm,s, (2.8)

where ug and us denote respectively the velocity of the gas and solid phases.
Sm,g represents the mass source terms transferring from the solid phase to the
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gas phase. While Sm,s represents the mass source terms transferring from the
gas phase to the solid phase.

The momentum equations for the gas and solid phases are

∂(αgρgug)

∂t
+∇ · (αgρgugug) = ∇ · (τg)− αg∇p+ αgρgg+ Su,g, (2.9)

and

∂(θsρsus)

∂t
+∇ · (θsρsusus) = ∇ · (τs)− θs∇p+ θsρsg+ Su,s, (2.10)

where τg, τs, and p denote respectively the stress of gas and solid phases and
pressure. Su,g is the momentum source terms transferring from the solid phase
to the gas phase, and Su,s is the momentum source terms transferring from gas
phase to solid phase.

The energy equations for the gas and solid phases are

∂(αgρghg)

∂t
+∇ · (αgρgughg) = αg

∂p

∂t
+∇ · (αgΓg∇hg) + Sh,g, (2.11)

and

∂(θsρshs)

∂t
+∇ · (θsρsushs) = θs

∂p

∂t
+∇ · (θsΓs∇hs) + Sh,s, (2.12)

where hg, hs, Γg and Γs denote respectively gas-specific energy and solid-specific
energy, and the heat diffusion coefficients of gas and solid phases. Sh,g and Sh,s

are the energy source terms of gas and solid phases due to chemical reactions,
the radiation, and heat and mass transfer from the other phase.

The species equations for the gas and solid phases are

∂(αgρgYg,k)

∂t
+∇ · (αgρgugYg,k) = ∇ · (αgDg∇Yg,k) + SYg,k

, (2.13)

and

∂(θsρsYs,k)

∂t
+∇ · (θsρsusYs,k) = ∇ · (θsDs∇Ys,k) + SYs,k

, (2.14)

where Yg,k, Ys,k, Dg, and Ds denote respectively concentration of species k in
the gas and solid phases, gas diffusion coefficients and solid diffusion coefficients.
SYg,k

and SYs,k
are the species source terms of gas and solid phases due to

chemical reactions.
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The stress tensor τg and τs can be expressed as

τg = µg(∇ug +∇uT
g )−

2

3
µg(∇ · ug)I, (2.15)

and

τs = µs(∇us +∇uT
s )−

2

3
µs(∇ · us)I, (2.16)

where µg, µs, and I denote respectively the gas phase dynamic viscosity, the
solid phase dynamic viscosity, and the unit matrix.

In governing equations of the solid phase, the concepts of granular viscosity,
pressure, and stress are introduced. The mathematical form of governing equa-
tions for the solid phase is similar to those of the gas phase; however, the closed
method of those equations is very different from those of gas phase equations.
Those properties of the solid phase are a function of the granular temperature.
An additional balance equation is employed to model the granular temperature
which is based on the particle velocity fluctuation and variation in time and po-
sition. The granular temperature Θs is one-third of the mean square particle’s
velocities as a measure of fluctuations and can be given by

Θs =
1

3

〈
C2

〉
, (2.17)

where C is the particle fluctuating velocity and ⟨⟩ is the averaging operator.

The variation of Θs in time and space scales is modeled by a separate conserva-
tion equation given by

2

3
(
∂

∂t
(θsρsΘs) +∇ · (θsρsΘsus)) = (−psI+ τs) : ∇us︸ ︷︷ ︸

Term1

+

∇ · (ΓΘs∇Θs)︸ ︷︷ ︸
Term2

− DΘs︸︷︷︸
Term3

+ ΦIs︸︷︷︸
Term4

,
(2.18)

where ΓΘs denotes the diffusion coefficient of granular energy. DΘs and ΦIs are
respectively the energy dissipation rate of the solid phase and energy exchange
between gas and solid phases.

In the granular temperature equation, Term1 is the energy generated by the
solid stress tensor, Term2 denotes the diffusion of energy, Term3 represents
the rate of energy dissipation within the solid phase due to inelastic collisions
and Term4 is the energy exchange between the current solid phase with the
fluid phase or other solid phases. The diffusion coefficient of granular energy is
derived by Gidaspow et al. [84] and Syamla, Rogers, and O’Brien [138]. The
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rate of energy dissipation and the energy exchange are derived by Lun et al [139].
To model the particle phase stresses and the solid pressure, the solid phase is
assumed as homogeneous. The assumption is nonphysical for the dense particle-
fluid systems due to the unstable and discrete particle flow in the fluidized bed.
Zhang and van der Heyden [140] introduced a filter function to overcome the
issue as well as the overestimation of drag force. The mesh-dependent solution
of the two-fluid flow is a challenge as well in modeling the gas-solid flow. To
improve the mesh dependence, Andrews et al. [141] and van der Hoef et al. [142]
suggested that the grid size is of the order of ten particle diameters. However,
it will result in low accuracy due to coarse meshes employed to resolve the fluid
flow. Moreover, in the dense particle-fluid system, such as the fluidized bed,
fuel, and inert particles exist in the systems. The governing equations of both
solid phases, as well as the interaction among solid phases, have to be modeled.

2.4 Euler-Lagrange approach

Compared to the Euler-Euler approach, the Euler-Lagrange approach is an ef-
ficient method to model granular flow with a wide range of particle size distri-
bution (PSD). Two main methods, the discrete element model (DEM)/ discrete
particle model (DPM) and multi-phase particle-in-cell (MP-PIC), are widely
employed in the Euler-Lagrange approach. In the DEM/DPM, the gas phase is
assumed as a continuum, and the solid phase is treated as a discrete phase. The
continuity equation of the gas phase is

∂(αgρg)

∂t
+∇ · (αgρgug) = Sm,g. (2.19)

The momentum equations for the gas phase have two types of models,

∂(αgρgug)

∂t
+∇ · (αgρgugug) =


∇ · (ατg)− αg∇p+ αgρgg+ Su,g︸ ︷︷ ︸

Model A

∇ · (ατg)−∇p+ αgρgg+ Su,g︸ ︷︷ ︸
Model B

. (2.20)

The momentum equations were derived in two formats by Gidaspow [84]. The
difference between Model A and Model B is the treatment of the pressure source
terms. In Model A, the pressure is shared by both gas and solid phases while
the pressure is only attributed to the gas phase in Model B. Zhou et al. [143]
investigated the effect of Model A and Model B on the performance in conveying
and fluidization processes. It demonstrated that the difference between the
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models is negligible due to the very small contribution of pressure. In the
models of dense fluid-particle systems, Model A is widely employed.

The energy equation of the gas phase is

∂(αgρghg)

∂t
+∇ · (αgρgughg) = αg

∂p

∂t
+∇ · (αgΓg∇hg) + Sh,g. (2.21)

The species equation of the gas phase is

∂(αgρgYg,k)

∂t
+∇ · (αgρgugYg,k) = ∇ · (αgDg∇Yg,k) + SYg,k

. (2.22)

In general, the governing equations of the gas phase in the Euler-Lagrange frame-
work are very similar to those of the Euler-Euler framework. However, the gov-
erning equations of the solid phase are modeled at the individual particle level
using ordinary differential equations. The mass conservation equation of the ith
fuel particle is

dmi

dt
= ṁvapor,i + ṁdevol,i + ṁchar,i, (2.23)

wheremi, ṁvapor,i, ṁdevol,i and ṁchar,i denote the particle mass, the evaporation
rate, the devolatilization rate, and the char conversion rate, respectively. These
conversion processes involve the evaporation of moisture, the volatile release
during the pyrolysis, and the chemical reactions occurring at the surface of the
particle.

The translational and rotational motion equations of the ith particle are

mi
dui

dt
= fg,i︸︷︷︸

Interaction

+
N∑
j=1

(fc,ij + fd,ij)︸ ︷︷ ︸
Collison

+ mig︸︷︷︸
Gravity

, (2.24)

and

Ii
dωi

dt
=

N∑
j=1

(Mt,ij +Mr,ij), (2.25)

where ui denotes the velocity of ith particle. fg,i, fc,ij and fd,ij denote re-
spectively the particle-fluid interaction, the elastic and viscous damping forces
between two adjacent particles. N is the number of particles interacting with
the ith particle. Ii, Mt,ij , and Mr,ij are the moment of inertia, the torque gen-
erated by the tangential force and the rolling fraction torque, respectively. The
particle-fluid interaction force fg,i is the sum of all types of particle-fluid inter-
action forces acting on individual particles by fluid. The conservation equations
of fg,i can be written as

fg,i = fd,i + f∇p,i + f∇·τ,i + fvm,i + fB,i + fSaff,i + fMag,i, (2.26)
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where fd,i and f∇p,i denote the drag force and pressure gradient force, respect-
ively. f∇·τ,i is the viscous force due to the fluid shear stress, fvm,i is the virtual
mass force, and fB,i is the Basset force. fSaff,i and fMag,i are the Staffman force
and Magnus force respectively and both of them belong to the lift forces [131].
In addition to these forces, there may be a so-called ”rocket force” introduced
in the non-isotropic release of moisture vapor and volatile during pyrolysis [144,
145]. This is force is neglected here for simplicity.

The energy conservation equation of the ith particle is

miCp,i
dTi

dt
= qc,i + qr,i − qvapor,i + qdevol,i + qchar,ij , (2.27)

where Ti, Cp,i, qc,i and qr,i denote respectively the temperature, the heat capa-
city, convective and radiative heat transfer of ith particle. qvapor,i, qdevol,i and
qchar,ij represent the heat transfer of latent, pyrolysis, and char reactions.

2.4.1 Drag model

The coupling of fluid and solid phases for momentum conservation are mainly
achieved through solid-fluid interaction in the fluidized bed, particularly drag
force. The drag force model widely used for the i-th individual particle is given
by [58, 84, 146]

fd,i = VΩβ(ug − ui), (2.28)

where VΩ is the volume of the computational cell, and β is the drag force para-
meter.

Many empirical correlations of drag coefficients have been proposed, e.g., the
Ergun drag model [147], Wen & Yu drag model [148], and Di Felice [149]. More
correlations of drag coefficients were reviewed by Alobaid et al. [21] and Pan
et al. [150]. This thesis presents the widely used empirical correlations of drag
coefficients.

Ergun drag: In Eq. (2.28), the β of Ergun equation [84, 147] is modeled as

β =
3

4
Cd

(1− αg)ρg
di

|ug − ui|α−1.65
g , (2.29)

where di is the particle diameter. Cd is the drag coefficient and can be modeled
as [84]

Cd =

{
24
Rei

(1 + 0.15Re0.687i ) Rei < 1000

0.44 Rei ≥ 1000
, (2.30)
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and the particle Reynolds number Rei is defined as

Rei = αgρgdi|ug − ui|/µg. (2.31)

Wen & Yu drag: The β of Wen & Yu drag model [148] is,

β =

150
(1−αg)2µg

α2
gd

2
i

+ 1.75
(1−αg)ρg

αgdi
|ug − ui| αg < 0.8

3
4Cd

(1−αg)ρg
di

|ug − ui|α−2.65
g αg ≥ 0.8

, (2.32)

where Cd is modeled as [84]

Cd =

{
24
Rei

(1 + 0.15Re0.687i ) Rei < 1000

0.44 Rei ≥ 1000
, (2.33)

Di Felice drag: The β of Di Felice [149] is,

β =
3

4
Cd

ρg(1− αg)|(ui − ug)|αχ
g

di
, (2.34)

where Cd is modeled as [84]

Cd = (0.63 +
4.8√
Rei

)2, (2.35)

and the coefficient χ is modeled as

χ = 3.7− 0.65exp(−(1.5− log10(Rei))
2

2
). (2.36)

2.4.2 Coarse grain method

A fluidized bed furnace usually contains billions or quadrillions of particles res-
ulting in very high computational costs. Tracking every individual particle goes
beyond the computing feasibility of the practical high-performance cluster. To
reduce the computational cost, a so-called ”parcel” method, i.e., coarse grain
method (CGM), in which a virtual parcel represents the number of real particles,
is widely employed in the Euler-Lagrange approach. As shown in Fig. 2.3, the
particles in the parcel have the same properties, e.g., velocity, angular velocity,
and temperature. The number of particles Np in a parcel can be expressed by

Np = l3 =
Vp

Vi
= (

dp
di

)
1
3 , (2.37)
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Figure 2.3: Schematic diagram of the parcel and real particles in a cell.

where l, Vi, Vp, and dp represent the coarse grain ratio, particle volume, parcel
equivalent volume, and parcel equivalent diameter, respectively. In the CGM,
the conservation equations of the ith parcel can be expressed as

dmp

dt
= Np

dmi

dt
, mp

dup

dt
= Npmi

dui

dt
, mpCp,p

dTp

dt
= NpmiCp,i

dTi

dt
(2.38)

where the mp, up, and Tp represent the equivalent parcel mass, the velocity of
the parcel, and the parcel temperature respectively.

The coarse grain method reduces the computational cost by tracking fewer
particles. The number of particles with the same diameter and density is
grouped into a parcel. Two main approaches, i.e., the same size parcel (SSP)
method and the same statistic weight (SSW) method, are employed in the CGM
[151]. In the SSP method, all parcels in the domain have the same number of
real particles but various masses. While in the SSW method, all parcels in the
domain have the same mass but various numbers of particles. The appropriate
method employed in CFD models depends on the various investigations. There
is no difference between the SSP and SSW methods when a constant particle
diameter is employed. Lu et al. [151] showed that the SSW method has the
advantage of studying fixed bed systems while the SSP method is suitable for
fluidized bed systems.

Despite the advantage of computational cost, the coarse grain method might
give rise to an inaccurate distribution of particles in the fluidized bed. The
collision probability in the simulation using the coarse grain method is lower
than in the original system with a real number of particles. A large number of
particles are grouped into a parcel leading to an overloading issue that gives a
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nonphysical and unstable solution. Albeit those challenges, the Euler-Lagrange
coupling coarse grain method is a good choice to balance the computational cost
and simulation accuracy in CFD simulations.

2.4.3 Collision model

In the DPM, the collision of particle-particle and particle-wall is critical to com-
putational cost and accuracy. Two main collision models are widely employed
in DPM, i.e., the soft-sphere and the hard-sphere models.

Soft-sphere model: In the framework of the soft sphere model, the contact
force fc,ij in Eq. (2.24) is divided into normal force fnij and tangential force ftij
[100]. The fnij can be modeled by

fnij = −kdn − ηun,ij , (2.39)

and the ftij can be modeled by

ftij =

{
−kdt − ηut,ij |ftij | ≤ hf |fnij |
−hf |fnij |tij |ftij | > Hf |fnij |

, (2.40)

where k is the stiffness of the spring, η is the coefficient of viscous dissipation,
and hf is the friction coefficient. dn and dt denote respectively the particle
displacement in the normal and tangential directions. un,ij and ut,ij are the
components of the relative velocity in the normal and tangential directions and
can be modeled by

un,ij = (ur,ij · nij)nij , (2.41)

and
ut,ij = ur,ij − un,ij , (2.42)

where ur,ij is the relative velocity between ith particle and jth particle. nij is
the normal unit vector and given by

nij =
xi − xj

|xi − xj |
. (2.43)

tij is the unit vector defined by

t =
ut,ij

|ut,ij |
. (2.44)

Hard-sphere model: The hard-sphere model was developed by Hoomans et
al. [152–155]. The interaction between two particles is assumed as impulsive.
The binary collisions can be described by Newton’s second and third laws,

mi(ui − ui,0) = −mj(uj − uj,0) = J, (2.45)
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and
Ii
ri
(ωi − ωi,0) =

Ij
rj
(ωj − ωj,0) = −nij × J, (2.46)

where r is the radius of the particle. The subscripts i and j denote the ith and
jth particle. The subscript 0 denotes the particle properties prior-to-collision.
J represents the impulse vector. The relative velocity ur,ij at the contact point
c can be defined by

ur,ij = ui,c − uj,c = ui − uj − (riωi + rjωj)× nij . (2.47)

Eqs. (2.45) and (2.46) can be rearranged to obtain

ur,ij − ur0,ij =
7J− 5nij(J · nij)

2mij
, (2.48)

where mij denotes the reduced mass given by

mij = (
1

mi
+

1

mj
)−1. (2.49)

To describe the impulse vector J, three parameters are defined, i.e., the coeffi-
cient of normal restitution en, the coefficient of the dynamic fraction µf , and
the coefficient of tangential restitution β0. These three parameters are given by

en = − uij · nij

nr0,ij · nij
, (2.50)

µf = −|nij × J|
nij · J

, (2.51)

and

β0 = − nij × uij

nij × ur0,ij
. (2.52)

Based on Eqs. (2.48) and (2.50), the normal component of J can be given by

Jn = −(1 + en)mij(ur0,ij · nij). (2.53)

Jt can be given by

Jt =

{
−2

7(1 + β0)×mij(uij · tij) if Case 1

−µfJn if Case 2
, (2.54)

where tij denotes the tangential unit vector and can be given by

tij =
ur0,ij − nij · ur0,ij

|ur0,ij − nij · ur0,ij |
. (2.55)

The criteria in Eq. (2.54) are

Case =

{
Case 1 µfJn ≥ 2

7(1 + β0)mij(uij · tij)
Case 2 µfJn < 2

7(1 + β0)mij(uij · tij)
. (2.56)
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2.5 Hybrid model

The particle-in-cell (PIC) methods have been employed in simulations of mul-
tiphase flows since 1960 [156]. O’Rourke et al. [106, 109, 110] extended the PIC
method and subsequently proposed the MP-PIC method. The MP-PIC method
describes the particle phase simultaneously as a continuum and a discrete phase.
Some particle properties are calculated on the grids while the remaining particle
properties are calculated at discrete particle locations. The particle-particle col-
lision, i.e., inter-particle stresses/particle-particle stresses, is modeled similarly
as in the TFM as a gradient on the Eulerian grid. The governing equations of
the gas phase in the MP-PIC method are similar to those in the DPM. The
continuity equation of the gas phase is

∂(αgρg)

∂t
+∇ · (αgρgug) = Sm,g. (2.57)

The momentum equations for the gas phase are

∂(αgρgug)

∂t
+∇ · (αgρgugug) = ∇ · (ατg)− αg∇p+ αgρgg+ Su,g. (2.58)

The energy equation of the gas phase is

∂(αgρghg)

∂t
+∇ · (αgρgughg) = αg

∂p

∂t
+∇ · (αgΓg∇hg) + Sh,g. (2.59)

The species equation of the gas phase is

∂(αgρgYg,k)

∂t
+∇ · (αgρgugYg,k) = ∇ · (αgDg∇Yg,k) + SYg,k

. (2.60)

2.5.1 MP-PIC approach

The transport equations for the solid phase are based on particle probability
distribution function f(ms,us,xs, t), which is a function of particle spatial xs,
particle velocity us, particle mass ms and time t. The transport equation of f
is

∂f

∂t
+∇ · (fus) +∇u · (fAs) = 0, (2.61)

where As is the acceleration of the solid phase. ∇ and ∇u are divergence
operators with respect to physical space xs and velocity us. Note that the
particle velocity us is in the Eulerian frame, which is different from the velocity
of an individual particle in the Lagrangian frame (i.e., ui in Eq. 2.24).
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The particle collision can be introduced into the transport equation using Boltzmann-
Bhatnagar, Gross, and Krook (BGK) approximation [108]. O’Rourke and Snider
[107, 109, 110] improved the BGK collision model based on the damping time
for particle velocity fluctuations and the additional effect that drives the particle
velocity distribution toward isotropy. The transport equation considering the
particle collision is

∂f

∂t
+∇ · (fus) +∇u · (fAs) =

fG − f

τG
+

fD − f

τD
, (2.62)

where fG is the equilibrium-isotropic particle distribution function. fD is the
collision-damping particle distribution function. τG and τD are relaxation times.

The momentum conservation equations of the ith particle in the MP-PIC frame-
work are

mi
dui

dt
= fg,i + fg,i + fτ,i, (2.63)

where fτ,i is the particle stress. The particle-fluid interaction term fg,i mainly
contains the drag force and pressure gradient force. The momentum equations
of ith particle can be expressed as

dui

dt
=

β

ρi(1− αg)
(ug − ui)−

1

ρi
∇pg︸ ︷︷ ︸

fg,i

−g

(
1− ρg

ρi

)
︸ ︷︷ ︸

fg,i

+
1

ρsθs
∇τ︸ ︷︷ ︸

fτ,i

. (2.64)

The volume fraction of the solid phase θs in a cell is modeled as

θs =

∫∫
f
ms

ρs
dmsdus, αg + θs = 1. (2.65)

2.5.2 Interparticle stress

The interparticle stress in Eq. (2.64) is difficult to resolve for each particle
in dense gas-solid flows. The particle normal stress in MP-PIC is modeled
using a continuum calculation of the particle pressure and the subsequent stress
model is applied to discrete particles [105]. The collision model employs the
isotropic interparticle stress where the off-diagonal elements of the stress tensor
are neglected. The collision model is robust and efficient and is suited for three-
dimensional simulations. A widely used interparticle stress model is derived by
Harris and Crighton [157],

τ =
Psθ

βτ
s

max[(θcp − θs), ετ (1− θs)]
, (2.66)
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where constant Ps has a unit of pressure. θcp is the solid phase volume fraction at
close packing. βτ and ετ are model constants. Auzerais et al. [158] recommend
2 ≤ βτ ≤ 5 and Snider [105] recommends ετ is a small number on the order of
10−7.

The Harris-Crighton model only considers the concentration of the particles
while the size and velocity of particles are neglected. Moreover, the model is
a nonlinear equation that may cause numerical instability. Lun et al. [139]
developed a model based on dense phase kinetic gas theory [84, 139] and the
model is employed to describe the contact normal stress τ in Eq. (2.64),

τ = [θsρs + θ2sρs(1 + e)g0]Θs, (2.67)

where g0, ρs, and e represent respectively the radial distribution function, the
mean density of particles in a local cell, and the coefficient of restitution. The
granular temperature Θs is given in Eq. (2.17). Radial distribution function g0
can be modeled by

g0 =
3

5
[1− (

θs
θcp

)
1
3 ]−1. (2.68)

2.6 Chemical conversion model

The thermo-chemical conversion of biomass particles involves drying, pyrolysis,
and heterogeneous reactions of char. These physical and chemical processes have
been extensively investigated while the biomass pyrolysis and heterogeneous
reactions of char pose more challenges.

2.6.1 Pyrolysis model

The pyrolysis of biomass involves complex physical and chemical processes that
have not been fully understood. Biomass pyrolysis produces a large variety of
species in the products which depend on several factors, e.g., biomass constitu-
tion, heating rates, particle size, residence time, and operating conditions [116].
Figure 2.4 shows the drying and primary and secondary pyrolysis processes.
The biomass pyrolysis is usually accompanied by complex physical processes,
e.g., heat transfer by conduction, convection, and radiation, pressure gradients
interior to degrading particle, surface regression, shrinkage, diffusion, and con-
vection through a hot particle layer, and condensation [159]. According to the
operating conditions, the pyrolysis process can be divided into conventional/slow
pyrolysis, fast pyrolysis, and flash pyrolysis, see Tabel 2.2. In slow pyrolysis, the
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Figure 2.4: Thermochemical conversion route of primary and secondary pyrolysis reactions [116]. Note: The figure is
reproduced with permission from the author.

operating temperature is typically 300 - 700 ◦C with a heating rate less than
1 ◦C/s. The biomass particle size is typically larger than 5 mm, favoring long
vapor residence time. The slow pyrolysis promotes more solid and gas products.
For fast pyrolysis, the biomass particle size is typically smaller than 3 mm, the
operating temperature is 400 - 800 ◦C, and the heating rate is 10 - 200 ◦C/s.
The small size particle promotes the quick heat conduction in the particle lead-
ing to a fast escape of volatile. Low vapor residence time results in minimizing
secondary reactions and gives high yields of liquid products. Flash pyrolysis,
which favors more liquid products over fast or slow pyrolysis, has a higher oper-
ating temperature, i.e., 800 - 1000 ◦C, and a more rapid heating rate, i.e., near
1000 ◦C/s. Fast or flash pyrolysis typically occurs in high-temperature reactors,
e.g., fluidized beds, ablative systems, and vacuum pyrolysis systems. The chem-
ical reactions during the pyrolysis process, especially fast and flash pyrolysis,
are difficult to reveal because several reactions occur too rapidly to capture.
Despite several challenges, various chemical kinetic models have been developed
based on various assumptions. In the past few years, biomass pyrolysis models
have been reviewed by several researchers, e.g., Hameed et al. [25], Vikram et
al. [162], Kaczor et al. [122], Wang et al. [163], Kersten et al. [164] and Fatehi
et al. [5]. Four different types of biomass pyrolysis models can be identified
based above literature: (a) single-step model, (b) three-parallel-step model with
secondary tar cracking reactions, (c) FG-DVC model, and (d) multicomponent
pyrolysis model.

Single-step kinetic model:

Biomass
k−→ Volatile gases + Char. (2.69)
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Table 2.2: Pyrolysis products under different operating conditions [160–162].

Pyrolysis Operating conditions Results

Slow pyrolysis Fuel size: 5 - 50 mm Gases: ∼ 35 wt %
Temperature: 300 - 700 ◦C Biochar: ∼ 35 wt %
Heating rate: 0.1 - 1 ◦C/s Bio-oil: ∼ 30 wt %
Vapor residence time: 10 - 100 min

Fast pyrolysis Fuel size: ∼3 mm Gases: ∼ 30 wt %
Temperature: 400 - 800 ◦C Biochar: ∼ 20 wt %
Heating rate: 10 - 200 ◦C/s Bio-oil: ∼ 50 wt %
Vapor residence time: 0.5 - 5 min

Flash pyrolysis Fuel size: ∼0.2 mm Gases: ∼ 13 wt %
Temperature: 800 - 1000 ◦C Biochar: ∼ 12 wt %
Heating rate: ∼1000 ◦C/s Bio-oil: ∼ 75 wt %
Vapor residence time: ∼ 0.5 s

Three-parallel-step model:

Biomass →



k1−→ Volatile gases

k2−→ Tar →

{
k4−→ Volatile gases
k5−→ Char

k3−→ Char

. (2.70)

FG-DVC model:

Biomass
kj−→ Yj Yj = CO,CO2,H2O,CH4,C2H4,Tar and Char. (2.71)

Multicomponent pyrolysis:

Biomass →



k1−→ CELL

{
k4−→ H2O+Char
k5−→ Active CELL

k6−→ Tar + Char + Gas
k2−→ HCL

k7−→ Active HCL
k8−→ Tar + Char + Gas

k3−→ LIG


k9−→ LIG-C

k10−−→ Tar+Char+Gas
k11−−→ LIG-H

k12−−→ Active HCL
k13−−→ Tar+Char+Gas

k14−−→ LIG-O
k15−−→ Active HCL

k16−−→ Tar+Char+Gas

.

(2.72)
In Eqs (2.69 - 2.72), k denotes the Arrhenius rate constant, and the subscripts
of k denote various chemical reactions. The single-step kinetic pyrolysis model
is an empirical model which converts biomass particles to volatile and char
using a first-order single-step reaction, as shown in Eq. (2.69). Individual
biomass constituents and pyrolysis products are lumped into product classes,
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i.e., char and volatile. The appropriate heat transfer and simple shrinkage
models can be employed in the global kinetic model. The parameters of the
global model can be derived from the experiments using the Kissinger model
[165], Kissinger–Akahira–Sunose (KAS) [166], and Flynn–Wall–Ozawa (FWO)
approaches [167]. The one-step global pyrolysis model does not consider the
detailed chemistry of the pyrolysis process, e.g., the formation and decompos-
ition of tar. Meanwhile, it fails to describe the total mass loss as a function
of pyrolysis temperature/resident time and cannot accurately estimate the in-
dividual product yields and distribution. Although several drawbacks, the one-
step model has the advantage of low computational cost and good prediction
of flue gas compositions. Hence, the model is widely employed in 3D CFD
simulations [58, 59, 67, 86–88, 102, 103, 126, 127, 168, 169].

The three-parallel-step model is introduced to describe the more detailed pyro-
lysis process, including primary and secondary pyrolysis processes, see Eq.
(2.70). The three-parallel-step model can be divided into two chemical stages.
In the first stage, biomass is decomposed to produce chars, tar/bio-oil, and
volatile with various kinetic reactions. In the secondary stage, the intermedi-
ate tar further cracks into the volatile and char. The three-parallel-step model
improves the prediction of biomass pyrolysis; however, it fails to predict the
pyrolysis yields at various operating conditions [170]. The kinetic data are typ-
ically derived from specific experiments. When operating conditions differ from
specific ones, it may cause a significant error. Meanwhile, it is pretty ques-
tionable that the chemical products with very different properties are grouped
into one category in this model, e.g., the liquid phase contains water and tar.
A more detailed pyrolysis model should be further developed to predict the
biomass pyrolysis process.

A functional group-depolymerization, vapourization, and cross-linking (FG-DVC)
model widely used in coal devolatilization was extended to investigate the bio-
mass pyrolysis process by Chen et al. [171], as shown in Eq. (2.71). The model
contains a functional group (FG) model and a depolymerization, vapourization,
and cross-linking (DVC) model. The FG model is used to describe the evolution
of volatile, and the DVC model is used to predict the formation of the tar and
char [170]. The release of volatile and tar is modeled using one or more FG mod-
els in which each reaction is given a chemical parameter. The FG-DVC model
improves the prediction of the volatile species over time; however, it only can
provide a precise prediction for the operating conditions and fuels from which
the kinetic parameters are derived. The product yields are the inputs of the
FG-DVC model, so the effects of operating conditions on the tar yield can not
be predicted.
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Ranzi et al. [118, 119, 172] and Corbetta et al. [173] proposed a more de-
tailed pyrolysis model to describe the complex chemical mechanism of biomass
pyrolysis, as shown in Eq. (2.72). The detailed pyrolysis model is a multi-
component pyrolysis mechanism in which each biomass component, i.e., cellu-
lose, hemicellulose, and lignin, is described by various sub-mechanisms. In this
model, the volatile is represented by 20 representative species. Simplified mech-
anisms for each component are derived from semi-detailed kinetic models, and
the sub-mechanism of cellulose pyrolysis is derived from the model of Piskorz
et al. [174]. Hemicellulose decomposition is modeled using a two-step pyrolysis
model, which is similar to the mechanism of cellulose in the first step. Lignin
decomposition is a skeleton mechanism of the detailed chemistry mechanism
proposed by Faravelli et al. [175] and is described using several steps. In the
multi-component pyrolysis model, the biomass pyrolysis process can be charac-
terized by the sum of the contributions of cellulose, hemicellulose, and lignin.
The mass loss evolution over time and operating conditions can be predicted
with high accuracy. However, the secondary char heterogeneous reactions and
the interaction between various components are not considered in this model,
which might affect the evolution of mass loss and product yields. In addition,
the multi-component pyrolysis model significantly increases the computational
cost when employed in the 3D CFD simulations with many biomass particles.
More detailed pyrolysis models are still required for biomass pyrolysis, bringing
researchers into what needs further studies of the fundamentals of pyrolysis in
depth.

2.6.2 Heterogeneous reaction model

In addition to pyrolysis, the heterogeneous reaction of char is another important
process in biomass thermo-chemical conversion. The yields and heterogeneous
reactions of char are highly affected by pyrolysis conditions. The low char yields
are associated with high yields of volatile and tar. The heterogeneous reaction
rates of char conversion are crucial to revealing detailed biomass conversion
processes. The overall kinetics of char conversion can be measured via the
reactivity rc,i given by

rc,i = − 1

mchar,i

∂mchar,i

∂t
=

1

1− c

∂c

∂t
, (2.73)

where mchar,i is the mass of the organic portion of the char particle, ∂mchar,i/∂t
is the conversion rate and c is the degree of conversion given by

c =
mchar,i −mchar,i0

mchar,i∞ −mchar,i0
, (2.74)
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where mchar,i0 and mchar,i∞ denote the initial and final mass of the ith char
paritcle, respectively.

Models for char reactions are typically classified into structural and volumetric
models. The structural models consider the internal actual pore structure during
char conversion. In the volumetric models, changes in the porous structure
are modeled by the empirical correlations in which the porosity properties are
considered implicitly. Di Blasi [117] summarized the factors that affect the
reactivity of char conversion into the following categories: (1) film diffusion of
oxidizing/gasifying agent, (2) diffusion through the ash layer and the particle,
(3) adsorption on the reaction surface, (4) chemical reaction, (5) desorption of
product gas from the surface, (6) diffusion of product gas through the particle
and the ash layer, (7) film diffusion back into the ambient gas. Category (4)
addresses the influence of surface chemical reaction, whereas the other categories
consider the influence of mass transport of surrounding gas on the char reactivity.

The char conversion process can be divided into three main regimes based on the
Thiele modulus and the effectiveness factor [176, 177]. The Thiele modulus is the
ratio of the overall reaction rate to the internal diffusion rate. The effectiveness
factor is the actual reaction rate to the rate at which all the surfaces throughout
the internal pores are exposed to the gaseous reactant. For regime I, the Thiele
modulus is small, and the effectiveness factor is ideally unity. The regime is
characterized by the low operating temperature and the small particle size,
which leads to a faster diffusion rate over the chemical reaction rate. The char
particle changes in density with constant particle size, and the diffusion rate is
a function of the conversion degree. As the particle size increases, the diffusion
rate of the porous char particles in regime II becomes slow, leading to a limited
gaseous reactant penetration into the char particle. The Thiele modulus is
much greater than unity and the effectiveness factor is much less than unity in
regime II. The chemical reactions mainly occur on the exterior surface of the
particle leading to a varying particle size with constant density. The reaction
rate is proportional to the external surface area of the char particle. For regime
III, the char particle shrinks at constant density, and the mass transfer of the
gaseous reactant plays a critical role in the char conversion. The reaction rate
is proportional to the external surface of the char particle and a mass transfer
coefficient.

The kinetic models of char conversion developed in recent decades do not con-
sider all the fundamental components because these micro-level reactions are
difficult to measure during the conversion process. Therefore, the global re-
activity models which take into account the interaction between the char and
the gas phase are widely used to investigate the char chemical conversion. The
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widely applied mechanisms of char are the reaction of char with CO2, H2O, and
air.

CO2 gasification of char: The CO2 gasification of char involves the chemical
reactions [117, 177, 178] given by

Cf +CO2

kCO2,1−−−−→ C(O) + CO, (2.75)

C(O) + CO
kCO2,2−−−−→ Cf +CO2, (2.76)

and

C(O)
kCO2,3−−−−→ CO+Cf , (2.77)

where kCO2,1, kCO2,2 and kCO2,3 are the Arrhenius rate constants. Cf denotes
an active carbon site and C(O) is a carbon-oxygen complex. The gasification
rate, kCO2,c, based on the steady-state assumption for C(O) complex can be
given by

kCO2,c =
kCO2,1PCO2

1 + (kCO2,2/kCO2,3)PCO + (kCO2,1/kCO2,3)PCO2

, (2.78)

where PCO2 and PCO are the partial pressure of CO2 and CO. If the CO
concentrations are low and the inhibiting effect of gas mass transportation is
neglected, the gasification reactions (2.75 ∼ 2.77) can be simplified as a global
model given by

C + CO2

kCO2,c−−−−→ 2CO, kCO2,c = Aexp(−E/RT )Pn
CO2

, (2.79)

where A denotes the pre-exponential factor. E denotes the activation energy.
R is the universal gas constant and n is an empirical parameter.

H2O gasification of char: The H2O gasification of char involves several chem-
ical reactions [117, 179, 180] and can be expressed as

Cf +H2O
kH2O,1−−−−→ C(O) + H2, (2.80)

C(O) + H2

kH2O,2−−−−→ Cf +H2O, (2.81)

C(O)
kH2O,3−−−−→ CO, (2.82)

Cf +H2

kH2O,4−−−−→ C(H)2, (2.83)

C(H)2
kH2O,5−−−−→ Cf +H2, (2.84)
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Cf +
1

2
H2

kH2O,6−−−−→ C(H), (2.85)

and

C(H)
kH2O,7−−−−→ Cf +

1

2
H2, (2.86)

where kH2O,1∼7 are Arrhenius rate constants. The oxygen reaction mechanism
involves reactions (2.80 ∼ 2.82) and hydrogen inhibition mechanism may contain
reactions (2.80), (2.81), (2.83) and (2.84) or reactions (2.80), (2.81), (2.85) and
(2.86). The steam gasification rate based on reactions (2.80 ∼ 2.86) can be given
by, assuming the C(O), C(H) and C(H)2 in steady-state,

kH2O,c =
kH2O,1PH2O

1 + (kH2O,1/kH2O,3)PH2O + f(PH2)
, (2.87)

where PH2O and PH2 are the partial pressure of H2O and H2, respectively.
f(PH2) which depends on the selected mechanism. f(PH2) may be given by
kH2O,2/kH2O,3PH2 , kH2O,4/kH2O,5PH2 , or kH2O,6/kH2O,7P

0.5
H2

.

The chemical reactions (2.80 ∼ 2.86) of steam gasification can be simplified as
a global reaction, similar to CO2 gasification. The global reaction and reaction
rate kH2O,c can be given by

C + H2O
kH2O,c−−−−→ CO+H2, kH2O,c = Aexp(−E/RT )Pn

H2O. (2.88)

The Arrhenius parameters in global reactions (2.79) and (2.88) have been ex-
tensively investigated. Bi Blasi [117] reviewed the parameters of biomass char
gasification at 800 ∼ 1000 ◦C of temperature and ∼ 101 kPa of pressure. A
general form of gasification rate can be given by

dc

dt
= ki,cPi × f(c), ki,c = Aiexp(−Ei/RT ), i = CO2,H2O, (2.89)

where f(c) is the function of conversion progress c. Simple Arrhenius laws,
which take into account the contribution of chemical kinetics and structural
terms, were widely used [181, 182]. In particular, the effects of partial pressure
can be expressed implicitly by incorporating the pre-exponential factor.

Char combustion: The char combustion reactions [117] are given by

2Cf +O2

kO2,1−−−→ 2C(O), (2.90)

C(O)
kO2,2−−−→ CO, (2.91)

2C(O)
kO2,3−−−→ 2Cf +O2, (2.92)
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C(O) + O2

kO2,4−−−→ CO/CO2 +C(O), (2.93)

and

Cf +CO2

kO2,5−−−→ CO+C(O), (2.94)

where kO2,1∼5 are Arrhenius rate constants.

Similar to the reactions of char gasification, a simplified global reaction of char
combustion is widely used and can be given by

C + O2

kO2,c−−−→ CO/CO2, kO2,c = Aexp(−E/RT )Pn
O2

, (2.95)

where kO2,c is reaction rate of char. PO2 denotes the partial pressure of O2. In
addition, multi-step models have been proposed to describe the char conversion
[183, 184]. The low-temperature oxidation of char is considered in the multi-
step model. The reaction mechanisms of char combustion have been extensively
studied; however, the mechanisms of char reaction at the micro-level have not
been fully understood. Detailed chemical mechanisms of char conversion are
still to be developed.

2.7 Existing CFD programs and software

The numerical models of dense particle-fluid systems have been implemented in
several commercial software and in-house codes. The commercial and in-house
software platforms are listed in Table 2.3, in which the number of papers in the
literature reporting on the simulation of fluidized beds based on various com-
mercial and in-house codes is indicated. The statistic is based on the review
of Alobaid et al. [21], while it does not mean that the number of literature
includes all relevant articles on the modeling of fluidized beds. The commer-
cial CFD software frequently used includes ANSYS-FLUENT, BARRACUDA,
COMSOL, and STAR-CCM+, as well as some commercial software that re-
searchers and engineers have been using, e.g., PHOENICS, FLOW-3D, XPS,
FIDAP, YALES2, Rocky DEM, PyGran, and Flotracs. In-house codes involve
OpenFOAM, MFIX, and CFDEM, as well as the in-house codes developed by
several groups, e.g., Prof. Kuipers (Eindhoven University of Technology), Prof.
Horio (Tokyo University), Prof. Peters (XDEM, University of Luxembourg),
Prof. Sommerfeld (Otto von Guericke University Magdeburg), Prof. Scherer
(Ruhr-University Bochum), and Prof. Breuer (LESOCC, Helmut Schmidt Uni-
versity).As shown in Table 2.3, the vast literature on the modeling of dense
gas-solid flow is widely conducted using well-established CFD tools, such as
ANSYS-FLUENT, BARRACUDA, and OpenFOAM. Fundamental research on

45



fluidized beds is typically conducted using in-house codes. Most of these studies
are based on the Euler-Euler model at the macro level, while few studies are
based on Eulerian-Lagrangian models, especially combustion and gasification in
industrial-scale fluidized beds.

Table 2.3: Statistics on the number of papers reported in the literature conducted based on various commercial and in-
house codes [21].

Software TFM HM DEM-S DEM-H
Non-R. R. Non-R. R. Non-R. R. Non-R. R.

ANSYS(FLUENT) [185] 14 175 15 16 15 18 2 3
OpenFOAM [186] 4 5 6 11 22 9 ✕ ✕

MFIX/theK-FIX [187] 6 27 4 ✕ 12 6 ✕ ✕

BARRACUDA [188] ✕ ✕ 8 34 ✕ ✕ ✕ ✕

LIGGGHTS&CFDEM [189] ✕ ✕ ✕ ✕ 14 2 ✕ ✕

COMSOL [190] 5 3 ✕ ✕ 3 ✕ ✕ ✕

STAR-CD/CCM+ [191] 4 ✕ ✕ ✕ 7 1 ✕ ✕

EDEM [192] ✕ ✕ ✕ ✕ 8 1 ✕ ✕

Others 5 33 ✕ ✕ 27 10 28 5
Note: DEM-S and DEM-H represent the DEM model coupled with the soft-sphere and

hard-sphere models, respectively. R. denotes the reactive flow and Non-R. denotes
non-reactive flow processes. HM denotes the hybrid model.
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Chapter 3

MP-PIC method for biomass
combustion and gasification in
FB reactors

The theory and mathematical models for dense fluid-particle flows under FB
reactor conditions used in this thesis are described in this chapter. In partic-
ular, the MP-PIC method described in Section 2.5 is selected in this thesis,
in which the governing equations for the gas phase are made up of the con-
servation equations of mass, momentum, energy, and species. The interaction
between the discrete and continuous phases is modeled using appropriate source
terms. In FB reactors, the flow is turbulent. The governing equations described
in Chapter 2 can be used to simulate the thermochemical process in biomass
combustion and gasification at a single particle level; however, they can not be
directly used for FB reactors due to the multiple scales existing in a turbulent
flow in a reactor level, which requires too high computational resources to re-
solve. Instead, turbulence closure models are employed. A description of the
turbulence closure models is given below, followed by a summary of the specific
sub-models used in this thesis for the particle phase and the interaction between
the gas and solid phase. Finally, a brief description of the numerical methods
used in this thesis is presented.
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3.1 Gas phase governing equations

Reynolds averaged Navier-Stokes (RANS) approach is used to describe the mean
gas flow in the FB reactors. The gas phase governing equations consist of
the Reynolds-averaged continuity, momentum, energy, and species transport
equations [143]. The Reynolds averaged continuity equation is obtained by
applying the Reynolds average on Eq. (2.19),

∂
(
αgρg

)
∂t

+∇ ·
(
αgρgũg

)
= Sm,g, (3.1)

where overbar and tilde denote Reynolds averaged, and Favre averaged, re-
spectively. αg, ρg, and ug are the gas volume fraction, the gas density, and the
velocity vector of the gas phase, respectively. Sm,g represents the gas formation
rate due to the thermochemical conversion of the fuel particles.

The Reynolds averaged momentum equations are obtained similarly from Eq.
(2.20),

∂
(
αgρgũg

)
∂t

+∇ ·
(
αgρgũgũg

)
= −αg∇pg +∇ · (αgτ g) + Su,g, (3.2)

where pg is the gas pressure, τg is the sum of viscous stress and Reynolds stress,
and Su,g is the source term of momentum exchange from the solid phase.

The Reynolds averaged energy equation is obtained from Eq. (2.21),

∂
(
αgρg(h̃+ K̃)

)
∂t

+∇ · (αgρgũg(h̃+ K̃)) = αg

∂pg
∂t

+∇ · (αgρgΓg∇h̃) + Q̇r + Q̇com + Sh,g,

(3.3)

where h denotes the specific enthalpy of the gas, and K denotes the kinetic

energy of the gas flow. Q̇r denotes the mean source term due to radiative heat

transfer, Q̇com denotes the mean source term due to volatile chemical reactions,
and Sh,g denotes the mean source term due to thermochemical conversion of the
solid fuel. Heat diffusion coefficient Γg is the sum of the molecular and turbulent
heat diffusion coefficients given by

Γg = Γl +
µt

ρgPrt
, (3.4)

where Γl is the molecular heat diffusion coefficient, Prt is the turbulent Prandtl
number and µt is the turbulent eddy viscosity.
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The Reynolds averaged species transport equation is obtained from Eq. (2.22),

∂
(
αgρgỸg,k

)
∂t

+∇ ·
(
αgρgũgỸg,k

)
= ∇ ·

(
αgρgDg∇Ỹg,k

)
+ ω̇g,k + SYg,k

,
(3.5)

in which Yg,k is the mass fraction of species k in the gas mixture, and ω̇g,k

denotes the mean chemical reaction rate of species k. SYg,k
denotes the mean

formation rate of species k due to thermochemical conversion of the solid fuel
particles. The mass diffusion coefficient Dg for species k taking both the viscous
and turbulent contributions into account and is given by

Dg = Dl +
µt

ρgSct
, (3.6)

whereDl is the mass diffusion coefficient for species k due to viscous contribution
and Sct is the turbulent Schmidt number.

A Partially Stirred Reactor (PaSR) model is used to account for turbulence
chemistry interaction when computing the mean source terms due to gas phase

chemical reactions (ω̇g,k, Q̇com) [193]. In the PaSR model, the mean reaction
rates are modeled as

ω̇g,k = κω̇g,k(Ỹ , T̃ , p), (3.7)

in which κ is the volume fraction of the reactive mixture and given by,

κ =
τc

τc + τm
, (3.8)

where τc and τm denote the local chemical reaction time and the local mixing
time, respectively. The chemical reaction time τc, is determined from the mean
reaction rates of the fuel ω̇f (Ỹ , T̃ , p) and the oxidizer or the gasification agents

ω̇o(Ỹ , T̃ , p),
1

τc
= max{

−ω̇f

Yf
,
−ω̇o

Yo
}, (3.9)

where subscripts f and o denote the fuel and oxidizer or the gasification agents,
respectively. The mixing time τm is modeled as

τm = Cmix

√
ν

ε
, (3.10)

where Cmix is a model constant (Cmix = 1.0 in this thesis). ν and ε denote
the kinematic viscosity and the dissipation rate of turbulent kinetic energy,
respectively.
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The stress tensor τ g in Eq. (3.2) is the sum of the viscous and Reynolds stresses
and can be written as

τ g = τ l + τ t. (3.11)

The stress tensor for a Newtonian fluid τl is expressed as

τ l = µg((∇ũg) + (∇ũg)
T − 2

3
(∇ · ũg)I), (3.12)

and the Reynolds stress τt is modeled according to

τ t = µt((∇ũg) + (∇ũg)
T − 2

3
(∇ · ũg)I)−

2

3
ρgkI, (3.13)

Standard k − ε model is employed to determine the eddy viscosity,

µt = ρg
Cµk

2

ε
, (3.14)

where k is the turbulent kinetic energy. k and ε are modeled using the following
transport equations:

∂
(
αgρgk

)
∂t

+∇ ·
(
αgρgũgk

)
= ∇ ·

(
αg(µg +

µt

σk
)∇k

)
+ αgPk − αgρgε, (3.15)

∂
(
αgρgε

)
∂t

+∇ ·
(
αgρgũgε

)
= ∇ ·

(
αg(µg +

µt

σε
)∇ε

)
+ αg

ε

k
(Cε1Pk − Cε2ρgε),

(3.16)
where Pk = τ t : ∇ũg is the production rate of turbulent kinetic energy. Standard
values of model constants are used, Cµ = 0.09, Cε1 = 1.44, Cε2 = 1.92, Cσk =
1.0 and Cσε = 1.3 [58, 194]. The mean source terms due to the particle/gas
interaction in Eqs. (3.1, 3.2, 3.3 and 3.5), i.e., Sm,g, Su,g, Sh,g and SYg,k

, require
the modeling of particle phase as discussed below.

3.2 Solid phase governing equations

In the MP-PIC approach, biomass and sand particles are tracked using the
Lagrangian approach. The interactions between the particles and the surround-
ing gas are through mass and momentum exchange and heat transfer. The
mass, momentum, and energy conservation equations for the solid phase in
the Lagrangian framework are presented in the following. For simplicity, the
Reynolds/Favre averaged gas properties are indicated without using over-bars
or tildes.
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3.2.1 Mass conversion of solid phase

As discussed earlier, biomass particles undergo thermochemical conversion re-
actions, i.e., drying, pyrolysis, and the heterogeneous reaction of char, while
sand particles are assumed to be chemically inert. A detailed survey of various
sub-models for these processes has been presented in the previous chapter. In
this section, the specific sub-models used in the thesis are presented.

The mass conservation equation for the i-th biomass particle is written as

dmi

dt
= ṁvapor,i + ṁdevol,i + ṁchar,i, (3.17)

where mi, ṁvapor,i, ṁdevol,i and ṁchar,i denote the mass of i-th biomass particle,
the evaporation rate, the devolatilization rate, and the char conversion rate,
respectively.

3.2.1.1 Drying

The moisture evaporation rate is modeled as [168, 194],

ṁvapor,i = −ϕvapor,iAsiMv, (3.18)

where ϕvapor,i, Asi, and Mv represent the molar flux of vapor, the surface area
of the particle, and the molar weight of the vapor, respectively. ϕvapor,i is given
by

ϕvapor,i = kc(Cvapor,i − Cvapor,g), (3.19)

where kc, Cvapor,i and Cvapor,g denote, respectively, the mass transfer coefficient,
vapor concentration at the particle surface, and the vapor concentration in the
bulk gas. kc, Cvapor,i and Cvapor,g can be described as

kc =
ShDdiff,va

di
, (3.20)

Cvapor,i =
Psat,Ti

RuTi
, (3.21)

and
Cvapor,g = Xv

pg
RuTg

, (3.22)

where Sh is the Sherwood number, which is modeled using Ranz-Marshall cor-
relation [195] and is given by,

Sh = (2 + 0.6Re
1/2
i Sc1/3), (3.23)
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where Sc is the Schmidt number of the surrounding gas. Ddiff,va, Psat,Ti , Tg,
and Xv represent the vapor diffusion coefficient, the saturation pressure, the
gas temperature, and the molar fraction of vapor in the surrounding gas, re-
spectively. Ru is the universal gas constant, Ti is the particle temperature, and
di is an equivalent spherical particle diameter computed based on the particle
real-time mass mi and a constant particle density ρi and is given by,

di = (6mi/πρi)
1/3, (3.24)

where ρi is the particle density.

3.2.1.2 Pyrolysis

Chemical kinetic models for biomass pyrolysis have been discussed in Section
2.6.1. There are four different types of pyrolysis models. In fluidized bed fur-
naces, especially large-scale industrial furnaces, the number of biomass particles
is enormous. It would require tremendously long computational time to carry
out numerical simulations of a 3D fluidized bed furnace if multicomponent pyro-
lysis models were used. Thus, single-step models have been employed in fluidized
bed simulations [58, 67, 103, 123–126].

The rate of devolatilization is computed based on the pyrolysis reaction model,

ṁdevol,i = −Adexp

(
− Ed

RuTi

)
mvolat,i, (3.25)

where Ad and Ed are rate constants [58], mvolat,i is the mass of the volatile
remaining in the particle.

3.2.1.3 Char conversion

Char conversion is a complex process in which chemical reactions occur at the
surface of the porous medium structure with complex interior and microstruc-
tures. The heterogeneous rates of char conversion are affected by the funda-
mental components, e.g., surface area, surface accessibility, carbon active sites,
added inorganic matter, and the gaseous reactant concentration [117]. The rate
of char conversion is computed based on all heterogeneous reactions,

ṁchar,i = −
3∑

j=1

ṁchar,ij , (3.26)
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where ṁchar,ij represent the char consumption rates by reactions with O2, H2O,
and CO2, respectively.

ṁchar,ij = −AsipjRd,jDa′j , (3.27)

where Asi denotes the particle surface, and pj represents the partial pressure of
the gasifying agents or oxidizers in the gas surrounding the particle. A normal-
ized Damköhler number Da′j , which is the ratio of the kinetic reaction rate to
the mass transport rate [196], is defined to take into account the contribution
of the kinetic and the diffusion rates,

Da′j = −
Rkin,j

Rd,j +Rkin,j
, (3.28)

where Rd,j and Rkin,j represent, respectively, the diffusion rate coefficient and
kinetic rate coefficient. Rd,j and Rkin,j are defined as,

Rd,j = Cj
[0.5(Tg + Ti)]

0.75

di
, (3.29)

and

Rkin,j = Ajexp

(
− Ej

RuTi

)
, (3.30)

where Aj and Ej represent the pre-exponential factor and activation energy
for the char gasification reactions, respectively. Cj is the mass diffusion rate
constant and Cj = 5× 10−12 (s/K0.75) [58].

3.2.2 Momentum equation of solid phase

The velocity of the i-th particle is governed by Newton’s second law,

mi
dui

dt
= fd,i + f∇p,i +mig+ fτ,i. (3.31)

The right-hand side terms represent the sum of all forces acting on the i-th
particle by the surrounding gas and particles. The forces considered include,
from left to right, the drag fd,i, pressure gradient f∇p,i, gravity mig, and in-
terparticle stress fτ,i. With a given ui, the position vector of the particle xi is
computed by integration of the equation

dxi/dt = ui. (3.32)
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3.2.2.1 Drag model

The drag force model widely used for the i-th individual particle fd,i is given by
[58, 84, 146]

fd,i = VΩβ(ug − ui), (3.33)

where VΩ is the volume of the computational cell, and β is the drag force para-
meter, which is modeled using the Wen & Yu drag correlation [84, 148] and is
given as

β =

150
(1−αg)2µg

α2
gd

2
i

+ 1.75
(1−αg)ρg

αgdi
|ug − ui| αg < 0.8

3
4Cd

(1−αg)ρg
di

|ug − ui|α−2.65
g αg ≥ 0.8

, (3.34)

where the drag coefficient Cd is modeled as [84]

Cd =

{
24
Rei

(1 + 0.15Re0.687i ) Rei < 1000

0.44 Rei ≥ 1000
, (3.35)

where the particle Reynolds number Rei is defined as

Rei = αgρgdi|ug − ui|/µg. (3.36)

3.2.2.2 Interparticle stress

The particle stress fτ,i is given by

fτ,i = VΩ∇τ, (3.37)

where the contact normal stress τ can be given by the model of Lun et al. [139],

τ = [θsρs + θ2sρs(1 + e)g0]Θs, (3.38)

where g0, ρs, and e represent respectively the radial distribution function, the
mean density of particles in a local cell, and the coefficient of restitution. The
granular temperature Θs is given in Eq. (2.17). The radial distribution function
g0 can be modeled using equation (2.68).

The solid volume fraction of the i-th particle θs is modeled based on the particle
distribution function f(ms,us,xs, t) and can be given by

θs =

∫∫
f
ms

ρs
dmsdus. (3.39)
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As discussed in Chapter 2, the particle velocity us is the particle velocity in
the Eulerian frame, which is different from ui in Eq. (3.31) that represents the
velocity of the i-th particle in the Lagrangian framework.

In the MP-PIC model, f is obtained from the Liouville equation, which is the
mathematical expression of the conservation of particle numbers per volume
moving along dynamic trajectories in the particle phase space [106],

∂f

∂t
+∇ · (fus) +∇u · (fAs) =

fG − f

τG
+

fD − f

τD
. (3.40)

The first term in the RHS of Eq. (3.40) denotes the collision return-to-isotropy
effect and the second term denotes the collision damping effect. Physically,
particle collision tends to dampen out the velocity fluctuations. The colli-
sion model assumed that within a damping relaxation time, the particle ve-
locity approaches a mean value and the distribution function f(ms,us,xs, t)
approaches fD(ms,us,xs, t). The collision-damping particle distribution func-
tion fD(ms,us,xs, t) is given by [109, 110]

fD(ms,us,xs, t) = δ(us − us)

∫
fdus, (3.41)

where δ is the Dirac function. The mean value of particle velocity can be given
by

us =

∫ ∫
fmsusdmsdus∫ ∫
fmsdmsdus

. (3.42)

The particle collision could result in a Gaussian distribution of particle velocity
occurring within a relaxation time τG. The Gaussian distribution is described
by the equilibrium-isotropic particle distribution function fG(ms,us,xs, t),

fG(ms,us,xs, t) = G(us;us, σ
2)

∫
fdus, (3.43)

where G is a Gaussian velocity distribution with the mean us and variance σ2,
which can be obtained by enforcing that the variance of fG is equal to that of
f .

The relaxation time scale τD in the damping collision model is modeled as [109],

1

τD
=

8
√
2

3π
θsνg (θs) η (1− η) , (3.44)

and the relaxation time scale τG in the isotropic collision model is [110],

1

τG
=

8
√
2

5π
θsνg (θs) η (2− η) , (3.45)
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where g (θs) is a factor given by θcp/(θcp − θs). η is defined as (1 + e)/2. θcp is
the solid phase volume fraction at close packing. ν is given by

ν =
1

r332

∑
sNs (rs + r32)

4 (us − us)
2∑

sNs (rs + r32)
2
√
(us − us)

2
, (3.46)

where r32 is the Sauter mean radius given by

r32 =

∫ ∫
fr3sdmsdus∫ ∫
fr2sdmsdus

, (3.47)

and rs is the effective particle radius given by

rs = (
ms

3/4πρs
)
1
3 . (3.48)

3.2.3 Energy equation of solid phase

The particle temperature is obtained from the energy conservation equation for
the i-th particle,

qi = miCp,i
dTi

dt
= qc,i + qr,i − qvapor,i + qdevol,i + qchar,ij . (3.49)

where Cp,i, qc,i and qr,i denote respectively the particle heat capacity, convect-
ive and radiative heat transfer. qvapor,i, qdevol,i and qchar,ij represent the heat
transfer of latent, pyrolysis, and char reactions.

The convection heat qc,i and radiation qr,i are given by

qc,i = hiAsi(Tg − Ti), (3.50)

and

qr,i =
εiAsi
4

(G− 4σT 4
i ), (3.51)

where hi, εi, σ, and G represent interphase thermal transfer coefficient, emissiv-
ity, Stefan-Boltzmann constant, and incident radiation, respectively. The in-
terphase thermal transfer coefficient hi can be given

hi =
Nuλg

di
, (3.52)

where λg is the thermal conductivity of the surrounding gas. Nu is the Nusselt
number computed using the Ranz-Marshall correlation given by

Nu = 2 +
3

5
Re

1/2
i Pr1/3, (3.53)
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where Pr is the Prandtl number of the surrounding gas. The incident radiation
G is obtained from the P-1 radiation model.

The heat fluxes due to evaporation, pyrolysis, and char reactions are respectively
qvapor,i, qdevol,i and qchar,ij , and can be given by

qvapor,i = hvapor,iṁvapor,i, (3.54)

qdevol,i = hdevol,iṁdevol,i, (3.55)

and

qchar,ij =

3∑
j=1

hi,jṁchar,ij , (3.56)

where hvapor,i, hdevol,i, and hi,j represent the latent heat, the heat of pyrolysis,
and the heat of char reactions, respectively.

3.3 Numerical Method

3.3.1 Solution procedure for gas phase governing equations

The above-described governing equations are solved numerically using an open-
source CFD code, OpenFoam v6 [186]. A finite-volume method was employed to
solve the gas phase governing equations. Second-order ”Gauss Limited-linear”
schemes were used for spatial derivatives and the first-order Euler scheme was
used for the integration of the time derivatives of the governing equations. The
PIMPLE algorithm, which combines the advantage of PISO (Pressure Implicit
with Splitting of Operator) and SIMPLE (Semi-Implicit Method for Pressure-
Linked Equations) algorithms, was employed for velocity-pressure coupling in
the continuity and momentum equations.

In order to obtain a numerical solution of the gas phase governing equations, the
gas volume fraction (αg, which is determined from the solid volume fraction θs,
i.e., αg = 1− θs), and the source terms from the solid phase need to be determ-
ined. As shown in Eq. (3.39), θs is determined from the particle distribution
function f(ms,us,xs, t), which is described using the Liouville equation (3.40).
This equation is solved using the computational particle method described in
Refs. [105, 106, 197]. In this method, individual particle velocity and position
along with its mass, temperature, and other physical properties are computed
by solving the Lagrangian particle equations described in Section 3.2. Then, θs
and source terms for the gas phase transport equations, which are quantities of
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the Eulerian field, are determined by the ensemble average of the quantities of
the individual Lagrangian particles.

3.3.2 Solution procedure for solid-phase governing equations

In order to achieve a converged statistical solution, a sufficiently large number
of particles need to be simulated. This is not an issue since in fluidized bed
reactors there is a sufficiently large number of particles. In practical simula-
tions, not all these particles could be simulated. A coarse grain method (CGM)
is employed in this thesis to reduce the computational cost. In the CGM ap-
proach, a finite number of virtual particles (hereafter referred to as parcels) are
simulated. Assume that the number of parcels is Np. The i-th parcel contains
multiple real particles; however, all particles have the same properties, i.e., each
real particle in the i-th parcel has the same mass mi, velocity ui, temperature
Ti and diameter di.

The governing equations for the individual real particles in the i-th parcel have
been presented in Section 3.2. These equations are integrated to compute the
particle quantities, i.e., mi, ui, Ti, and di. Implicit backward Euler scheme is
used in the temporal integration of these equations.

As an example, the velocity of the i-th particles is obtained by integrating Eq.
(3.31). The discrete form of the velocity equation for the i-th particles can be
written as [110],

un+1
i − un

i

∆t
= Dn

i (u
n+1
g,i − un+1

i ) + Sn+1
i +

ūn+1
i − un

i

2τD
(3.57)

where superscript n denotes the quantities at time tn and ∆t is the time step.
The first term on the RHS is the drag term, and the second term Sn+1

i is the
sum of source terms due to the pressure gradient force, gravity, and interparticle
stress. The last term is explicitly added to model the effect of the collision
damping term in the Liouville equation (3.40), where ūi is the mass-weighted
average of ui [110].

In this discrete form of particle velocity equation, un+1
g,i is the gas velocity at

(xi, t
n+1), which is computed from the gas velocity in the Euler grid around the

particle position xi at time tn+1. A trilinear interpolation scheme is used to
interpolate the Eulerian field quantities defined in the Euler cells to the discrete
Lagrangian particle location xi. Fig. 3.1 illustrates the interpolation procedure.

Once the mass, velocity, temperature, and position are computed for all particles,
the solid volume fraction (which is an Euler field quantity) can be computed from

58



the ensemble average of the particles. Assume that the number of real particles
per unit volume that pertains to the i-th parcel is ni. The solid volume fraction
at (x, t) is

θ(x, t) =
1

VΩ

Np∑
i=1

niVi(xi)S(x,xi), (3.58)

where Vi is the volume of the i-th particle. xi is the location of the i-th particle,
whereas S(x,xi) is the trilinear interpolation function that computes the Euler
field properties at x from the Lagrangian quantities at xi.

The source terms due to the gas/solid interaction for the continuity equation,
momentum equations, enthalpy equation, and species transport equations are
computed similarly,

Sm,g = − 1

VΩ

Np∑
i=1

niṁiS(x,xi), Su,g = − 1

VΩ

Np∑
i=1

nifiS(x,xi),

Sh,g = − 1

VΩ

Np∑
i=1

niqiS(x,xi), SYg,k
= − 1

VΩ

Np∑
i=1

niṁi,kS(x,xi),

(3.59)

where qi is the heat exchange rate from solid particle, fi = fd,i+ f∇p,i is the sum
of the drag force and the pressure gradient force, and ṁi,k is due to pyrolysis
and char reactions.

 

(a) (b)

(c) (d)

Cell Center Sand Biomass

Figure 3.1: Diagram of solution procedure MP-PIC.

Fig. 3.1 shows the solution procedure of the MP-PIC model. In this figure, C1

and C2 are the Euler cell centers. Black and yellow particles denote the biomass

59



and sand particles, respectively. The solution procedure involves the following
four steps (the order of steps is not the order of execution in the CFD code):

1. As shown in Fig. 3.1(a), the Euler field quantities in cell C1 and C2, e.g.,
the solid volume fraction and the source terms of the gas phase equations
due to the particles, are computed from the Lagrangian particles in the
cells.

2. As shown in Fig. 3.1(b), the gas phase transport equations are numerically
solved using the finite-volume method described in Section 3.3.1.

3. As shown in Fig. 3.1(c), the Euler field quantities in cell C1 and C2, e.g.,
un+1
g , is interpolated to the position of the i-th Lagrangian particles, i.e.,

to compute un+1
g,i in Eq. (3.57).

4. As shown in Fig. 3.1(d), the properties of the Lagrangian particles are
computed by temporal integration of the particle phase equations, using
the method described earlier.

In the CGM-PCM approach, a large number of parcels in a small cell contribute
to large source terms, and local overloading of solids, i.e., the solid volume
fraction (θs) is larger than the physically allowable value, e.g., θs > 0.62 [112,
127]. Since αg = 1 − θs, a large θs leads to a small αg. Too large source terms
and too small αg can result in numerical instability of the gas phase governing
equations. Thus, a threshold in the CFD solver is often employed, e.g., when
θs > 0.62, θs is set to the value of 0.62. The use of such a threshold can result in
mass loss of the solid phase in the gas-phase governing equations in PCM (due to
the increased αg). Hence, a distribution kernel method (DKM) is developed to
address this issue, as well as the cell searching strategy and parallel computation
method for the DKM. A detailed description of the DKM model is given in the
following chapter.
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Chapter 4

Distribution kernel method for
reactive dense particle-gas flow

In this chapter, the three-dimensional multi-phase particle-in-cell (MP-PIC)
model presented in the previous chapters is applied to simulate biomass combus-
tion and gasification in fluidized bed reactors. The MP-PIC model is coupled
with a coarse grain method (CGM) which clusters fuel and sand particles into
so-called parcels. CGM is computationally efficient; however, it can cause nu-
merical instability if the clustered parcels pass through small computational
cells, resulting in solid overloading in computational cells. To address this prob-
lem, a distribution kernel method (DKM) is proposed and implemented in an
open-source CFD code, OpenFOAM v6. In the DKM, a redistribution proced-
ure is employed to spread the solid volume and source terms of parcels to the
surrounding domain. The numerical stiffness problem caused by the CGM can
be remedied by this method. The DKM model is validated with experimental
results from two lab-scale reactors. The model is able to capture the transient
heat transfer process in a lab-scale bubbling fluidized bed (BFB) reactor under
varying superficial velocities and sand loads. Then, the model is employed to
study the combustion/gasification process in the other BFB reactor under vary-
ing ambient temperatures, equivalent air ratios, and steam-to-biomass ratios.
The DKM is shown to improve the accuracy and robustness of the model.
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4.1 Methodology

The governing equations of the continuous and discrete phases are described
in the Euler-Lagrange framework. The interactions between the discrete and
continuous phases are modeled using the mass, momentum, and energy source
terms. Details of the gas-solid governing equations are presented in Section 3.1
of Chapter 3. Here, a brief summary of the used models is presented. Reynolds
averaged Navier–Stokes (RANS) turbulence closure is employed in the gas-phase
governing equations. A Partially Stirred Reactor (PaSR) model is used to ac-
count for turbulence chemistry interaction when computing the source terms
due to gas phase chemical reactions. The standard k-ε model is used to determ-
ine the eddy viscosity. Details of the particle models are presented in Section 3.2
of Chapter 3. Two types of particles, i.e., biomass and sand, exist in the solid
phase system. A thermochemical biomass particle undergoes a series of con-
version processes: initially drying and devolatilization, subsequently oxidation
of volatile and char, and finally, char heterogeneous reaction by reacting with
oxygen/steam/carbon dioxide while sand particles are assumed to be chemic-
ally inert. The mass conversion rate of biomass particles considered here is the
sum of evaporation, devolatilization, and char conversion rates. The forces act-
ing on the individual biomass and sand particles include drag, gravity, pressure
gradient, and interparticle stress. The Wen-Yu drag model is used to model the
drag force. The MP-PIC method is employed to model the interparticle stress.
The heat transfer of individual particles includes convection, radiation, latent
heat, pyrolysis heat, and char reactions heat. The P-1 model is employed in
the radiation model. The coarse grain method (CGM) is used to reduce the
computational cost. More details are presented in Chapter 3.

The pyrolysis product consists of heavy hydrocarbon species (such as tar), light
hydrocarbon species (such as methane), water, carbon monoxide, carbon di-
oxide, etc. Pyrolysis models including detailed tar species have been reported
(e.g., [198]). The aim of this Chapter is to develop a robust MP-PIC model that
can be used to study a wide range of particle loads. Hence, a one-step pyrolysis
model and a simplified homogeneous volatile gas and heterogeneous char reac-
tion mechanism are employed in this Chapter, following the literature [58, 59,
103, 134, 146, 194, 199–201]. However, more advanced and complex chemical
kinetic models (e.g., including tar chemistry) [198, 202, 203] can be employed
in the developed model framework. The one-step pyrolysis reaction model is

Biomass → x1CO+ x2CO2 + x3H2O+ x4H2 + x5CH4

+x6Ash(s) + x7C(s),
(4.1)

where xj are the stoichiometric constants. The constants are taken from [103,
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168], x1 = 0.331, x2 = 0.257, x3 = 0.056, x4 = 0.032, x5 = 0.074, x6 = 0.204,
and x7 = 0.046. Ash(s) and C(s) denote respectively ash and char in the solid
phase.

As discussed in Section 2.6.2 of Chapter 2, heterogeneous reactions of char with
the surrounding gas species (such as O2, CO2, H2O) are complex processes,
involving char-O2, char-CO2, and char-H2O reactions. Here, a global reaction
model is employed for char reaction, see Table 4.1. High molecular weight hy-
drocarbons (tar) are treated as unstable products and reactions with sulfur and
nitrogen are not taken into account [58, 199]. Table 4.1 lists the homogen-
eous and heterogeneous reactions considered, where the chemical kinetic rate
constants are taken from the literature [146, 194, 199, 204].

Table 4.1: Homogeneous and heterogeneous reactions considered in biomass combustion and gasification. Note: C(s) is
solid phase char. Ck represents the molar concentration of gas species k.

Reference Homogeneous reactions Kinetic rate [Kmol/m3/s]

R1 [194, 199] CH4 + H2O → CO + 3H2 R1 = 0.312exp(−15, 098/Tg)CCH4CH2O

R2 [194, 199] CO + H2O → CO2 + H2 R2 = 2.5× 108exp(−16, 597/Tg)CCOCH2O

R3 [194, 199] CO2 + H2 → CO + H2O R3 = 9.43× 109exp(−20, 563/Tg)CCO2CH2

R4 [194, 199] CH4 + 2O2 → CO2 + 2H2O R4 = 2.119× 1011exp(−24, 379/Tg)C
0.2
CH4

C1.3
O2

R5 [194, 199] CO + 0.5O2 → CO2 R5 = 1.0× 1010exp(−15, 154/Tg)CCOC
0.5
O2

C0.5
H2O

R6 [194, 199] H2 + 0.5O2 → H2O R6 = 2.2× 109exp(−13, 109/Tg)CH2CO2

Reference Heterogeneous reactions Kinetic rate [s/m]

R7 [146, 204] C(s) + 0.5O2 → CO R7 = 0.046× 107exp(−13, 523/(RuTi))
R8 [146, 204] C(s) + H2O → CO + H2 R8 = 1.71× 107exp(−211, 000/(RuTi))
R9 [146, 204] C(s) + CO2 → 2CO R9 = 9.1× 106exp(−166, 00/(RuTi))

4.1.1 Distribution kernel model

To address the overloading issue, a new method, the so-called distribution kernel
method (DKM) is proposed. It gives the advantage of easy implementation and
low computational cost. As shown in Fig. 4.1, the parcels in a computational
cell (marked as cell-o) with PCM are clusters of sand and biomass particles
from the surrounding domain (marked as a circular region). To avoid numerical
instability caused by locally too many particles in cell-o, DKM re-distributed
the particles and the associated source terms in the parcels of cell-o to the
surrounding domain from which the particles are clustered. The redistribution
algorithm is constructed in such a way that the solid phase volume and source
terms are conserved before and after distribution.

A filtering kernel function g(x, t), which is defined based on the distance of the
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Figure 4.1: Schematic illustration of PCM and DKM.

surrounding cells to cell-o, is employed in the present work. The integration
of the kernel function over the entire given physical space is unity. Similar
strategies were used by Jesse et al. [205], Wang et al. [169], Sun et al. [112],
and Zhang et al. [114]. The surrounding cells of a local cell can be located by a
new grid search algorithm based on a given distance dmax, as used in the present
work.

The total volume of solid phase Vs in a given domain Ω is calculated by

Vs =

∫
Ω
θ0(x, t)dV, (4.2)

where θ0(x, t) is the solid volume fraction before redistribution. Vs must be the
same before and after redistribution,

Vs =

∫
Ω
θ0(x, t)dV ≡

∫
Ω
θ(x, t)dV =

∫
Ω
g(x, t)VsdV, (4.3)

which leads to

θ(x, t) = g(x, t)Vs = g(x, t)

∫
Ω
θ0(x, t)dV, (4.4)

where θ(x, t) is the solid volume fraction after redistribution. A simple redistri-
bution function g′(x, t) is employed,

g′(x, t) = (1− |x− x0|
dmax

)2, (4.5)

where x0 is the position vertor of the centroid of cell-o. dmax is a prescribed
distance within which solid phase volume and source terms will be redistributed.
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The function g′(x, t) may not satisfy Eq. (4.3). By normalization of g′(x, t), the
filtering kernel function g(x, t) can be obtained from g′(x, t),

g(x, t) = g′(x, t)/

∫
Ω
g′(x, t)dV, (4.6)

i.e., ∫
Ω
g(x, t)dV = 1. (4.7)

g(x, t) can be used to redistribute the source term for the mass conservation
equation,

Sm(x, t) = g(x, t)SM = g(x, t)

∫
Ω
Sm0(x, t)dV, (4.8)

which is shown to satisfy mass conservation:

SM =

∫
Ω
Sm0(x, t)dV ≡

∫
Ω
Sm(x, t)dV =

∫
Ω
SMg(x, t)dV, (4.9)

where subscript ”0” denotes quantities before redistribution. Similarly, the
source terms for the momentum equations and the energy equation, and the
species transport equations can be redistributed using g(x, t):

Su(x, t) = g(x, t)

∫
Ω
Su0(x, t)dV, (4.10)

Sq(x, t) = g(x, t)

∫
Ω
Sq0(x, t)dV, (4.11)

SYk
(x, t) = g(x, t)

∫
Ω
SYk0(x, t)dV. (4.12)

4.1.2 Implementation of DKM and parallel computation

The MP-PIC and DKM model are implemented in an open-source CFD code,
OpenFOAM v6 [186], based on coalChemistryFoam. More information about
the numerical scheme is referred to Section 3.3. The MP-PIC model is adopted
in coalCloud for the discrete phase while the solid/gas interaction is taken into
account through the source terms in the governing equations of the continuous
phase.

In the DKM, the surrounding cells within a certain distance to cell-o, dmax,
are selected for redistribution operations. The cell that is partly located within
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Figure 4.2: Cell searching strategy employed in the DKM model.

the sphere of dmax is considered to be in the domain of distribution if the dis-
tance between the center of the given cell to the center of cell-o is less than or
equal to dmax. An efficient cell search algorithm is needed since the computa-
tional cost would increase hugely if all cells are looped during searching. Three
search strategies, namely shared-point-based, shared-edge-based, and shared-
face-based, are used in the present work. As an example, Fig. 4.2 presents a
schematic diagram of the searching procedure of the shared-face-based method.
First, the neighboring cells that share one of the faces pertaining to the local
cell are selected, see the black arrow in Fig. 4.2. And then, the blue arrows
represent the second layer, and the search continues until the given maximum
distance dmax, as shown in Fig. 4.2, is reached for all the latest selected cells.
After each search, the selected cells outside of the scope of dmax are removed.
Note that, in a static mesh and a fixed dmax, the search of the neighboring cells
is only needed to be performed once.

Since the searching strategy is cell-based without any specific direction, it works
perfectly in the unstructured mesh. However, when the simulation domain is
decomposed into several sub-domains in parallel computation, it is not straight-
forward to search the neighboring cells across sub-domains. Thus, the whole
simulation domain is considered in the master processor and the communica-
tion between master and slave processors is achieved by the message-passing
interface (MPI).

As an example, as shown in Fig. 4.3, the domain of redistribution involves four
sub-domains in four slave processors. The DKM procedure is done as follows.
First, cell searching is performed in the master processor. The solid volume
and source terms in cell-o are transferred from slave processor 2 to the master
processor. Then, the source terms of cell-o will be distributed to the cells within
the sphere of diameter dmax in the master processor. Finally, the distributed
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Figure 4.3: Schematic diagram employed in the DKM parallelization.

source terms are returned to the sub-domains in the slave processors from the
master processor.

4.2 Case setup, initial and boundary conditions

Two lab-scale fluidized bed reactors are employed to evaluate the MP-PIC model
based on the DKM and PCM. The geometries of the two reactors are shown in
Fig. 4.4. The first reactor hereafter referred to as Case 1, is a bubbling fluidized
bed (BFB) reactor where the heat transfer between hot sand particles and cold
ambient gas was investigated experimentally [206]. This case is to evaluate
the heat transfer model and the performance of DKM and PCM. The second
reactor hereafter referred to as Case 2, is based on the experiment of biomass
combustion and gasification in a lab-scale bubbling fluidized bed furnace [207].
In the original experiment, the furnace has a cylindrical geometry with a 50
mm internal diameter and 1200 mm height. In a previous DEM simulation,
the geometry was simplified to a cuboid with an equivalent cross-sectional area
[146]. This simplified geometry is to investigate the biomass combustion model
and the performance of DKM and PCM, allowing for direct comparison with
the DEM results.
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Figure 4.4: Schematic illustration of lab-scale bubbling fluidized bed reactors.

4.2.1 Heat transfer in lab-scale fluidized bed reactor

Particle dynamics and heat transfer in Case 1 are first investigated. The BFB
reactor, as illustrated in Figure 4.4, has a depth of 15 mm, a width of 80 mm,
and a height of 250 mm. The fluidization gas used in this Chapter is N2 with
a temperature of 20 ◦C. The gas is supplied from the bottom of the reactor
with three different superficial velocities (Usup). The initial filling of the reactor
consists of hot sand particles with a uniform diameter of 1 mm and temper-
ature of 90 ◦C. Table 4.2 shows the physical properties of the sand particles.
Sand temperature (Ts) was measured for five operating conditions with a cold
anodized aluminum background wall [206, 208]. The total mass of the sand,
msand, was varied from 75 g to 125 g, and the superficial velocity Usup, was
varied from 1.33 m/s to 1.90 m/s. Table 4.3 lists the key parameters of the five
experimental cases (Cases 1a – 1e) and three additional cases (Cases 1f - 1h)
that are simulated to investigate the results with and without DKM.

The outlet boundary is located on the top plane of the reactor, see Fig. 4.4.
Since the flow close to the outlet is rather uniform, a zero gradient of dependent
variables has been used as the outlet boundary condition, referred to as the
’InletOutlet’ boundary condition in OpenFoam. The wall boundary is assumed
to be a non-slip and constant temperature of 20 oC (the same as the gas tem-
perature). For all cases listed in Table 4.3, the simulations are carried out using
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Table 4.2: Biomass and sand particle properties. *The biomass mass of 0.002 kg is the total mass of biomass injected
within 20 seconds. The biomass is injected into the reactor at a rate of 10−4 kg/s.

Cases particles di ρi Cp,i total mass∗ Ti

[mm] [kg/m3] [J/kg/K] [kg] [◦C]

Case 1 [206] sand 1 2500 840 0.075 & 0.125 90
Case 2 [207] biomass 0.25 ∼ 0.35 750 1500 0.002 25

sand 0.25 ∼ 0.7 2300 840 1.25 750 ∼ 850

a uniform mesh with a cell size of 2.28 mm and a total number of mesh cells of
23,100. The number of sand parcels is 25,024. The mesh size and parcel number
are chosen based on the DEM work of Patil et al. [206]. In the MP-PIC or DEM
simulations, the mesh size must be sufficiently larger than the diameter of the
particles (without CGM) or the parcels (with CGM). A cell-to-parcel size ratio
αc/p is introduced to quantify the relationship between the mesh size and the
size of the parcels. αc/p is defined as the cube root of the cell volume (Vc) divided
by the particle/parcel diameter, i.e., αc/p = 3

√
Vc/dp, where dp is the diameter

of the particle (without CGM) or the equivalent diameter of the parcel (with
CGM). In the CGM, a coarse grain ratio (γ) is introduced and is defined as the
cube root of the number of particles inside a parcel Np/p, i.e., γ = 3

√
Np/p.

Numerical instability may arise if αc/p is small [113]. Different values of αc/p

have been used in the literature, e.g., 2.5 [100], 1 ∼ 4 [169], 1.58 [209], and stable
numerical results were obtained. These values could be difficult to achieve in
large-scale furnaces with complex geometry since certain small-size cells are
needed to discretize the geometry and the system involves quadrillion or more
particles, which are clustered into millions of parcels, i.e., in each parcel, there
might be millions of sand and biomass particles or more. In Case 1, the ratio
of the present cell size to the diameter of parcel αc/p is 1.73, which was selected
following the suggestion of a previous work [206]. A value of 1∼2 for γ was used
in Qi et al. [103] and 1.44 was employed in Lichtenegger and Miethlinger et
al. [209]. For Case 1a–1e, γ is 1.32 – 1.56, and in each parcel the number of
particles is on average about 2∼4. For Cases 1g and 1h, higher values of γ are
tested to evaluate the performance of DKM at higher solid phase loads.

4.2.2 Combustion and gasification in lab-scale fluidized bed re-
actor

In Case 2 combustion and gasification of rice husk in a lab-scale bubbling fluid-
ized bed reactor were investigated. As shown in Fig.4.4, the biomass inlet has a
length of 44 mm and height of 50 mm and is located at a height of 20 mm above
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Table 4.3: Key parameters and run-cases for the BFB reactor Case 1. The parcel number Nparcel is 25024.

Cases 1a 1b 1c 1d 1e 1f 1g 1h

Usup [m/s] 1.33 1.71 1.90 1.33 1.71 1.33 1.33 1.33
msand [kg] 0.075 0.075 0.075 0.125 0.125 0.100 0.150 0.175
Nparticle [-] 57,324 57,324 57,324 95,541 95,541 76,433 114,649 133,758
γ [-] 1.32 1.31 1.32 1.56 1.56 1.45 1.66 1.75
αc/p [-] 1.73 1.73 1.73 1.46 1.46 1.57 1.37 1.30

Note: Nparticle is the real number of particles without CGM.

the bottom of the reactor. The mixture of air and steam enters the fluidized
bed from the bottom of the reactor and biomass is fed into the reactor at a rate
of 1·10−4 kg/s via a screw feeder. Yields of gaseous products were measured at
the reactor outlet by Loha et al. [200, 207]. Seven cases were measured (and
simulated here) by varying operating conditions, e.g., 1) the equivalent air ratio
(EAR), which is the ratio of the mass of air to that of dry biomass divided by
the stoichiometric ratio of the mass of air to that of dry biomass, 2) the steam-
to-biomass ratio SR, which is the ratio of the mass of steam to the mass of dry
biomass, and 3) the reactor operation temperature Tr. An electric heater heats
the furnace and the desired temperature is set through a PID controller [207].
The initial temperature of walls, sand, and gas in the entire domain is set to be
the same as the reactor temperature. Air and steam flowing into the fluidized
bed are preheated to 200 ◦C, respectively. The EAR is varied from 0.3 to 0.4,
the SR is varied from 0.2 to 0.8, and the Tr is varied from 750 ◦C to 850 ◦C.
Table 4.4 shows the key parameters of the seven cases. Similar to Case 1, zero
gradient boundary condition has been used at the outlet boundary of Case 2
(the top plane of the reactor, Fig. 4.4), while the wall is assumed to be non-slip
with a constant temperature of Tr.

Table 4.4: Key parameters studied in Case 2, with different equivalent air ratio (EAR), steam to biomass ratio (SR), and
reactor operation temperature (Tr).

Cases 2a 2b 2c 2d 2e 2f 2g

EAR [-] 0.30 0.35 0.40 0.35 0.35 0.35 0.35
SR [-] 0.5 0.5 0.5 0.2 0.8 0.5 0.5
Tr [◦C] 800 800 800 800 800 750 850
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Table 4.5: Mesh sensitivity study for Case 2b and key parameters. The coarse grain ratio γ is calculated based on the
mean diameter of particles in the parcel. Nparcel for biomass is the total number of parcels injected within 20
seconds. Note: S and B denote respectively sand and biomass.

Cases Cell size Nparcel αc/p γ
[mm] (S & B) (S & B) (S & B)

Coarse mesh 5.5 50,000 & 10,000 2.00 & 6.89 5.49 & 2.66
Medium mesh 4.4 100,000 & 20,000 2.01 & 6.94 4.36 & 2.11
Fine mesh 2.9 300,000 & 60,000 1.92 & 6.60 3.02 & 1.46

Table 4.6: Biomass properties in Case 2 [207]

Ultimate analysis [wt%] C H O N S Ash
38.43 2.97 36.36 0.07 0.49 21.68

Proximate analysis [wt%] Volatile Fixed Carbon Moisture Ash
55.54 14.99 9.95 19.52

Rectangular uniform mesh is used in the simulation of Case 2. In order to eval-
uate the sensitivity of the results to the mesh resolution, Case 2b was simulated
using three different meshes resolutions, see Table 4.5. The coarse mesh has
a cell size of 5.5 mm, and a coarse grain ratio γ of 5.49 for sand parcels and
2.66 for biomass parcels, based on the mean diameters given in Table 4.2. The
medium mesh has a cell size of 4.4 mm, and a coarse grain ratio γ of 4.36 and
2.11 for sand and biomass parcels, respectively. The fine mesh has a cell size
of 2.9 mm, and a coarse grain ratio γ of 3.02 and 1.46 for sand and biomass
parcels, respectively. The number of parcels was selected in such a way that the
cell-to-parcel size ratio αc/p is kept nearly constant for the three meshes, i.e.,
about 2 for sand parcels and 6.66 – 6.99 for biomass parcels. As a result, the
coarse mesh contains 13,504 cells, with 50,000 sand parcels and 10,000 biomass
parcels; the medium mesh contains 26,400 cells, with 100,000 sand parcels and
20,000 biomass parcels; the fine mesh contains 78,300 cells, with 300,000 sand
parcels and 60,000 biomass parcels. Other detailed properties of biomass and
sand are shown in Tables 4.2 and 4.6. The Rosin-Rammler distribution function
is employed to model the distribution of particle size. Biomass particle density
is assumed to be constant during the conversion process, while the size of the
particles decreases during the process. The biomass parcels are injected into the
furnace after the sand parcel reaches steady fluidization.
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4.3 Results and discussion

4.3.1 Heat transfer in lab-scale fluidized bed reactor
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Figure 4.5: Comparison of mean particle temperature between the present simulations using the PCM (solid lines), and
previous simulations using the DEM approach (dashed lines) [206], as well as with experiments (circles) [208]
for the five cases (Cases 1a – 1e) with the total sand mass of 75 g (a) and 125 g (b) and various N2 flow
superficial velocity.

The results of Case 1, which are described in Table 4.3, are presented in Fig.
4.5. This figure compares the results of the MP-PIC model with PCM to the
results of a previous work [206] using a more costly DEM approach and to the
experimental measurements [208] for the five cases 1a–1e. As shown in Fig.
4.5, the present PCM results agree very well with the DEM results and the
experiments, with a maximum error of (in comparison with experiments) less
than 5% at t = 10 s, which occurs for Case 1a (Usup = 1.33 m/s, msand = 75 g).
The convective and radiative heat transfer between the solid particles and the
ambient gas, radiative heat transfer between particles, and the conductive heat
transfer between particles and walls are taken into account in the heat transfer
mechanisms of the model (Eq. 3.49). The mean particle temperature decreases
faster as the superficial velocity Usup increases and the slope dTi/dt decreases
over time. Higher Usup leads to higher gas phase mass flux and enhanced mixing
of sand and the cold N2 gas, and as a result, a faster decrease of the mean particle
temperature. The last three terms on the right-hand side of Eq. (3.49) are zero
since the sand particles are chemically inert. The temperature difference Tg−Ti

decreases with time, resulting in a decreasing slope of particle temperature since
the convective heat transfer plays a dominant role. dTi/dt is approximately
proportional to Tg − Ti, as described in Eq. (3.49). Due to the low operating
temperature in Case 1 (≤ 90oC), radiative heat transfer plays an insignificant
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role and the particle temperature predicted with radiative heat transfer is nearly
identical to that without it.
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Figure 4.6: Gas temperature, sand particle temperature, and distribution of sand parcels with PCM at 2s and 8s of Case
1a and Case 1c

The temperature distributions for gas and particles for two different Usup with
the msand of 75 g are shown in Fig. 4.6. At the start of the process, t = 2
s, a temperature gradient near the bottom of the reactor and near the walls is
high, resulting in a high temperature on the top of the bed. At a later time,
t = 8 s, the sand particles tend to gather near the wall due to the impact of the
gas-solid interactions and particle-particle collision, which drive the parcels to
flow towards the wall and then descend along the wall. As a result, the high-
temperature particles near the wall raise the gas temperature near the wall.

As previously stated in section 4.1.2, DKM is proposed to handle the situation
when the fluidized bed is under overloading conditions. To showcase the per-
formance of DKM under overloading conditions, the results from the MP-PIC
model using both PCM and DKM are compared. Fig. 4.7 shows the temporal
evolution of the mean particle temperature in Case 1, in which the superficial
velocity is Usup = 1.33 m/s and the mass of sand particles ranges from 75 g to
175 g. The simulations are based on the number of parcels and meshes of Case
1 as listed in Table 4.3 (Cases 1a, 1d, 1f – 1h). As the mass of sand increases,
the carrier load 1/αc/p varies from 0.58 – 0.77. PCM suffers from numerical
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Figure 4.7: Temporal evolution of particle temperature in Case 1. Comparison between PCM and DKM with different
carrier loads.

instability and no results could be obtained When the mass of sand is increased
to 175 g (Case 1h). The results indicate that PCM can predict the transient
heat transfer process up to msand ≤ 150 g. DKM can very well predict the
transient heat transfer process at this high load condition. Fig. 4.7 shows that
when both PCM and DKM are applicable, the results from the two methods
agree with each other very well.

4.3.2 Combustion and gasification in lab-scale fluidized bed re-
actor

The results from the numerical simulations using the MP-PIC model for the lab-
scale bubbling fluidized bed, Case 2 in Table 4.4, are presented here. Initially,
the reactor is filled with sand particles up to a height of z = 0.1 m, and after
reaching steady operation, the height of the bubbling fluidized bed reaches about
0.22 m [200]. The biomass combustion/gasification process occurs mainly in the
lower 0.5 m of the reactor. Fig. 4.8 shows the temporal evolution of mean mass
fractions of N2, CO2, CO, H2, and CH4 averaged over cross-section planes at two
different heights of the reactor (z = 0.6 m and z = 1.1 m) for Case 2b, simulated
using PCM with three different mesh resolutions (Fig. 4.8a–b), and the PCM
and DKM approach with the medium mesh (Fig. 4.8c–d). The two sampling
cross-sections are indicated in Fig. 4.4 as planes A and B. In the initial transient
stage, the biomass particles undergo heating, pyrolysis, partial oxidation, and
gasification, during which the mass fractions of gaseous products (CO2, CO, H2,
and CH4) increase while the mass fraction of inert gas N2 decreases. After a
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Figure 4.8: Temporal evolution of gas product mass fractions over time with different meshes and number of parcels taken
from the cross sections at the height of (a, c) 0.6 m and (b, d) 1.1 m for Case 2b. Values of N2, CO2, and
CO mass fractions are shown on the left vertical axis while H2 and CH4 on the right vertical axis. The results
are from the MP-PIC model with PCM and three different meshes (a, b) and from the MP-PIC model with
PCM and DKM using the medium mesh (c,d).

short time, the reactor reaches steady operation. For the data sampled at the
of plane z = 0.6 m, steady results are reached at 5 s, while at the z = 1.1 m
plane, steady results are reached after 7 s. It is clear that the results from the
three meshes agree very well with each other; the results from PCM and DKM
agree also well during both the transient stage and the steady operation stage.
The difference between the results from the different meshes is smaller than that
from PCM and DKM. Based on the convergence behavior of the results from
three different meshes, the medium mesh was employed in the simulations of
cases 2a – 2g.

Fig. 4.9 shows the distribution of sand particles and sand temperature in a 3D
domain of the lower 200 mm region of the reactor. The biomass inlet is located
on the right side of the domain, ranging from 20 mm to 70 mm. Due to the heat
exchange with cold biomass particles, the temperature of sand particles is lower
in the region where biomass particles are mixed with sand particles. Initially,
the biomass particles flow upwards along with sand particles near the right side
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wall (0.9 – 1 s). When the biomass parcels are injected into the reactor, a small
gas bubble forms around the biomass inlet. The biomass particles are squeezed
into the near-wall zone by the sand particles due to the lower momentum of the
biomass particles than the sand particles. Particles with low density and small
size tend to move toward the edge of the bubble and the upper part of the bed
as a result of the particle-particle collision and the gas-solid interactions.
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Figure 4.9: Distribution of sand particles and sand temperature of Case 2b during the initial development stage of the
reactor, simulated using MP-PIC with PCM.

At t = 1 s, the biomass particles start to spread into the center of the reactor
due to the particle/particle collision. As the biomass particles move near the
wall, the drag force becomes smaller due to the lower carrier velocity ug. In
addition to the drag force, the motion of the particles is driven by the gravity g
and pressure gradient ∇p (Eq. 3.31). The particles descend along the wall until
collision force from other particles and higher pressure from the bottom of the
bed becomes dominant. Then, the particles can escape the near-wall zone and
move to the full fluidization region. From t = 1.1 – 1.5 s, the biomass particles
appear to interact with the sand particles and the surrounding gas only in the
bottom 200 mm region of the reactor. Certain gas bubbles (regions without
any particles) can be found at t = 1.4 – 1.5 s (in the upper right corner of the
domain in Fig. 4.9).

Fig. 4.10 shows the distribution of gas temperature and mass fractions of key
species at t = 20 s in a cross-section plane near the biomass inlet. The shown
cross-section is in the middle plane of the reactor, in a region from the bottom
of the reactor to a height of 200 mm. The region is marked as C in Fig. 4.4,
where the biomass inlet on the right side of the domain is also indicated. The
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Figure 4.10: Distribution of gas temperature, and mass fractions of O2, CO2, CO, H2, and CH4 in Case 2b at 20 s,
simulated using MP-PIC with PCM.

gas temperature is rather uniform, with a slightly low temperature in the region
near the biomass inlet, which corresponds to the cooling by the cold biomass
particles. Oxygen is shown to be consumed quickly in the lower region of the bed,
by reacting with volatile gases CO, CH4, and H2, forming CO2. Higher mass
fractions of CO, CH4, and H2 can be seen on the right side of the reactor, above
the biomass inlet, indicating the region where the pyrolysis and gasification
reactions take place.

In the present bubbling fluidized bed reactor, the biomass particles constitute
only 0.16% of the total mass of the solid phase over the 20 seconds period of
operation (see Table 4.2). As a result, the heat release/loss through combustion,
pyrolysis, and gasification has a relatively insignificant impact on the particle
temperature and gas temperature compared to convective and radiative heat
transfer. This is the reason that the particle temperature and gas temperature
are fairly homogeneous in space and nearly the same as that of the reactor
operation temperature, see Figs. 4.9 and 4.10.

Fig. 4.11 compares the steady-state product gas mole fractions at the reactor
outlet obtained from the simulations and experiments for the seven cases listed
in Table 4.4. The effect of equivalent air ratio (EAR) on the product gas is
shown in Figs. 4.11a and 4.11d. When EAR is increased from 0.3 to 0.4, the
yields of H2, CH4, and CO decrease, while the yields of CO2 and N2 increase.
This trend is shown in the experimental data and is supported by the model
predictions, although the effect of EAR on the predicted results is relatively
weaker. This trend can be explained by the combustion/gasification reaction
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Figure 4.11: Comparison of the mole fractions of product gas between the MP-PIC/PCM simulations (pattern fill), the
previous simulations using the DEM approach [146] (slash fill), as well as with experiments (blank fill) [207]
for seven cases (Cases 2a - 2g) at different operation conditions: (a) SR 0.5, Tr 800 ◦C with various EAR:
0.30, 0.35, 0.40, (b) EAR 0.35, Tr 800 ◦C with various SR: 0.2, 0.5, 0.8, and (c) EAR 0.35, SR 0.50 with
various Tr : 750

◦C, 800 ◦C, 850 ◦C. In (d), the results from the MP-PIC/PCM simulations are re-plotted to
show the trend of the product gas, where the gas mass fractions have been normalized by the corresponding
results of Case 2b.

model shown in Table 4.1, which shows that an increase in the supply of air to
the reactor (an increase in EAR) will enhance the oxidation of H2, CH4, and
CO, resulting in an increasing CO2 yield.

As shown in Figs. 4.11b and 4.11d, when SR increases, the yields of CH4, CO
and N2 decrease, while the yields of H2 and CO2 increase. This is because the
increased amount of steam in the reactor promotes the water-gas shift reac-
tion (reaction R2), the gasification reaction with H2O (reaction R8), and the
methane/water reaction (reaction R1), see Table 4.1. It is observed that higher
operation temperature Tr results in higher yields of H2, CH4, and CO, and lower
yields of the CO2 and N2, see Figs. 4.11c and 4.11d. This can be attributed to
the enhanced gasification/oxidation reactions of char, as shown in Table 4.1.
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Apart from the comparison with the experimental measurements, the MP-PIC
model results are compared with the DEM results of Yang et al. [146]. It is
shown that the computational time required in the MP-PIC simulations is sig-
nificantly shorter than that in the DEM simulations. With a similar number of
mesh cells and processors (64 processors), the DEM simulation took 73 days to
simulate a physical time of 20 seconds of the combustion/gasification process
[146], whereas the present MP-PIC simulations took less than 2 days (with a
Xeon E5-2698v3 Haswell 2.3 GHz CPU). Despite the significant reduction in
computational cost, the MP-PIC model results agree very well with the experi-
ments and the DEM results for most species, with the exception of CO2 and N2.
Compared with the experimental results, the average relative error for H2 and
CO predicted from MP-PIC is 9.13% and 5.94%, respectively. The high relative
error of CH4 can be attributed to the simplified pyrolysis model and the absence
of tar in the model [58] and the low concentration of CH4 in the product gas.
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Figure 4.12: Carrier loads under which stable solution exists for Case 2b. The subscript ”I” indicates the baseline setup
given in Table 4.4; subscript ”D” indicates the condition close to numerical instability. Lines with symbols in
the right figure indicate the computational time required to simulate the combustion/gasification process for
1 second of physical time.

The results from PCM and DKM, as well as the numerical stability and com-
putational cost of DKM and PCM, are evaluated under the EAR, SR, and Tr

conditions of Case 2b. The number of parcels and mesh resolution is varied,
with the number of biomass parcels being modified in proportion to the number
of sand parcels (with the number of biomass parcels being 20% of that of the
sand parcels). As shown in Fig. 4.12, the carrier load increases as the number
of parcels decreases. The fine mesh has a higher carrier load for a given number
of parcels. Each symbol denotes a simulation case that is numerically stable
and has achieved a converged solution. For the PCM, the simulation case with
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the highest carrier load that still performs a stable numerical solution is marked
with triangles. The maximum carrier loads for the coarse, medium and fine
meshes are 0.69, 0.79, and 0.88, respectively. A stable numerical solution can be
obtained for the DKM even with much higher carrier loads. The medium mesh
can handle carrier loads close to 1, and the fine mesh can allow for overloading
parcels, e.g., with a carrier load of 1.5.

Physically, a carrier load close to 1 means that the cell is filled with solid
particles, and a carrier load larger than 1 is not possible. However, numerically,
this situation is unavoidable due to irregular small-size CFD cells in complex
fluidized bed boiler geometries. In DKM, the contribution of local overload-
ing to the solid volume and source terms are redistributed to the surrounding
cells (Eqs. 4.8-4.12). Thus, the DKM offers a more robust method that allows
for achieving numerical solutions with local carrier overloading. With the cell
searching strategy shown in Fig. 4.2 and Fig. 4.3, the DKM is computationally
efficient. The cases with different numbers of sand parcels are tested in parallel
computation with 128-core to obtain results for a physical time of 1 s, and the
running time of each case is shown in Fig. 4.12. The computational efficiency
tends to decline as the number of parcels in the computational domain increases.
The increase in computational time of DKM is within 20% of that for PCM.
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Figure 4.13: Mole fractions of product gases from experiments and numerical simulations using PCM and DKM for Case
2b with different parcel numbers.

Since the source term is redistributed in the DKM, the results from DKM and
PCM could be different. Fig. 4.7 shows that, for Case 1, the difference between
PCM and DKM results is noticeable but not significant. Fig. 4.13 shows the
predicted product gas mole fractions for Case 2 with PCM and DKM based on
the medium mesh. The results with 50,000 sand parcels (and 10,000 biomass
parcels) are labeled as PCML and DKML, and the results with 100,000 sand
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parcels (and 20,000 biomass parcels) are marked as PCM and DKM. As shown
in Fig. 4.13, the DKM results are less sensitive to the number of parcels than
the PCM results. The maximum relative error between PCM and PCML is
12.6%, while the DKM and DKML are less than 5.5%. The DKM results also
agree better with the experiments than the PCM results, in particular for CO2

and N2.

The gas phase governing equations are invalid when the gas volume fraction
is negative. The maximum load of solid in a CFD cell is thus limited. The
theoretical maximum solid volume fraction of a sphere of diameter dp in the cube
of the side length of dp is π/6 ∼ 0.52. Considering the impact of the collision
deformation, and the filling of the void by tiny size particles, the maximum
solid volume fraction is about 0.62 [112, 200]. This is the maximum pack limit
of particles in a cell. If the solid volume fraction exceeds the maximum pack
limit, the results may become non-physical or numerical instability. In PCM,
solid volume fraction is often set to the maximum pack limit if it is above the
limit. This will result in a loss of solid mass. The finer the mesh, the worse
the situation can become [114]. As shown in Fig. 4.13, the loss of biomass
in the overloading cells gives rise to the under-prediction of CO2 mass fraction
from PCM as compared with the experiments, and the over-prediction of mass
fraction of N2. The DKM results are in better agreement due to source term
redistribution that mitigates the loss of biomass in the overloading cells. For
the same reason, biomass loss is likely the reason for the lower gas product mole
fractions of H2, CO, and CH4 predicted by PCM, see Fig. 4.11.

The loss of solid mass in the PCM simulation due to local overloading is in-
directly related to the ”loss” of the solid volume fraction (θ), which is a result
of the numerical implementation of the maximum pack limit. The mass of the
solid phase that is solved in the discrete phase equation (3.17) is not affected by
the loss of θ, since the maximum pack limit is applied to θ but not directly to
the solid mass (mi). For the same reason, the source terms (Eq. 3.59) of the gas
phase governing equations are not affected explicitly. Instead, the source terms
are reduced implicitly due to the change of gas volume fraction (αg). From
Eqs. (3.1,3.5) it appears that an increase of αg is equivalent to a decrease of
the source terms from solid biomass conversion. Since αg increases when θ is
decreased, the mass of gas produced from biomass conversion decreases.

To confirm the above discussion, the total mass of sand particles in the reactor
of Case 2 is evaluated in two different ways. First, the total mass of sand (Ms)
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is computed from the discrete phase,

Ms =

Ns∑
i=1

ms,i

where Ns is the total number of sand parcels andms,i is the mass of the i-th sand
parcel. It is found that Ms is 1.25 kg, i.e., conserved in the process. Second,
Ms is computed from the solid volume fraction

Ms = ρs

∫
Ω
θ(x, t)dV

where ρs is the density of sand particles and Ω is the entire domain of the
reactor. Since the mass of biomass is only 0.16% of the total mass of the solid
phase within the 20 seconds of operation (see Table 4.2), it is expected that Ms

computed from the second method should be only slightly higher than that from
the first method, with an increase less than 0.0016(ρs/ρb), i.e., 0.49% (where ρb is
the density of biomass particles). It is found that Ms from the PCM simulations
of Case 2b (shown in Fig. 4.13) computed using the second method fluctuates
in time around a mean value of 1.12 kg, which is about 10.4% reduction of the
sand mass. DKM can significantly mitigate the loss of θ. For Case 2b, the DKM
results show a loss of Ms by a mean value of 4%. The loss of θ in DKM is also
due to the numerical implementation of the maximum pack limit. In the future
study, the DKM redistribution scheme needs to be further improved to avoid
local overloading to exceed the maximum pack limit.

4.4 Summary

In this Chapter, a three-dimensional MP-PIC model was developed for numer-
ical simulation of heat transfer and biomass combustion/gasification process
in fluidized bed reactors. The conventional MP-PIC method is based on the
particle centroid method (PCM) and coarse grain method (CGM), which is
computationally efficient but suffers from local overloading if the CFD cell is
fine or if locally small-size cells are used. The latter is typically encountered in
studies of fluidized bed furnaces with complex geometries. A distribution kernel
method (DKM) is proposed to replace PCM, aiming to improve the accuracy
and robustness of the method. The following conclusions are drawn:

• The DKM approach can effectively handle the overloading problem of
PCM. It is shown that the PCM simulation becomes unstable if the carrier
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load is high, while DKM can allow for a significantly higher carrier load
without suffering from numerical instability. This enables the use of local
small-size cells typically encountered in the simulation of fluidized bed
boilers with complex geometries.

• For low carrier load conditions, e.g., Case 1 studied in this work, the
DKM and PCM results agree with each other very well. At high carrier
load conditions, e.g., Case 2 studied in this work, the DKM approach gives
an improved prediction of the product gas yields from biomass combus-
tion/gasification, compared with the PCM approach. It is found that the
DKM results are less sensitive to the number of parcels than the PCM
approach.

• The present MP-PIC/DKM approach can capture the transient heat trans-
fer process and biomass combustion/gasification process of bubbling flu-
idized bed reactors. The DKM can be further improved by allowing for
dynamic selection of the distance of the redistribution kernel.
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Chapter 5

An empirical model for
biomass pyrolysis

In this chapter, the multi-phase particle-in-cell (MP-PIC) model coupled with
the distribution kernel method (DKM), discussed in the previous chapter, is em-
ployed to investigate biomass gasification in two lab-scale fluidized bed gasifiers
(FBGs). New development of a biomass pyrolysis model based on an empirical
one-step mechanism is made to improve the prediction accuracy of gasification
products. The simulation results are compared with those from the Particle
Centroid Method (PCM) and experimental measurements. It is shown that the
DKM can improve the robustness and mesh independence. The simulation res-
ults with the new pyrolysis model agree well with the experimental data under
different gasification conditions. The new pyrolysis model is shown to improve
the sensitivity of the yields of gasification products to operating temperature.
The model is able to capture the trend of gas products with respect to variations
in steam/biomass ratio (SR) and operating temperature (Tr). The mechanisms
of the formation of gas products are analyzed based on the numerical results.
By increasing the SR and Tr, the production of H2 and CO2 is shown to increase
while the production of CO and CH4 to decrease. It is shown that varying the
steam/biomass ratio in the range of 0.8 ∼ 2.0 has a minor effect on the pyro-
lysis process and heterogeneous reactions while having a significant effect on
homogeneous reactions, leading to changes in the final composition of the gas
products. Varying the gasifier temperature Tr has on the other hand a crucial
effect on the pyrolysis process, the gasification products, and carbon conversion.
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5.1 Methodology

The governing equations of the continuous and discrete phases involved in fluid-
ized bed gasifiers are described in Chapter 3, where details of turbulence closure,
sub-models for heat/mass transfer between the gas and the particle phases, and
MP-PIC/PCM models can be found. In the following, a detailed description
of the new biomass pyrolysis model is presented. Since most FB simulations
have been carried out using one-step models and the employed chemical rate
constants vary significantly in the literature, it is important to develop a more
robust one-step model that can be used to simulate biomass pyrolysis under a
wider range of operating conditions. This has motivated the present work, in
which a more consistent approach to determine the rate constants by enforcing
element mass conservation law is proposed. A global reaction mechanism is
considered for the pyrolysis of dry ash-free (DAF) biomass, where the formation
of gaseous species, tar, and char is governed by the following reaction,

Biomass → x1CO+ x2CO2 + x3H2O+ x4H2

+x5CH4 + x6C2H4 + x7C3H8 + x8Char,
(5.1)

where xk are the stoichiometric coefficients of volatile and char. High molecular
weight hydrocarbons (tar) are assumed to be cracked to lighter hydrocarbons
in the form of C2H4 and C3H8 [210].

The stoichiometric coefficients xk and the mass fractions of species k in the yield
of the DAF biomass pyrolysis, Yk,F , satisfy the following relation

xk = (Yk,F /Mk)
∑
i

xiMi, (5.2)

where Mk is the molar mass of species k, k = CO,CO2,H2O,H2,CH4,C2H4,
C3H8, and char. In the present model, char is assumed to be pure carbon.

Assume that the element mass fractions of C, H, and O in the DAF biomass are
respectively βC,F, βH,F and βO,F. Element mass conservation law suggests the
following equations to be satisfied during the pyrolysis of biomass:

βC,F =
∑
k

βC,kYk,F ,

βH,F =
∑
k

βH,kYk,F ,

βO,F =
∑
k

βO,kYk,F ,

(5.3)
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where βl,k denotes the mass fraction of element l in species k.

It is shown that the model constants reported in the literature are not always
consistent with the conservation law of element mass fractions of C, H, and
O in the studied biomass. The model constants are often not reactor temper-
ature dependent [67, 103, 168]. In the following, a method of computing the
stoichiometric coefficients is described, accounting for the reactor temperature
effect and the element mass conservation during the pyrolysis of biomass.

The operating temperature Tr has an important effect on the pyrolysis products.
The stoichiometric coefficients of fixed values in pyrolysis reactions result in a
low sensitivity of gasification products to Tr, which is in contrast to the experi-
ment results. To alleviate this issue, an empirical model for the stoichiometric
coefficients of biomass pyrolysis reaction is proposed in this Chapter. The model
constants are derived from the mass conservation of elements C, H, and O and
energy conservation during pyrolysis reactions. Similar approaches have been
used previously by Thunmann et al. [126, 211] for calculation of the biomass
pyrolysis gas composition, Klason and Bai [212] for calculation of biomass com-
bustion in a fixed bed, and Naves et al. [116] for prediction of the biomass
pyrolysis products.

The model can be written as
AY = R, (5.4)

where matrix A is

A =


βC,C3H8 βC,C2H4 βC,CH4 βC,CO βC,CO2 0 0

0 0 0 βO,CO βO,CO2 βO,H2O 0
βH,C3H8 βH,C2H4 βH,CH4 0 0 βH,H2O βH,H2

LHVC3H8 LHVC2H4 LHVCH4 LHVCO 0 0 LHVH2

 .

(5.5)
The first three rows of matrix A are from element mass conservation (i.e.,
Eq.5.3), and the last row is from the energy conservation law during pyrolysis.
Matrix Y and the right-hand-side term R are respectively

Y =



YC3H8,F

YC2H4,F

YCH4,F

YCO,F

YCO2,F

YH2O,F

YH2,F


and R =


βC,F − Ych,F

βO,F

βH,F

α · LHVV

 , (5.6)

where α = βC,F + βH,F + βO,F − Ych,F. LHVV denotes the lower heating value
of pyrolysis gas. Eq. (5.4) consists of 4 equations for 9 unknowns, i.e., the
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pyrolysis yield Yk,F and LHVV . Five additional equations are required to close
the system of equations.

Table 5.1: Empirical parameters derived by Neves et al. [116].

Equation Coefficient of determination

YH2,F = 0.145× (1− exp(−0.11× 10−2 · Tr))
9.384 R2= 0.94

YCO,F = YH2,F · (3× 10−4 + 0.0429/(1 + (Tr/632)
−7.23))−1 R2 = 0.88

YCH4,F = −2.18× 10−4 + 0.146× YCO,F R2= 0.88
Ych,F = 0.106 + 2.43× exp(−0.66× 10−2 · Tr) R2= 0.56
LHVV = −6.23 + 2.47× 10−2 · Tr R2= 0.78

Naves et al. [116] reviewed the pyrolysis experimental data in the literature
and found empirical relations for pyrolysis products YH2,F, YCO,F, YCH4,F, Ych,F
and the pyrolysis gas lower heating value LHVV with expect to variations of
Tr. The empirical relations are shown in Table 5.1. Eqs. 5.2 and 5.4 and the
five empirical relations in Table 5.1 constitute a closed system of equations to
compute the stoichiometric coefficients xk.

Table 5.2: Heterogeneous and homogeneous reactions and the corresponding kinetic rates. Note: E
′
is defined as E

′
=

E/Ru [K].

Reactions Ak E
′
k [K] Ref.

R1 C + CO2 → 2CO 8.3 s/m 5,256 [213]
R2 C + H2O → CO+H2 45.6 s/m 5,256 [213]
R3 CO +H2O → CO2 +H2 2.5×108 m3/(kmol·s) 16,597 [214]
R4 CO2 +H2 → CO+H2O 9.4×109 m3/(kmol·s) 20,563 [214]
R5 CH4 +H2O → CO+ 3H2 312 m3/(kmol·s) 15,098 [214]

The global heterogeneous and homogeneous reactions are employed to couple
with the CFD model and listed in Table 5.2.

5.2 Numerical method and computational cases

The MP-PIC with PCM and DKM models are implemented in an open-source,
finite volume-based CFD code, OpenFOAM v6 [186]. More information about
the numerical scheme is given in Section 3.3. To maintain the computational
efficiency of the DKM model, an efficient cell search algorithm is required to
find the neighboring cells for source term redistribution. Detailed information
about the cell search scheme used in the DKM is given in Chapter 4.

Two lab-scale fluidized bed gasifiers are selected to validate the present model.
A schematic illustration of the gasifiers and computational domains is shown in
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Fig. 5.1. The first gasifier was studied experimentally by Song et al. [52], and
numerically simulated by several groups [58, 67, 102, 103, 168]. The gasifier is of
a rectangular shape, with a cross-section of 40×230 mm2, and a height of 1500
mm. Biomass and gasification agent (a mixture of steam and inert gas nitrogen)
were supplied to the gasifier through an inlet at the bottom of the gasifier, Fig.
5.1b. The biomass particles were transported by the gasification agent upwards
in the gasifier and mixed with hot bed materials (silicon sand particles), where
the biomass particles underwent drying, pyrolysis, and char/steam gasification.
Bed materials and residual char particles in the gasifier were circulated to a
high-velocity fluidized bed combustor where the air was supplied to burn out
the residual char from the gasifier, see Fig. 5.1a. Cyclones and a combination
of several loop seals were employed to allow for the bed materials and residual
char to be circulated between the gasifier and the combustor and to prevent
bypassing of the flue gas from the combustor to the gasifier. Electric heaters
were used in the gasifier and the combustor to control the temperature of the
combustor and gasifier. Thus, the gasifier was operating independently of the
combustor. For this reason, in previous numerical studies of the gasifier, the
combustor section was neglected for simplicity and the results were shown to be
acceptable [58, 67, 102, 103, 168]. This approach is taken here as well to allow
for a comparison of the present results with previous numerical simulations.
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Figure 5.1: Schematic illustration of lab-scale bubbling fluidized bed reactors of Song et al. [52] and Erkiaga et al. [46].
The gasification agent is a mixture of nitrogen and steam for Song et al. [52] and pure steam for Erkiaga et
al. [46], respectively. Note: the particles with yellow, black, and green represent the sand, char, and biomass,
respectively.
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Gasification products were collected at the outlet in the upper part of the gas-
ifier. Yields of gaseous products at the outlet of the gasifier were measured
at varying steam/biomass ratios (SR) using sampling techniques and an offline
gas analyzer (chromatograph, Agilent 6890N), from which the mass fractions of
H2, O2, CO, CO2, CH4, and other heavier hydrocarbons were measured. The
steam/biomass ratio is defined as the ratio of the mass flow rate of steam to that
of biomass. In the experiments of Song et al. [52], the SR was varied from 0.8 to
2.0 with the operating temperature of Tr = 820◦C. Note that Tr is the reference
temperature of the gasifier, which is the temperature of the gasifier wall and the
characteristic temperature of the bed materials. Biomass, steam, and N2 were
supplied from an orifice with a 10 mm width at the center of the bottom plane of
the reactor. The N2 was used as the pneumatic conveying medium for biomass
at a flow rate of 6.9 ×10−4 kg/s. Biomass, which was fresh pine wood, was
injected with a fixed feeding rate of 8.3×10−4 kg/s, and a total weight of 11 kg
of sand was fed in the gasifier at the start. The ultimate and proximate analysis
of the biomass is presented in Table 5.3. The initial temperature of biomass
particles is 25 ◦C, whereas the initial temperature of the bed material is set to
Tr. The physical properties of initial biomass and sand particles are presented in
Table 5.4. In the model, the size distribution of particles is considered using the
Rosin-Rammler distribution function. The number of sand parcels was selected
to be 66,129 and 3000 biomass parcels per second were injected into the domain.

Table 5.3: Ultimate and proximate analyses of the biomass fuels in gasifiers of Song et al. [52] and Erkiaga et al. [46].

Ultimate analysis [wt%] Biomass C H O N &S
Song et al. [52] Pinewood 46.29 6.48 46.08 1.15
Erkiaga et al. [46] Pindwood sawdust 49.33 6.06 44.57 0.04

Proximate analysis [wt%] Volatile Fixed Carbon Moisture Ash
Song et al. [52] 71.78 14.77 11.89 1.56
Erkiaga et al. [46] 73.4 16.7 9.4 0.5

Table 5.4: Initial biomass and sand particle properties for the cases of Song et al. [52] and Erkiaga et al. [46].

Gasifiers Particles di ρi Cp,i Ti

[mm] [kg/m3] [J/kg/K] [◦C]

Song et al. [52] Biomass 1 ∼ 2.5 750 1500 25
Sand 0.25 ∼ 0.7 2300 840 820

Erkiaga et al. [46] Biomass 0.3 ∼ 1 750 1500 25
Sand 0.3 ∼ 0.4 2600 840 800 ∼ 900

The second gasifier selected in this Chapter is the one experimentally studied by
Erkiaga et al. [46]. This case was chosen to investigate the gasification process
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with varying SR and Tr. The main section of the gasifier is of cylindrical shape
and has a dimension of 225 mm in height, and 60.3 mm in diameter. The gasifier
was connected to a tube of 7.6 mm diameter at the bottom plane through a
conical section of 73 mm height. The biomass fuel was supplied to the top of
the gasifier whereas the gas mixture of air, nitrogen, and steam was supplied
from the tube at the bottom plane. The gasifier was placed inside a 1250W
radiant oven and the operating temperature was adjustable, from 800 ◦C to 900
◦C. The SR was varied from 0 to 2. For the case with SR of 1, the steam flow
and biomass flow rate were both 1.5 g/min. For the case with SR of 2, the
biomass feeding rate was reduced to 0.75 g/min. For the case with SR of 0, the
steam was replaced by N2 with a flow rate of 2 L/min. A total mass of 0.07 kg
of sand was fed to the gasifier at the start. The ultimate and proximate analysis
of the biomass is presented in Table 5.3. The composition of sand is assumed
to be pure calcium carbonate. The physical properties of the initial biomass
and sand particles are presented in Table 5.4. In the numerical simulations, the
gasifier geometry was simplified to a cuboid, following the same strategy for the
gasifier of Song et al. [52]. It has been shown that the gasification products
at the top of the gasifier are insensitive to the detailed geometry of the gasifier
since the height of the gasifier is 5 times the width of the gasifier. The residence
time of the biomass particles is sufficiently long, which allows for a complete
gasification process.

For the two gasifiers, the outlet boundary of the computational domain is on the
top plane of the gasifiers, where a fixed-pressure boundary condition is applied
and a zero-gradient condition for the rest of the variables is assumed. The
wall boundary is assumed to be non-slip and constant temperature (the gasifier
operating temperature Tr). The computational cases in Table 5.5 are simulated
using 64-cores of a Xeon E5-2698v3 Haswell computer platform (2.3 GHz CPU)
to obtain results for a physical time of 30 seconds of the gasification process. The
running time of each case is less than 24 h (1536 CPU hours). The geometry of
the first gasifier was simplified to a computational domain with a dimension of
1200×230×40 mm. The total number of mesh cells is 30,000 with a cell number
of 200×30×5 in various dimensions. The geometry of the second gasifier was
simplified to a cuboid with a dimension of 300×60×8 mm3. The gas flow inlet
was simplified to an 8×8 mm2 square. The total number of mesh cells is 18,000
with a cell number of 150×30×4 in various dimensions.
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5.3 Results and discussion

Seven computational cases were simulated to evaluate the gasification model
and to investigate the gasification process. Table 5.5 shows the computational
cases. Cases 1–4 are based on the gasification experiments of Song et al. [52]. In
these cases, the impact of local overloading of particles on the predicted results
from PCM and DKM models is evaluated (Cases 1 and 2), and the impact of
parameter dmax on the DKM results is studied (Case 3). In Case 4, the influence
of SR on the predicted gasification product gas yield is investigated. Cases 5–7
are based on the gasifier of Erkiaga et al. [46]. The performance of the two
pyrolysis models for the prediction of gasification products is evaluated under
various operating temperatures and SRs.

Table 5.5: Computational cases, operating conditions, and numerical setup. In the PCM and DKM cases the pyrolysis
model (Eq. 4.1) is based on constant values of stoichiometric coefficients, while DKMC indicates the DKM

model with the new pyrolysis model. dp is the equivalent diameter of the sand parcel, dp = (6ms/ρsπ)
(1/3).

Here, ms is the mass of a sand parcel.

Cases Model Tr SR αc/p dmax/dp Exp.
[-] [◦C] [-] [-] [-] [-]

1 DKM 820 1.2 1.33∼ 3.98 5 Song et al. [52]
2 PCM 820 1.2 1.33∼ 3.98 - Song et al. [52]
3 DKM 820 1.2 1.98 3∼9 Song et al. [52]
4 DKM 820 0.8∼2 1.98 5 Song et al. [52]
5 DKM 900 0∼2 1.9 5 Erkiaga et al. [46]
6 DKM 700∼900 1 1.9 5 Erkiaga et al. [46]
7 DKMC 700∼900 1 1.9 5 Erkiaga et al. [46]

The sensitivity of numerical results to the mesh size is investigated in Cases 1
and 2. Five different mesh sizes are used, i.e., 0.0067, 0.008, 0.01, 0.0133, and
0.02 m, respectively. It is found that the yields of gasification products (CO, H2,
CH4, and CO2) at the gasifier outlet predicted using the five meshes and DKM
model differ only slightly. As the mesh size is decreased from 0.01 m to 0.0067
m, the yield of CO decreased by 3%, the yield of H2 increased by 0.2%, the yield
of CH4 increased by 1%, and the yield of CO2 increased by 1%. The results
from PCM are more sensitive to the mesh size. The simulation with PCM did
not converge when the finest mesh (0.0067 m mesh size) was used due to the
local overloading of particles. Based on the mesh sensitivity study, the 0.01 m
mesh size was selected as the baseline mesh size in the following simulations.
Further discussion on the mesh size and local overloading will be presented in
Chapter 4.
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5.3.1 Simulation of fluidization and bubble evolution
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Figure 5.2: Instantaneous distribution of sand parcel showing the formation and collapse of the bubbles in the gasifier,
simulated using MP-PIC with DKM for the baseline case (Tr = 820 ◦C, SR = 1.2, Case 1) of Song et al.
[52].

Figs. 5.2 and 5.3 show the formation and development of gas bubbles in the bed
over time for the baseline case (SR = 1.2 and Tr = 820 ◦C, i.e., Case 1) of Song
et al. [52]. The start of biomass injection is t = 0 s. At t = 0, the sand particles
are uniformly distributed in the lower part of the gasifier (with a 0.6 m height).
After 18 seconds the quasi-steady-state fluidization is reached. The formation
and collapse of bubbles evolve in time and space. A typical period of bubble
formation and collapse can be visualized from 18 s to 19 s in Figs. 5.2 and 5.3.
As shown in Fig. 5.2, at t = 18.0 s two large gas bubbles are formed with one
bubble close to the inlet and another bubble in the higher bed region. Inside
the bubble higher gas pressure develops because of the stack of sand parcels.
Due to the high momentum of the gas flow from the bottom inlet, the bubble
rises, and the bed expands. From 18 s to 18.2 s, the high-pressure gas pushes
the sand parcels further upwards. Since the parcels around the bubble move
slower than the gas in the bubble, the gas escapes from the bubble, and the
bubble collapse at t = 18.4 s. The bed materials return to a similar height as
that at t = 18.0 s, followed by a new sequence of formation (t = 18.6 s to t =
18.8 s) and collapse of the bubble at t = 19 s. This process of bubble formation
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Figure 5.3: Instantaneous distribution of biomass parcels following the formation and collapse of the bubbles in the reactor,
simulated using MP-PIC with DKM for the baseline case (Tr = 820 ◦C, SR = 1.2, Case 1) of Song et al.
[52]. The color bar indicates the particle temperature.

and collapse is rather random, and bubbles at different positions have different
fluidization frequencies due to different pressure drops. The biomass particles
follow a similar pattern as the sand particles, except that some small biomass
char can fly further downstream than the sand particles do.

The gasifier is a spout-fluidized bed reactor. The gas velocity in the proximity of
the steam/biomass inlet is higher than the fluidization velocity of the particles.
Since the size of the sand particles varied from 0.25 ∼ 0.75 mm, and initial bio-
mass particle size varied from 1.0 ∼ 2.5 mm, the minimum fluidization velocity
Umf varies from 0.048 m/s ∼ 0.73 m/s and 0.48 ∼ 0.76 m/s for the sand and
biomass particles, respectively, according to Ergun correlation [148, 215] for the
minimum fluidization. The inlet gas velocity varied from 3.4 m/s to 5.8 m/s,
under the different steam/biomass ratio conditions listed in Table 5.5.

The high inlet gas velocity carried the biomass particles upwards from the bot-
tom of the gasifier. The fuel particles are mixed with the sand particles and
heated up quickly by the sand particles, from room temperature to the reactor
operating temperature Tr. As a result of drying and devolatilization, the mass
of the particles decreased quickly. Figure 5.4 shows the distribution of bio-
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Figure 5.4: Instantaneous distributions of wet biomass particles (with the mass of water vapor in the particle mvapor > 0),
of particles undergoing pyrolysis (with volatile mass in the particle mdevol > 0), of char particles (mchar ,
with a negligible mass of volatile in the particle), and of the entire fuel particles with the color denoting the
mass of the particles normalized by their corresponding initial mass, and distribution of the sand particles with
color indicating their temperature. The results were from numerical simulations using MP-PIC with DKM for
the base case (Tr = 820 ◦C, SR = 1.2) of Song et al. [52]. The time instant corresponds to t=18.2 s in Fig.
5.2).

mass particles at a time instant (corresponding to t=18.2 s in Fig. 5.2), where
the mass loss due to drying (mvapor/mp,0), and pyrolysis (mdevol/mp,0) can be
identified. Drying of particles occurred in the proximity of the gasifier inlet,
z < 0.3m, whereas pyrolysis took place in the region of z < 0.7m. Most of
the fuel particles are in the form of char. As shown in Fig. 5.4, the spatial
distributions of sand particles and biomass particles show certain similarities,
e.g., very few particles in the gas bubble region, but the distributions are not
identical.

The process of bubble formation and collapse has an important impact on the
gasification process and the local concentration of gas species. This can be
evidenced in the instantaneous distribution of CO2, which indicates the result
of the pyrolysis, gasification, and volatile reactions, see Fig. 5.5. The CO2

concentration is high at the bottom of the gasifier in the region surrounding
the inlet, e.g., region A. This can be attributed to the accumulation of pyrolysis
products in the recirculation zone. Slightly above the inlet, in region B, the CO2

concentration becomes low because of local high gas velocity in the gas bubble
and thus the short residence time of local biomass particles. In this region, the
biomass particles are newly injected from the bottom inlet and the particles are
undergoing drying and the biomass particle temperature is low, see Figs. 5.2
and 5.3. Further downstream in region C, the biomass particles are heated up
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Figure 5.5: Instantaneous distribution of mole fraction of CO2 in the reactor, simulated using MP-PIC with DKM for the
base case (Tr = 820 ◦C, SR = 1.2) of Song et al. [52].

quickly to reactor temperature (Tr) and the pyrolysis and gasification reactions
start to occur resulting in an increase of CO2 concentration.

The spatial distribution of CO2 varies significantly in time in the vicinity of the
bubble formation/collapse region. The bubble region disturbs the flow pattern
making the CO2 distribution vary in time. Further downstream where the sand
particles are scarce, the residence times of the biomass particles are sufficiently
long, and the gasification process is nearly completed. The CO2 distribution
becomes more uniform. A nearly constant value of CO2 mole fraction is observed
at the reactor outlet (for t = 18 s to t =19 s). This is true for all gaseous
species. Thus, the results at the outlet after 18 s are used to compare with the
experiments of gaseous species from the gasifier.

5.3.2 Local overloading and performance of the DKM model

The local overloading can happen when the solid volume fraction, θs, is higher
than the physical packing limit in a cell. The physical packing limit refers to
the maximum solid volume fraction that the local cell can accommodate. As
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discussed in previous studies the limit for such a system is θs ∼ 0.62, see e.g.
[112, 127]. Exceeding this limit will lead to numerical instability or non-physical
results, such as a violation of mass conservation.

Fig. 5.6 shows the comparison of the performance of DKM and PCM with
regard to local overloading. A distribution function f(θs) for the solid mass
fraction of the cells containing parcels, as expressed below, is used to evaluate
the model performance with regard to overloading,

f(θs) = Nθs/Ncell. (5.7)

In this expression, Nθs and Ncell are the number of cells with the value of θs
and the total number of cells containing one or more parcels in the domain,
respectively. This function is calculated at 5 s, 10 s, and 15 s for both models,
as presented in Fig. 5.6. In PCM, over 15% of cells fall in the overloading region
(θs >0.62) while in the DKM model, the overloading problem is improved and
over 98% of θs is less than 0.6.

Overload

DKM

PCM

Figure 5.6: The distribution function of solid phase volume fraction at different time t for cases of Song et al. [52], 5s,
10s, and 15s simulated using DKM (Case 1) and PCM (Case 2). The shaded area indicates the overloading
conditions.

Large source terms and small αg(= 1− θs) from large parcels in a cell can cause
numerical instabilities, leading to numerical artifacts. This issue arises when
small cell size is used in comparison to the size of the parcel. To quantify this
effect, the ratio between the cell size and the parcel size, as defined below, is
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Figure 5.7: Effect of mesh size on the predicted product gas yield at the outlet of the gasifier of Song et al. [52]. The
time-averaged mole fractions of species at the outlet of the gasifier are normalized based on the case with
αc/p = 1.98. The results are obtained with DKM (Case 1) and PCM (Case 2).

used to evaluate the model performance,

αc/p =
3
√

Vc/dp. (5.8)

where dp is the equivalent diameter of the same parcel, see Table 5.5.

Five different mesh sizes are used, resulting in five different αc/p of 1.33, 1.59,
1.98, 2.64, and 3.98. Smaller αc/p means higher mesh resolution. These values
correspond to grid cell sizes of 0.0067 m, 0.008 m, 0.01 m, 0.0133 m, and 0.02
m, respectively. Fig. 5.7 shows the results from PCM and DKM with regard to
different mesh sizes and different αc/p. The mole fractions of different species at
the outlet of the reactor, as presented in Fig. 5.7, are normalized with respect
to the case with αc/p of 1.98. At αc/p of 1.33, the finest grid, the PCM model
did not give a converged numerical solution due to local overloading. Increasing
αc/p to 1.59, PCM predicted a significantly higher H2 and CO2 mole fraction
but a lower CO and CH4. Within the studied range of αc/p, the PCM predicted
a maximum relative change of the mole fractions of 4%, 21%, 13% and 8% for
H2, CH4, CO, and CO2, respectively. In DKM, the relative change is less than
5% for all the species. Overall, PCM strongly depends on predicted results on
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the mesh size. DKM shows an improved mesh independence for all the studied
cases, due to the better mass conservation of the solid phase.

To examine the mass loss due to the use of the θs limiter, the total mass of
sand particles in the domain is computed in two different ways, (a) by summing
up the total mass of parcels (Ms,d), and (b) by integration of the solid volume
fraction in the domain (Ms,c). A mass loss error (ε) is defined as,

ε =
Ms,d −Ms,c

Ms,d
× 100%, (5.9)

to evaluate the performance of the two models. The total mass of sand (Ms,d)
computed from the discrete phase is

Ms,d =

Nsand∑
j=1

ms,j , (5.10)

where Nsand is the total number of sand parcels in the entire gasifier and ms,j is
the mass of j-th sand parcel. It is found that Ms,d is 1.25 kg, the same as that
initially placed in the gasifier of Song et al. [52]. This means that the mass of
sand is conserved in the gasifier. On the other hand, Ms,c computed from the
solid volume fraction of the sand particles (θs) indicates the mass loss due to
the use of θs limiter.

Ms,c = ρs

∫
Ω
θs(x, t)dV, (5.11)

where ρs is the density of sand particles and Ω is the entire domain of the reactor.
As shown in Fig. 5.7, the mass loss error in the prediction with DKM is less
than 4%, and the result has a weak dependence on mesh size. With PCM, an
increase in αc/p leads to an increase in mass loss error ε, from 7% to more than
11%. With a coarse mesh (large αc/p), the local overloading will have a large
contribution to the mass loss due to the large local cell volume. A fine mesh
would however give rise to high local source terms and locally small αg. This
leads to numerical instability, e.g., in the case of αc/p = 1.33, the simulation
with the PCM model could not converge.

The parameter dmax in Eq. 4.6 is selected to define the size of the domain of
redistribution in the DKM model. A sensitivity study of the results to dmax is
performed. As shown in Fig. 5.8, four different dmax/dp of 3, 5, 7, 9 are tested
to evaluate the sensitivity of predicted gasification products to dmax. The mole
fractions of species have low sensitivity to dmax/dp in the range of 3 ∼ 10.
As dmax/dp increases, the number of surrounding cells increases at a rate of
(dmax/dp)

3 in the three-dimensional domain. The number of surrounding cells
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Figure 5.8: Effect of parameter dmax/dp in the DKM (Case 3) on the predicted gasification products at the outlet of the
gasifier of Song et al. [52].

to distribute the source terms will increase eight-fold when dmax/dp is increased
from 2 to 4 leading to higher computational cost. A value of 3 ∼ 5 for dmax/dp
is shown suitable for the cases evaluated in this Chapter.

5.3.3 Biomass gasification under different steam/biomass ratio
conditions

The DKM model is used to investigate the effect of operating conditions on the
yield of different species in FBGs. In Fig. 5.9, the mole fractions of H2, CH4, CO,
and CO2 at the outlet of the gasifier are presented for different steam/biomass
ratios. Experimental measurements and previous numerical results are presen-
ted for comparison. The current numerical results agree well with the experi-
mental measurements of Song et al. [52], as well as the simulations of Wang et
al. [67] and Qi et al. [103]. The trend of increasing H2 yield and decreasing CO
yield with increasing SR is very well captured.

Increasing the steam/biomass ratio corresponds to the increase of steam con-
centration and superficial velocity of the FBG. As shown in Fig. 5.9(a), by
increasing the SR, the mole fraction of H2 increases while the mole fraction of
CH4 decreases. The mechanism behind this can be explored using the present
model. During the gasification process of biomass and homogeneous reactions,
H2 is produced from three sources: pyrolysis, the heterogeneous reaction of char
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Figure 5.9: Comparison of the mole fractions of H2, CH4, CO, and CO2 between the present simulations (Dashed line with
circle mark) using DKM (Case 4), previous simulation by Wang et al. [67] (Dash dotted line with triangle mark),
the previous simulation by Qi et al. [103] (Short dashed line with nabla mark), as well as with experiments of
Song et al. [52] (Square mark) at different steam/biomass ratios and operating temperature Tr of 820 ◦C.
Note: A value of 0.2 is added to the mole fractions of CO2.

and steam (R2), and homogeneous reactions (R3, R4, and R5). The pyrolysis
process is highly affected by the furnace temperature, however, less affected by
the steam concentration. The stoichiometric coefficients in Eq. 5.1 are con-
stant for all the SR conditions in this model, indicating that the variation of
the mole fractions of H2 and CH4 with SR is not due to pyrolysis reactions.
On the other hand, increasing the steam concentration will increase the rate
of the heterogeneous reaction (R2) leading to higher H2 formation. Moreover,
the reaction rate of char, as presented in Eq. 3.26, is affected by parameters
Asi, pk, Rd,k, and Da′k. The increase of SR increases the rate of reaction R2
by increasing pk, since Asi and Da′k are constants (Rr,k ≫ Rd,k → Da′k ≈ 1),
and Rd,k is only affected by the gas and particle temperatures. However, the
effect of R2 on H2 formation is very limited due to the very small diffusion rate
and parcel surface area. Therefore, the increase of H2 with SR is mainly due to
the homogeneous reactions R3 and R5, which are in favor of H2 formation due
to the increase of steam concentration. Related to water-gas shift reaction R3
and R4, as SR increases, the rate of R3 increases while the rate of R4 has no
significant change, leading to more consumption of CO and in favor of H2 and
CO2 formation. Compared to the trend of H2, the CH4 mole fraction is rather
constant, due to the fact that the kinetic rate of reactions R4 and R5 is much
slower than R3.

Fig. 5.9(b) shows the comparison of mole fractions of CO and CO2 between the
results from the current simulation and experimental data of Song et al. [52], as
well as the simulations of Wang et al. [67] and Qi et al. [103]. The results show
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Figure 5.10: Comparison of the mole fractions of H2, CH4, CO and CO2, and carbon conversion ratio between predictions
using the DKM (Cases 5) and experiments of Erkiaga et al. [46] (filled symbol) under different steam/biomass
ratio conditions.

a decreasing trend of CO with increasing SR. CO is produced from the pyrolysis
process, heterogeneous reactions R1 and R2, and homogeneous reactions R3,
R4, and R5. By increasing SR, the reactions R4 and R5 are in favor of CO
formation while the reaction R3 is in favor of CO consumption. Due to the
kinetic rate R4 being much slower than R3, the mole fraction of CO decreases
as the SR increases while the mole fraction of CO2 increases.

5.3.4 Biomass gasification under different gasifier operating con-
ditions

The gasifier of Erkiaga et al. [46] is selected to evaluate the gasification model
in a wider range of operating conditions, including gasifier temperatures and
steam/biomass ratios. Fig. 5.10 shows a comparison of the mole fractions of
main gaseous products (H2, CH4, CO, and CO2) and the carbon conversion
ratio between the predictions using DKM with the new pyrolysis model and the
experimental measurement. The carbon conversion ratio is defined as

CCR =

∑
k βC,kYk
βC,F

, (5.12)

where Yk represents the mass fraction of species k in the gasification products
that contain carbon element, i.e., C3H8, C2H4, CH4, CO, H2, and CO2. βC,k

and βC,F are the element mass fraction of C in the species of k and in the DAF
biomass, respectively, see Eq. (5.3). For a wide range of steam/biomass ratio,
i.e. 0 ∼ 2, the simulation results agree well with the experimental measurement
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of Erkiaga et al. [46]. Within the SR range of 0 ∼ 1, the composition of
gasification products changes significantly with SR, and the carbon conversion
ratio increases from 0.61 to 0.69. For the SR range of 1 ∼ 2, the product
composition varies with SR at a slower rate compared to that under the low SR
conditions. This result is consistent with the experiments of Song et al. [52], as
shown in Fig. 5.9. The level of carbon conversion ratio reaches the maximum
value of 0.7 and keeps nearly constant with further increase of SR.

The impact of SR on biomass gasification may be explained as follows. At low
concentrations of steam, the gas products are mainly produced from pyrolysis.
At high SR conditions, the high concentration of steam promotes the hetero-
geneous reaction (R2) and homogeneous water-gas shift reaction (R3). The
enhanced heterogeneous reaction R2 results in a higher carbon conversion ratio
and higher yield of H2, along with enhanced production of CO. The enhanced
water-gas shift reaction R3 converted a large portion of the CO to H2 and CO2,
resulting in a further increase of the yield of H2. With increasing SR, the homo-
geneous reaction R5 is also enhanced, which results in a decrease of CH4 mole
fraction in the final gasification products. Finally, as the steam surrounding the
biomass particles tends to saturate at high SR, further increase of steam does
not show an increasing impact on the rate of biomass gasification.

Fig. 5.11 shows a comparison of the compositions of gaseous products and the
carbon conversion ratio at different Tr from the numerical simulations and the
experiments of Erkiaga et al. [46]. The conventional model in which the stoi-
chiometric coefficients of volatile are kept constant (M2), and the new pyrolysis
model (M1), are used to simulate the gasification process. Since the predicted
carbon conversion ratio of M1 agrees very well with the experiments at Tr of
900 ◦C, the stoichiometric coefficients at this temperature have been chosen in
M2. The yields of H2 and CO2 and the carbon conversion ratio are shown to
increase while the yields of CO and CH4 are shown to decrease with increas-
ing Tr. The yields of gaseous products show a nearly linear variation with Tr.
The predicted results using the new pyrolysis model agree better with the ex-
perimental measurements of Erkiaga et al. [46] than the conventional pyrolysis
model. Using the conventional pyrolysis model, the sensitivity of mass frac-
tions of the products to Tr is significantly underestimated compared with the
experimental measurements.

The mechanisms of biomass gasification at different gasifier operating temper-
atures can be explained as follows. The impact of Tr is manifested through the
pyrolysis reaction, the heterogeneous reactions (R1 and R2), and the homogen-
eous reactions (R3, R4, and R5). Among these reactions, the pyrolysis reaction
plays a very important role. As shown in Fig. 5.12, the mass fractions of pyro-
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Figure 5.11: Comparison of the mole fractions of H2, CH4, CO and CO2, and carbon conversion ratio between predictions
of Case 7 with the DKMC (Dash line), Case 6 with the conventional pyrolysis model (Dash dot line) and the
experiments of Erkiaga et al. [46] (filled symbol) under different operating temperatures.

lysis gas species are strongly affected by Tr. In particular, the mass fraction of
H2 increases with Tr, which results in an increasing mole fraction of H2 in the
final gasification products. The lower carbon conversion ratio at low Tr is also
largely due to the high char mass fraction after the pyrolysis reaction.

Although the pyrolysis step has a great impact on the final products of biomass
gasification, the char gasification reactions (R1, R2) and the homogeneous gas
reactions (R3–R5) are also important. As shown in Fig. 5.12, CO2 is the
main gas species from pyrolysis below 850 ◦C while CO has the highest mass
fraction above 850 ◦C. The trend of CO and CO2 mass fractions of the final
gasification product is however opposite to that after the pyrolysis, as shown
in Fig. 5.11. The high CO mole fraction at low Tr is likely due to the higher
amount of char, which results in a high production CO due to the gasification
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Figure 5.12: Mass fractions of pyrolysis gas products and char at varying Tr under conditions of the experiments of Erkiaga
et al. [46]. The mass fractions of the pyrolysis gas and char were calculated using the pyrolysis model (Eq.
5.4) for a range of Tr (700 ◦C ∼ 950 ◦C).

reactions R1 and R2. Reaction R1 also consumes a large portion of CO2 leading
to a lower CO2 mole fraction in the final gasification gas at low temperatures.
Since the mass fraction of CH4 in the pyrolysis gas is rather low, and CH4

is involved only in reaction R5, the variation of the mole fraction of CH4 is
not highly sensitive to Tr. This explains the nearly constant CH4 yield in the
gasification gas at different Tr, which is observed in both experiments and model
predictions. With the conventional pyrolysis model, the pyrolysis char and CO2

are independent of Tr; the predicted final mole fraction of CO and CO2 in the
gasification products are therefore fairly independent of Tr. This indicates the
importance of incorporating temperature-dependent stoichiometric coefficients
in the one-step pyrolysis model Eq. (5.1).

5.3.5 Discussion

The developed pyrolysis model improves the prediction of gasification products
at varying operating temperatures. However, certain limitations/shortcomings
exist in the one-step pyrolysis model, which can be further explored and im-
proved in the future. The one-step pyrolysis model is developed based on the
empirical data of the pyrolysis experiments for various biomass fuels, under dif-
ferent operating conditions (heating rate, particle size, etc.). More data samples
are needed to verify the reliability of the empirical corrections. Moreover, a more
comprehensive pyrolysis mechanism of biomass and pyrolysis products (gaseous,
char, ash, and tar) needs to be developed to address the complexity of pyrolysis
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and the impact of biomass composition. The present one-step pyrolysis model
is a step forward toward the computation of the pyrolysis products for varying
biomass properties (i.e., the element mass fractions of C, H, and O) and oper-
ating temperature. However, only seven major pyrolysis products (CO, CO2,
CH4, H2, H2O, C2H4 and C3H8) could be calculated using the pyrolysis model,
see Eq. 20. When more than seven pyrolysis products are considered, the model
cannot be closed due to the requirement of more empirical input. To this end,
a multi-step pyrolysis model with low computational cost and a reduced model
for tar decomposition in the gas phase is desirable to reveal the underlying pyro-
lysis mechanism in CFD simulations. Moreover, global homogeneous reactions,
see Table 1, are employed in the current CFD model. These global reactions
have been employed in CFD simulations of fluidized bed combustion and gas-
ification due to their simplicity and high computational efficiency [58, 59, 67,
86–88, 103, 168, 169, 207, 216]. However, these global reactions do not consider
the actual reaction paths occurring in the homogeneous phase, since key species
such as radicals H, O, and OH are neglected. More detailed chemical reaction
models with elementary reactions and radical species are required to uncover
the transformation paths of gas species in the homogeneous phase.

5.4 Summary

A three-dimensional computational fluid dynamics (CFD) model is developed
and evaluated for numerical simulations of biomass gasification in fluidized bed
gasifiers (FBGs) under different steam/biomass ratio (SR) and gasifier operat-
ing temperature (Tr) conditions. The CFD model is based on the multi-phase
particle-in-cell (MP-PIC) model and the distribution kernel method (DKM,
Chapter 4) that aims to solve the local overloading problem in the numerical
simulation of FBGs using the conventional particle centroid method (PCM). A
new one-step pyrolysis model is proposed to improve the sensitivity of the gasific-
ation products to operating temperature Tr. The gas/solid interactions, particle
collision, heat and mass transfer, radiation, and homogeneous and heterogen-
eous chemical reactions are considered in this model. The main conclusions are
summarized as follows:

• The 3D CFD model with DKM can overcome the local overloading prob-
lem that the PCM can not simulate. A mesh-independent result can be
achieved with the DKM, while the PCM results show a clear dependency
on the mesh size. DKM yields a better agreement with the experimental
measurements than the conventional PCM.
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• The new empirical pyrolysis model can capture the trend of gasification
products with respect to the variation in SR and Tr. It is found that the
mole fractions of H2 and CO2 increase and the mole fractions of CO and
CH4 decrease as SR and Tr increase within a range of SR of 0 ∼ 2 and Tr of
800 ◦C ∼ 900 ◦C. The new pyrolysis model predicted a better dependence
of the gasification products on Tr.

• The mechanisms of the experimentally observed trend of gasification yield
are investigated based on the CFD model. The gasification products are
affected by the biomass pyrolysis reaction, heterogeneous char gasification
reactions, and homogeneous gas reactions. The H2 concentration in the
final gasification products and the carbon conversion ratio are strongly
affected by the pyrolysis reaction. However, the heterogeneous char gasi-
fication reactions and homogeneous volatile gas reactions, in particular the
water-gas shift reaction CO + H2O ↔ CO2 + H2, have also an important
impact on the CO, CH4 and CO2 concentrations in the final gasification
products.
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Chapter 6

CFD simulation of biomass
combustion in an industrial
CFB boiler

In this chapter, the MP-PIC model with the coarse grain method (CGM) and
the distribution kernel method (DKM) discussed in the previous chapters is
employed to investigate the hydrodynamic and combustion characteristics of
biomass particles in an industrial-scale circulating fluidized bed (CFB) boiler.
The challenge of CFD simulation in industrial-scale fluidized bed boilers is the
high computational cost due to the huge number of particles in the system. With
MP-PIC and CGM, local particle overloading could occur, leading to the numer-
ical simulation diverging. The MP-PIC/CGM coupled with DKM was shown to
overcome the local overloading problem. The CFD predictions were compared
with onsite temperature experiments in the furnace. The predicted furnace tem-
perature agreed fairly well with the data measured during the furnace operation.
The CFD results were used to analyze the transient solids mixing and fluidiz-
ation characteristics, and the thermochemical process in biomass combustion.
The physical and chemical processes of the granular flow in the industrial-scale
CFB boiler were analyzed to gain insight into the CFB boiler operation.

6.1 Methodology

In the current CFD model, the governing equations of the continuous and dis-
crete phases involved in the fluidized bed boiler are described in the Eulerian
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and Lagrangian frameworks, respectively. The detailed description of governing
equations for the gas phase, turbulence closure models, and sub-models for the
particle phase was presented in Chapter 3. In the following further details about
the biomass pyrolysis model and gas phase NOx chemistry are presented.

A one-step pyrolysis model involving nitrogen conversion is employed, following
the literature [39, 58, 67, 103, 127, 146]. The one-step pyrolysis reaction model
is written as

Biomass → x1CO+ x2CO2 + x3H2O+ x4H2 + x5CH4

+x6HNCO+ x7HCN+ x8NH3 + x9NO+ x10C(s),
(6.1)

where C(s) denotes char in the solid phase. xj are the stoichiometric constants,
i.e., x1 = 0.5014, x2 = 0.0954, x3 = 0.0864, x4 = 0.0512, x5 = 0.1060, x6 =
0.0021, x7 = 0.0043, x8 = 0.0067, x9 = 0.0005, and x10 = 0.1458. In this model,
volatile nitrogen-containing species released during the pyrolysis process include
NH3, NO, HCN, and HNCO, whose release rates are proportional to biomass
pyrolysis.

Biomass NOx formation mechanism has been investigated for several decades.
Winter et al. [217] investigated the NOx formation of different biomass fuels
in a fluidized bed combustor and a grate furnace. NO, N2O, HCN, and NH3

were measured in the flue gas shortly after biomass combustion while N2O was
rapidly converted to N2. HCN was formed in quantities similar to NH3 during
woody biomass combustion and the HCN/NH3 ratios depend on the H/N ratio
in biomass fuels. According to the measurements of Bassilakis et al. [218]
and Hansson et al. [219], HNCO is a significant intermediate product for NOx

formation during biomass combustion. In the study of Bassilakis et al. [218],
the mass ratios (dry basis) of NH3/HCN/HNCO at a heating rate of 30 K/min
are 37/43/20 for wheat straw and 35/26/39 for tobacco, respectively. Hansson
et al. [219] reported that the mass ratios (dry basis) of NH3/HCN/HNCO are
57/28/15 at a pyrolysis temperature 973 K and 31/60/9 at 1273 K, respectively.
According to studies by Leppälahti and Koljonen [220] and Weissinger et al.
[221], NH3 is the main nitrogen-containing intermediate product during biomass
pyrolysis. Zhou et al. [39] showed that up to 1-4% of nitrogen is directly
converted to NO during biomass pyrolysis. Despite numerous studies on NOx

formation in biomass combustion, there is no general consensus on the ratio of
NH3/HCN/HNCO/NO in the published literature. Based on the above studies,
the components containing nitrogen in the pyrolysis products are NH3, HCN,
HNCO, and NO in descending order. NH3 is the main component of pyrolysis
nitrogenous products while the ratio of HCN/HNCO is approximately 2. The
mass ratio of NH3/HCN/HNCO/NO during biomass pyrolysis is estimated to
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be 51/31/15/3 in the present work. This ratio is used to determine the model
constants xj in Eq. (6.1).

Simplified homogeneous reactions of volatile gas and heterogeneous reactions
of char used in this study are listed in Table 6.1. In this model, thermal NO
formation is neglected because the maximum temperature in the furnace is lower
than 1600 K, i.e., fuel-NOx from nitrogen in the biomass is the main source of
NOx formation. This chemical kinetic model is selected mainly due to its high
computational efficiency. The NO chemistry (R9–R16) has been used by Zhou
et al. [39] to predict NO formation in straw combustion in a fixed bed furnace
showing good accuracy.

Table 6.1: Homogeneous and heterogeneous reactions considered in biomass combustion and gasification. Note: C(s) is
solid phase char. Ck represents the molar concentration of gas species k.

Reference Reactions Reaction rate [Kmol/m3/s]

R1 [194, 199] CH4 + H2O → CO + 3H2 0.312exp(−15,098
Tg

)CCH4CH2O

R2 [194, 199] CO + H2O → CO2 + H2 2.5× 108exp(−16,597
Tg

)CCOCH2O

R3 [194, 199] CO2 + H2 → CO + H2O 9.43× 109exp(−20,563
Tg

)CCO2CH2

R4 [194, 199] CH4 + 2O2 → CO2 + 2H2O 2.119× 1011exp(−24,379
Tg

)C0.2
CH4

C1.3
O2

R5 [194, 199] CO + 0.5O2 → CO2 1.0× 1010exp(−15,154
Tg

)CCOC
0.5
O2

R6 [194, 199] H2 + 0.5O2 → H2O 2.2× 109exp(−13,109
Tg

)CH2CO2

R7 [222] NH3 + O2 → NO + H2O + 0.5H2 1.21× 109exp(−8,000
Tg

)CO2CNH3

R8 [222] NH3 + NO → N2 + H2O + 0.5H2 8.73× 1017exp(−8,000
Tg

)CNOCNH3

R9 [39, 223] CH4 + NO → HCN + H2O + 0.5H2 2.7× 106exp(−9,466
Tg

)CNOCCH4

R10 [39, 223] CH4 + NO → CO + 2H2 + 0.5N2 2.7× 106exp(−9,466
Tg

)CNOCCH4

R11 [39, 223] HCN + 0.5O2 → CNO + 0.5H2 2.14× 105exp(−10,000
Tg

)CO2CHCN

R12 [39, 223] CNO + 0.5O2 → CO + NO 2.14× 105exp(−10,000
Tg

)CO2CHCN

R13 [39, 223] CNO + NO → N2 + 0.5O2 + CO 1.02× 109exp(−25,460
Tg

)CO2CHCN

R14 [39, 223] HNCO → NCO + 0.5H2 2.14× 105exp(−10,000
Tg

)CO2CHNCO

R15 [39, 223] NCO + 0.5O2 → NO + CO 2.14× 105exp(−10,000
Tg

)CO2CHNCO

R16 [39, 223] NCO + NO → N2 + 0.5O2 + CO 1.02× 109exp(−25,646
Tg

)CO2CHNCO

R17 [146, 204] C(s) + 0.5O2 → CO 0.046× 107exp(−13,523
RuTi

)

R18 [146, 204] C(s) + H2O → CO + H2 1.71× 107exp(−211,000
RuTi

)

R19 [146, 204] C(s) + CO2 → 2CO 9.1× 106exp(−166,00
RuTi

)
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6.2 Numerical methods and computation cases

6.2.1 Numerical scheme

The governing equations are numerically solved using an open-source CFD code,
Open-FOAM v6 [224], where the MP-PIC collision model for the discrete phase
and the DKM model for the coupled source terms were implemented. Moreover,
an efficient cell search algorithm to find the neighboring cells and a strategy of
the message passing interface (MPI) for the parallel computation were imple-
mented for DKM. More details about the cell search scheme are given in Chapter
4.

A finite volume method (FVM) was used for the numerical solution of the con-
tinuous phase equations. More details about the FVM scheme and the numerical
scheme for the solid phase are given in Section 3.3.

6.2.2 Computational cases

The CFD model was applied to simulate the granular flow and combustion
process of biomass in an industrial-scale CFB boiler. A schematic illustration
of the boiler is shown in Fig. 6.1, where only half of the computational domain
is shown in the figure due to the symmetry of the geometry. The boiler has a
110 MW thermal power output. Shown in the figure are the two key parts of
the boiler, the furnace (combustion chamber), and the cyclones (for recovery of
flying-ash, char, and sand particles).

The furnace section has a height of 30 m (z−direction), a width of 8.7 m
(x−direction), and a depth of 5.4 m (y−direction). The primary air inlet is
at the bottom of the furnace and 8 secondary air inlets are at the height of
z = 5.5 m (upper row) and 1.0 m (lower row). The primary air inlet is of a
rectangular shape, with a cross-section of 8.7 m × 2.4 m. The secondary air
inlets are of a circle shape, with a diameter of 0.4 m at the lower row and a
diameter of 0.475 m at the higher row, see Fig. 6.1. The lower part of the
furnace has a trapezoidal shape, with a height of 6.5 m. Further up the furnace
has a rectangular cross-section, with a 20 m height and a cross-section of 5.4 m
× 8.7 m. The cyclones are of cylindrical shape and have a height of 9.25 m and
a diameter of 4.0 m. The cyclones are connected to the furnace through two
pipes of 0.5 m diameter for circulating the solid particles. Flue gas flows to the
top box above the furnace where an outlet region is indicated in Fig. 6.1.
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Figure 6.1: Computational domain of the 110 MWth industrial-scale CFB boiler. Only half of the computational domain
is shown due to the symmetry of the furnace geometry.

The proximate analysis and physical properties of the biomass and sand particles
are presented in Table 6.2. The biomass is a mixture of waste wood, wood chips,
sawdust, and bark with a mass ratio of 6/3/2/1. A total mass of 60,000 kg of
sand particles was fed to the furnace at the start of the simulation. The biomass
was supplied to sand-returning pipes just before it gets into the furnace at a mass
injection rate of 12.7 kg/s. Other detailed properties of biomass and sand are
shown in Table 6.2. The Rosin-Rammler distribution function was adopted to
describe the size distribution of the sand and biomass particles. The minimum
and maximum sizes of particles are given in Table 6.2. The sand particles are
chemically inert while the temperature of sand particles varies in space and time.
Biomass particles are modeled as constant density, but their size varies in time
during their thermochemical conversion. Biomass particles are removed from
the computational domain when burned out.
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Table 6.2: Initial biomass and sand particles used in the CFB furnace.

Key parameters di ρi Cpi feed rate total mass Ti

[mm] [kg/m3] [J/kg·K] [kg/s] [t] [◦C]

Biomass 0.50 ∼ 5 750 1500 12.70 - 25
Sand 0.125 ∼ 0.5 2300 860 - 60 800

Ultimate [wt] C H O N Ash
Biomass 0.505 0.0057 0.386 0.0097 0.041

Table 6.3: Locations of temperature measurement points in the furnace. x and y represent the two horizontal coordinates
and z represents the vertical coordinate, see Fig. 6.1.

Location P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

x [m] 3 0 -3 -3 0 3 -4 4 -4 -4
y [m] -0.5 -0.5 -0.5 0.5 0.5 0.5 0 1 1 0
z [m] 0.4 0.4 0.4 0.4 0.4 0.4 8.5 9.3 9.3 9.3

Location P11 P12 P13 P14 P15 P16 P17 P18 P19 P20

x [m] -4 4 4 -4 -4 -4 -4 4 4 4
y [m] -1 -1 0 0 -1 0 1 1 0 -1
z [m] 9.3 9.3 9.3 13.5 24.5 24.5 24.5 24.5 24.5 24.5

The boundary conditions are specified as follows. At the primary air and sec-
ondary air inlets constant gas velocity and temperature are specified. The fluid-
ization gas from the primary air inlet and secondary air inlets has a temperature
of 200 oC. The air supplied from the primary air inlet has a mass flow rate of
15.21 m3/s and secondary air inlets with a mass flow rate of 22.8 m3/s. The
outlet boundary of the computational domain (as indicated on the left sur-
face of the top box) is assumed to have a fixed-pressure boundary condition,
where a zero-gradient condition for other variables is also assumed. The air
inflow boundary is prescribed with Dirichlet boundary conditions, where the
inlet flow velocity is computed from the mass-flow rate condition. The wall
boundary is assumed to be non-slip and at a constant temperature of 1,173 K.
The Courant–Friedrichs–Lewy (CFL) number is 0.2 in the iteration of gas phase
equations.

The CFD mesh is generated using the ANSYS Workbench v17.2 package. Un-
structured grids used in the present study are generated using the ANSYS ICEM
v19.1 package. Three sets of unstructured grids were used to evaluate the mesh
independence of simulated results. The fine mesh contains 604,634 cells, with
988,551 sand parcels and 100,000 biomass parcels; the medium mesh contains
512,286 cells, with 743,568 sand parcels and 80,000 biomass parcels; the coarse
mesh contains 413,541 cells, with 497,781 sand parcels and 50,000 parcels.

Figure 6.2 shows a comparison of mean gas temperature along the centerline of
the furnace (i.e., along z−direction at x = 0 and y = 0, see Fig. 6.1). It is
shown that the results from the three meshes are rather similar, with the results
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from the fine mesh and the medium mesh showing closer agreement. The results
from the fine mesh are discussed in the following.
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Figure 6.2: Mean gas temperature along the centerline of the furnace (x = 0 and y = 0).

The gas temperature in the furnace is measured using thermocouples at 20
monitoring locations. The coordinates of the monitoring locations are presented
in Table 6.3. The origin of the coordinate is at the center of the primary air
inlet as shown in Fig. 6.1. This temperature data will be compared with the
numerical results in the following section.

6.3 Results and discussion

First, numerical simulation using MP-PIC coupled with PCM (without the use
of DKM) was used to simulate the dense particle flow and combustion process in
the furnace. It was found that the numerical simulation quickly diverged and no
solution was obtained. The MP-PIC with DKM could give a stable numerical
solution. Thus, the particle local overloading problem in PCM and DKM is first
discussed below.

6.3.1 Performance of PCM and DKM

Particle local overloading can happen when the solid volume fraction θs is higher
than the physical packing limit in a mesh cell. The physical packing limit refers
to the maximum solid volume fraction that the local cell can accommodate. For
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Figure 6.3: Distribution of gas volume fraction αg and particle load 1/αc/p at the different heights of the furnace (z =
2, 3 and 4 m), predicted using PCM and DKM.

spherical particles, this limit is about 0.62 [112, 127], which means that the
lowest value of gas volume fraction in a cell is 0.38. Figure 6.3 presents the
distribution of gas volume fraction αg with and without the use of DKM, and
the local particle load 1/αc/p without the use of DKM.

αg = 1− Vs

Vc
, αc/p = (

Vc

Vs
)1/3, (6.2)

where Vc and Vs denote respectively the cell volume and the solid phase volume
in the local cell. For the furnace height z = 2 ∼ 4 m, where the particles are
densely located, local overloading is clearly evident. When no DKM is applied
(termed as PCM), the local particle load (1/αc/p) can be as high as 0.94 at z = 2
m. The gas volume fraction in this case is as low as 0.17, which is lower than
the physical limit of 0.38. In order to maintain numerical stability and avoid
non-physical solutions, a numerical limiter is applied in the OpenFOAM solver,
i.e., it is set to the value of 0.38 when αg < 0.38. It is seen that in the PCM cal-
culation, a rather large portion of the domain has applied such a limiter. In the
DKM calculation the region needs to apply the limiter is significantly smaller,
especially at higher furnace height. The source terms in the PCM method are
rather ‘noisy’, i.e., similar to the distribution of αg and 1/αc/p. This is likely
the reason that the numerical simulation could not converge. Furthermore, due
to the numerical limiter applied to αg, αg is numerically increased, causing an
error in the numerical solution [127].

Figure 6.4 shows a comparison of the gas temperature at different locations from
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Figure 6.4: Comparison of gas temperature between the numerical simulation using MP-PIC and DKM and experiment of
at different monitoring locations. The spatial coordinates of the 20 locations are given in Table 6.3.

numerical simulations using the MP-PIC and CGM/DKM models. As listed in
Table 6.3, P1 – P6 is at the fuel-supplying region with z = 0.4 m. In this region,
the sand and biomass particles exchange heat and the biomass particles start
the thermochemical conversion. The temperature of the gas is relatively low in
this region, around 1100 K to 1150 K. The gas temperature is rather uniform in
the horizontal plane. P7 – P13 is at the furnace height z = 9.3 m, which is above
the inlets of the secondary air. In this region the gas temperature is higher than
that in the fuel-supplying region, indicating that the thermochemical conversion
process has progressed and exothermic volatile reactions taking place. The gas
temperature at this furnace height is rather non-uniform, varying significantly in
the horizontal plane. P7, P10, and P13 are on the symmetric plane with y = 0
and near the side wall of the furnace |x| = 4 m. The gas temperature is similar
and relatively low compared to other locations. P8, P9, P11 and P12 are off the
symmetric plane with |y| = 1 m and |x| = 4 m. The gas temperature in these
locations is higher than those on the symmetric plane. P14 is at the furnace
height z = 13.5 m, where the gas temperature is the highest. Further up in the
furnace, z = 24.5 m, the gas temperature is slightly lower than that at z = 13.5
m, but the gas temperature is rather uniform in the horizontal plane, see P15
– P20. The numerical simulation using the MP-PIC and CGM/DKM is shown
to fairly well replicate the experimentally observed trend of gas temperature.

6.3.2 Granular flow and characteristics of fluidization

To understand the temperature distribution discussed above, it is important to
know the granular flow and the fluidization process of the sand and biomass
particles. An instantaneous distribution of biomass and sand particles in the
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Figure 6.5: Spatial distribution of sand and biomass particles (left panel), biomass particles colored with particle size and
temperature (second and third panels), gas flow streamlines colored with gas flow speed and gas temperature
(fourth and fifth panels), at an instant of time during the stationary operation stage. The results are obtained
using MP-PIC and DKM models.

furnace and in the cyclones is shown in Fig. 6.5. The results are taken at
an arbitrary time after the numerical simulation reached a statistically steady
state. Also shown in the figure are the distribution of biomass particles colored
with their size and temperature, and the gas flow streamlines colored with the
gas temperature and gas flow velocity. The sand particles are initially deposited
in the lower part of the furnace z = 0 ∼ 6 m, and the biomass particles are then
injected. The fluidization air flow is supplied from the primary air inlet with a
velocity of about 1 m/s, and the second air inlet with a higher velocity (> 10
m/s). The sand and biomass particles are fluidized and the quasi-steady-state
fluidization is reached after 15 s physical time.

It is clear that the furnace can be divided into two regions, the dense particle
region in the lower part of the furnace, within 8 m (z < 8 m) above the bottom
plane of the furnace, and the dilute particle region further up in the furnace and
in the cyclones, i.e., z > 8 m. Most particles are located in the dense particle
region where the size of biomass particles is relatively larger. The biomass
particle temperature is relatively low near the inlet and it is quickly heated
up in the dense particle region. The gas flow in the dense particle region is
rather complex due to granular flow gas/solid interaction. In the dilute particle
region, the gas flow is accelerated when entering the cyclones forming a swirling
flow motion. The swirling gas flow shows a ‘vortex breakdown’ structure when
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entering the top-box, where an inner recirculating zone can be found. The gas
flow exits the furnace at the outlet located on the left surface of the top-box. The
particles in the cyclones are seen to be separated from the gas flow and returned
back to the furnace through the two connecting pipes. The gas temperature
shows a locally cold region and a hot region in the low part of the furnace,
indicating the non-uniform nature of the dense particle region. Further up in
the furnace, the gas temperature is more uniform in space. This explains the
larger spatial variation of gas temperature observed in the experiments at the
furnace height of z = 9.3 m (thermocouple locations P8 – P13) and more uniform
temperatures at the furnace height of z = 24.5 m (thermocouple locations P15
– P20).
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Figure 6.6: Spatial distribution of biomass particles in the dense particle region, colored with the particle diameter (upper
row) d32 and temperature (bottom row), and velocity vector of the biomass particles at t =0, 3 s, 6 s, and
9 s. t = 0 is an arbitrary time after the flow and combustion process reach statistically steady states. The
right panel shows the cross-section averaged Sauter mean diameter (d32) of the particles, the velocity of the
particles, and the temperature of the particles along the furnace height at t =0, 3 s, 6 s, and 9 s. The results
are from numerical simulations using MP-PIC and DKM.
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Figure 6.6 shows the instantaneous distributions of biomass particles in the dense
particle region at four instants of time. t = 0 corresponds to an arbitrary time
after the furnace reaches a statistically stationary operation state. Also shown
in the figure are the cross-section averaged Sauter mean diameters of biomass
particles, and biomass particle velocity and temperature at different furnace
heights. Gas bubbles can be identified, e.g., in the bottom row of the figure.
The bubble’s location and size evolve over time. The gas bubbles in the upper
part of the dense particle region are large in size and the bubbles periodically
break up (e.g. at t = 0 ) and form (e.g. at t = 3 s). It can be seen that larger
particles can be found near the bottom of the furnace, due to gravity. These
particles move around in the bottom of the furnace, and at the same time,
the particles undergo drying, pyrolysis (devolatilization), char oxidation, and
gasification. It is seen that the particle temperature is higher near the primary
air inlet than that further up in the furnace, due to the exothermic reactions
of the particles. When the particles become smaller and lighter they are blown
upward in the furnace; hence, the mean diameter of the particles has a tendency
to become smaller along the furnace height, i.e., in the region of 0 < z < 3 m.

At the lower row of the secondary air inlet (close to the furnace height as indic-
ated by the tube connecting the cyclones), the cold fresh biomass particles are
injected; thus, the mean temperature in this furnace height is relatively low. It
is seen that small particles tend to be found in the center of the furnace where
the particle velocity is low, and the larger particles tend to move at a higher
velocity and are found in the near wall region around the gas bubbles where
the velocity of the gas is higher. These larger particles flowing upward in the
furnace around the boundaries of the gas bubbles may be the reason that the
mean diameter of the particles increases along the furnace height in the region
from the particle inlet to the upper surface of the dense particle region. Further
up in the dilute particle region, the biomass particles are smaller and hotter
(due to loss of mass during thermochemical conversion). These are mainly char
particles. It is worth noting that the bubble formation and breakup are highly
unsteady, leading to temporally evolving particle properties (diameter, velocity,
and temperature). However, the overall trend of the particle characteristics
discussed above is similar at different times, see the right panel of Fig. 6.6.

6.3.3 Thermochemical conversion process of biomass particles

Figure 6.7 shows the cross section averaged gas phase properties: gas temper-
ature Tg, gas pressure drop ∆Pg, and gas velocity, gas volume fraction, and
mass fractions of H2 and CO2, from numerical simulations. The pressure drop
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Figure 6.7: Cross section averaged gas properties at different heights of the furnace including gas temperature (Tg),
pressure drop (∆P ), gas velocity (Ug), gas volume fraction (αg), and mass fractions of H2 and CO2.

increases along the furnace height, varying rapidly in the dense particle region,
reaching a plateau in the dilute particle region, i.e., z > 8 m. In the dense
particle region, the averaged gas volume fraction varies significantly, becoming
nearly 1 in the dilute particle region. The gas temperature increases slowly along
the furnace height in the dense particle region. In this region the fuel particles
undergo drying and pyrolysis releasing volatile gas such as CO, H2, and CH4,
along with CO2 and H2O, as well char. Combustion of CO, H2, CH4, and char
in the dilute particle region is the reason that the gas temperature continues to
increase along the furnace height until z = 18 m, and the rapid decrease of H2

mass fraction. The rapid decrease of CO2 in the upper part of the dense particle
region is likely due to the rapid mixing with the air that erupted from the gas
bubbles. Further downstream the gas temperature decreases a little along the
furnace height due to the heat loss to the walls. This result is consistent with the
temperature measurement shown in Fig. 6.4, i.e., the highest gas temperature
is around P14 (z = 13.5 m).

The mean gas velocity (Ug) increases across the dense particle region due to
the supply of secondary air in the region. The gas velocity decreases when
erupted from the dense particle region, reaching a rather constant flow speed
before being accelerated when entering the cyclones, see also Fig. 6.5. The
gas velocity profile helps explain the particle velocity shown in Fig. 6.6. It
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is clear that in most parts of the furnace, the gas velocity is higher than the
particle velocity, indicating that the gas flow is dragging the particles, making
the particles accelerate to the gas flow velocity. In the upper part of the furnace
the particle velocity at similar to the gas velocity due to the smaller particles
that tend to follow the gas flow.

6.3.4 NOx formation process
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Figure 6.8: Spatial distribution of mass fractions of nitrogen-containing species including NO, NH3, HCN, HNCO, CNO,
and NCO at different heights of the furnace.

A spatial distribution of mass fractions of nitrogen-containing species, i.e., NO,
NH3, HCN, HNCO, CNO, and NCO, was shown in Fig. 6.8 and cross-section
averaged nitrogen-containing species was shown in Fig. 6.9. The NO concen-
tration shows a local peak at z = 2 m and then decreases to a low level at z =
4-14 m (due to reactions with NH3 and CH4, through reactions R8–R10). This
local peak is a result of biomass pyrolysis, which releases NO along with other
species in the volatile, see Eq. (6.1) and Fig. 6.8. Further up in the furnace,
NO concentration increases gradually and reaches a level of about 80 ppm at z
= 24-30 m. The formation of NO is mainly in the dilute particle region (z > 8
m), due to the oxidation of NH3 (R7), CNO (R12), and NCO (R15).

A similar tendency of NO was observed in the study of Vainio et al. [41], indic-
ating a reasonable prediction in the current simulation. The NH3 concentration
shows also a local peak at z = 2 m due to the volatile release in the pyrolysis
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period. NH3 is quickly consumed along the furnace height by reactions with O2

(which forms NO, through reaction R7) and with NO (which consumes NO, i.e.
through reaction R8). Above z = 10 m, the NH3 concentration is nearly zero.
HNCO and HCN show a tendency to rise first (due to biomass pyrolysis) and
then decrease (due to volatile combustion, e.g., R11, R14) along the furnace
height. CNO and NCO gradually increase along the furnace height and reach a
peak near z = 24 m, largely due to volatile combustion (R11, R14).

As a summary, it appears that biomass pyrolysis mainly occurs in the dense
region of the furnace (z < 8m), leading to extremes of NO, NH3, HCN, and
HNCO, see Eq. 6.1. After pyrolysis, NO was reduced by R8, R9, R10, R13,
and R16. After a large amount of air is injected into the secondary inlets,
NH3 is converted to NO by R7 in large quantities, leading to an increase in
NO and a decrease in NH3. Above the secondary air inlets, HCN and HNCO
were oxidized and converted to N2 by R11-R16. It should be noted that the
concentrations of NO, as well as CNO and NCO, fluctuate greatly at z = 24–
30 m due to the interaction with the cyclones, which induced the formation of
unsteady rotational flow (swirling flow) structures, as shown in Fig. 6.8.
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Figure 6.9: Cross-section averaged mass fractions of nitrogen-containing species at different heights of the furnace including
NO, NH3, HCN, HNCO, CNO, and NCO.

6.3.5 Discussion

The above-detailed information about the granular flow and thermochemical
conversion in the CFB furnace can be used to understand the flow and combus-
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tion process in the furnace. As discussed above, the NO formation process can
be explained using the chemical kinetic model. The bubble formation, breakup
process, and division of dense and dilute particle regions can explain the gas
temperature field and the interaction of the particles with secondary air.

The CFD simulation can be used to improve the operation of the furnace, e.g.,
for different biomass fuels, the primary air and secondary air supply may be op-
timized to achieve better fluidization in the dense particle region and combustion
in the furnace.

It should be noted, however, the present CFD results need more thorough val-
idation under industrial CFB boiler operating conditions. Due to the lack of
experimental data, the current CFD results are validated against mean gas
temperature experimental data at a few sampling locations. More experimental
data for the gaseous species and particles in the furnace are desirable for further
validation of the model.

6.4 Summary

CFD simulations are carried out to study biomass combustion in an industrial-
scale circulating fluidized bed (CFB) boiler. The CFD model is based on the
multi-phase particle-in-cell (MP-PIC) collision model (presented in Chapter 3),
coarse grain method (CGM, Chapter 2, 3), and the distribution kernel method
(DKM, Chapter 4) that aims to solve the local particle overloading problem in
the numerical simulation of CFB boilers. The hydrodynamic and combustion
properties of the solid and gas phases are analyzed to gain insight into the
physical and chemical processes in the furnace. The main conclusions are drawn
as follows:

• The CFD model can capture the granular flow and thermochemical conver-
sion processes in the CFB furnace. The predicted temperature field agrees
fairly well with the thermocouple experiments. The model is numerically
stable and overcomes the local overloading problem.

• The CFB furnace can be divided into different regions according to the
characteristics of granular flow. In the lower part of the furnace, there is
a dense particle region where most particles are located. In this region,
gas bubbles are formed. The gas bubbles evolve in space and time. The
bubbles break up close to the dense region’s upper boundary. Above the
dense particle region is the dilute particle region, where the particles are
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smaller and lighter. These particles tend to follow the gas flow. Further
downstream, the tiny particles are separated in the cyclones and returned
to the furnace through connecting pipes.

• When the biomass particles are supplied to the furnace, the larger particles
tend to follow the high-speed gas flow in the boundary of the gas bubbles
or to fall to the bottom of the furnace due to gravity. The Sauter mean
diameter of the particles is relatively low in the fuel injection region due
to the falling of larger particles toward the bottom of the furnace.

• Drying and pyrolysis of the biomass particles occur mainly in the dense
particle region. Oxidation of volatile gas and char particles continues
in the dilute particle region. This explains that the furnace’s highest
temperature is in the furnace’s mid-height where most of the volatile gas
is combusted. Further downstream, the gas temperature becomes more
uniform in space, and the gas temperature is slightly lower than that in
the mid-height region.

• Biomass pyrolysis in the dense particle region contributes to releasing NH3,
HCH, and HNCO. The combustion of volatile gas further up in the dilute
region contributes to converting the nitrogen-containing species to CHO,
NCO, and NO.
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Chapter 7

Conclusion and future work

7.1 Conclusion

In this thesis, a three-dimensional computational fluid dynamics (CFD) model
is developed for the numerical simulation of physical and chemical processes in
fluidized bed reactors. The CFD model is based on the multi-phase particle-in-
cell (MP-PIC) collision model, the particle centroid method (PCM) coupled with
the coarse grain method (CGM), and the distribution kernel method (DKM). In
CFD simulation of biomass combustion and gasification in fluidized bed reactors
using MP-PIC/PCM/CGM model a challenge is the local particle overloading,
which gives rise to non-physical particle and gas volume fraction and frequent
failure of achieving a numerical solution. To solve this problem DKM model is
developed in this thesis and presented in Chapter 4. In addition to the local
overloading issue, the development of a cost-effective chemical kinetic model for
biomass pyrolysis is another challenge. In Chapter 5, new development of a one-
step semi-empirical pyrolysis model is presented. The CFD model is evaluated
for numerical simulations of biomass combustion and gasification in lab-scale
bubbling fluidized bed (BFB) furnaces and an industrial-scale circulating fluid-
ized bed (CFB) furnace. The hydrodynamic and combustion properties of the
solid and gas phases are analyzed to gain insight into the physical and chemical
processes in the furnaces.

The following conclusions are drawn:

• The DKM can effectively handle the particle local overloading problem
of MP-PIC/PCM/CGM. The MP-PIC coupled with PCM/CGM gives an
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unstable solution if the solid load in a computational cell is high, while
the MP-PIC coupled with DKM can improve the numerical instability
at higher solid load conditions. Compared with the PCM/CGM, the
DKM improves the prediction of gas product yields in biomass combus-
tion/gasification. The DKM is less sensitive to the number of parcels than
the PCM/CGM and can achieve mesh-independent results. The CFD
model with DKM can capture the transient heat transfer and biomass
combustion/gasification processes in BFB reactors. The DKM can be
further improved by optimizing the redistribution distance of the kernel
function.

• The one-step semi-empirical pyrolysis model can improve the prediction
of gasification products with respect to the variation in steam-to-biomass
(SR) and operating temperature Tr. As SR and Tr increase within an
SR of 0 ∼ 2 and Tr of 800 ∼ 900 ◦C, the yield of H2 and CO2 increase
and the yield of CO and CH4 decrease. The pyrolysis model predicts a
better dependence of the gasification products on Tr. The gasification
products are affected by the biomass pyrolysis reaction, heterogeneous
char reactions, and homogeneous gas reactions. The H2 yield in the final
gasification products and the carbon conversion ratio are strongly affected
by the pyrolysis reaction. However, the heterogeneous char gasification
reactions and homogeneous volatile gas reactions have also an important
impact on the CO, CH4, and CO2 concentrations in the final gasification
products.

• The CFD model is applied to simulate the granular flow and thermochem-
ical conversion processes of biomass in an industrial fluidized bed furnace.
The results indicated that the furnace can be divided into two regions, a
dense particle region in the lower part of the furnace and a dilute particle
region in the upper part of the furnace. In the dense particle region, gas
bubbles form and break up periodically. Larger biomass particles tend
to gather in the boundary of the gas bubbles or the bottom of the fur-
nace. The Sauter mean diameter of the particles is relatively low in the
fuel injection region. Drying and pyrolysis of the biomass particles occur
mainly near the biomass fuel inlets in the dense particle region. The small
particles in the upper region of the fluidized bed furnace are mainly char
and ash particles. Oxidation of volatile gas and char particles continues
in the upper region resulting in the highest temperature in the mid-height
of the furnace. Further downstream the gas temperature becomes more
uniform in space and the gas temperature is slightly lower than that in
the mid-height region.
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• NOx formation in the industrial CFD furnace is investigated. The nu-
merical results indicated that the formation of NO is mainly from the
oxidation of nitrogen-containing species in the dilute particle region in the
upper part of the furnace. The nitrogen-containing species are released
from biomass pyrolysis in the dense particle region in the lower part of the
furnace. It is expected that by optimizing the secondary air supply the
granular flow structure in the furnace and therefore the dense and dilution
regions in the furnace can be optimized to achieve low emissions of NO
and other pollutant species.

7.2 Future work

Further work on the development and application of the current CFD model is
needed to improve its computational accuracy.

• In the MP-PIC model, the solid particles are considered virtual points in
the Eulerian fields, ignoring the effect of the particle’s shape on the fluid
flow. The interaction between the fluid phase and the solid is through drag
force, and pressure gradient, where the boundary of the solid particles is
neglected. The impact of particles on the turbulence field is not explicitly
considered. Direct numerical simulation (DNS) of gas/particle interaction
in fluidized bed reactor conditions is needed to further develop the model.

• CFD results from the MP-PIC method are not entirely grid-independent.
It is essential to keep the cell size sufficiently small compared to the mac-
roscopic characteristic length of the system to achieve grid-independent
results. However, the cell size should be bigger than the particle size due
to the underlying assumption of the method, i.e., the solid volume frac-
tion should be less than a characteristic value. For spherical particles,
this value is 0.62. Typically, a 3 ∼ 5 of cell-to-particle size ratio is a
compromise choice with reasonable accuracy. The DKM can be further
developed to reduce the cell-to-particle size ratio, hence improving the
grid-independency of the results.

• The developed biomass pyrolysis model improves the prediction of gasi-
fication products at varying operating conditions. However, certain lim-
itations/shortcomings exist in the one-step pyrolysis model, which can be
further explored and improved in the future. The one-step pyrolysis model
is developed based on the empirical data of the pyrolysis experiments from
various biomass fuels under different operating conditions (heating rate,
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particle size, etc.). More experimental data are needed to enhance the
reliability of the model. Moreover, a comprehensive pyrolysis mechanism
of biomass and pyrolysis products (gaseous, char, ash, and tar) needs to
be developed to address the complexity of pyrolysis and the impact of
biomass composition. The present one-step pyrolysis model is a step for-
ward toward the computation of the pyrolysis products for varying biomass
properties (i.e., the element mass fractions of C, H, and O) and operating
temperature. However, only seven major pyrolysis products (CO, CO2,
CH4, H2, H2O, C2H4 and C3H8) could be calculated using the pyrolysis
model. When more than seven pyrolysis products are considered, the
model cannot be closed due to the requirement for more empirical input.
To this end, a multi-step pyrolysis model with low computational cost
and a reduced model for tar decomposition in the gas phase is desirable
to reveal the underlying pyrolysis mechanism in CFD simulations.

• The three-dimensional numerical simulation of large-scale fluidized beds
remains a significant challenge, and there is a need to further reduce the
computational cost. Combining high-performance computing and machine
learning is an effective means of achieving this. Additionally, the physical
and chemical processes within large-scale fluidized beds are highly com-
plex, and strong turbulence leads to a severe anisotropy of the flow field
in the bed. The formation of pollutant emissions, particularly NOx, is sig-
nificantly affected by primary, secondary, and tertiary air. To accurately
simulate this process, it is necessary to develop a more precise NOx mech-
anism model, combined with a more efficient three-dimensional computa-
tional model. However, the lack of sufficient experimental data presents
challenges in establishing accurate models, and more experimental studies
on industrial-scale CFB furnaces are desirable.
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