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ABSTRACT
With robots increasingly succeeding in exhibiting more human-like
behaviours, humans may be more likely to ‘forgive’ their errors
and continue to trust them as a result of ascribing higher, more
human-like intelligence to them. If an integral aspect of successful
HRI is to accurately communicate the competence of a robot, it
can be argued that the technical success of the robot in exhibiting
human-like behaviour can, in some cases, lead to a failure of the
interaction by resulting in misperceived human-like competence.
We highlight this through the example of speech in robots, and
discuss the implications of failures and their role in HRI design.

CCS CONCEPTS
• Computing methodologies→ Cognitive science; • Human-
centered computing → HCI theory, concepts and models.
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1 INTRODUCTION
The general conception of a robot in popular culture often tends to
land close to what roboticists would now identify as a humanoid,
social robot. While these types of robots were relegated to imag-
inings and fictions for a long time, in recent years we have seen a
proliferation of research into robots that look and act like humans
(though they are far from replicating the full complexity of human
behaviour). This development has brought forth an urgency in un-
derstanding what interaction between such agents and humans
might look like. It has never before been possible or important to
understand how humans would perceive other intelligent beings
that embody human qualities, and how this perception would shape
interactions with them.
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Recently, one fundamental socio-cognitive phenomenon that is
receiving a lot of attention, not only in robotics but technology in
general, is trust. In many ways, human society is built around trust,
and human interaction is profoundly shaped by it [7]. As a crucial
social phenomenon, trust is a central concept in social robotics
(irrespective of whether they are humanoid robots). Understanding
how social interaction shapes human perception and informs trust,
and how this relationship translates to human-robot interaction
(HRI) is essential to the development of social robots.

Currently, there are no robots that can fully reproduce the com-
plexity of human social behaviour; the ones that do exhibit what
could reasonably be termed ‘social’ behaviour are highly limited or
specialized to perform certain tasks. Despite the limitations, they
can often fail at performing the tasks consistently. It then becomes
important to understand how robot failures impact the perception
of sociability (or competence) of the robot, and how this influences
perceptions of trust and trustworthiness. In this abstract we focus
on one aspect of this dynamic by presenting our thoughts on robots
with speech being ‘forgiven’ for failures, how this affects trust and
reliance in failing robots, and the role of less-than-perfect robot
behaviour in HRI.

2 PERCEIVED-INTELLIGENCE AND TRUST
Complex speech is an ability that, at least in humanly comprehen-
sible forms, is only found in humans and might thus be considered
a sort of signal of “human-like intelligence”. In [6], we showed that
possessing the ability to speak can almost completely remove any
negative effects that may be caused by a robot’s failure in operation
and that speaking robots have an advantage over non-speaking
ones, in that they are able to maintain their perceived trustworthi-
ness despite both failing at given tasks. Similar effects have also
been seen in other studies (e.g. [1, 10]) where robots that were able
to apologize for failing and explain why the failure happened were
also able to reduce loss of trust. We argued then that this effect
could potentially be linked to speech increasing the perceived intel-
ligence of the robot, since perceived intelligence/competence has
been correlated with trust in the past [3].

Theoretically, though, trust is linked to reliance. There are sev-
eral perspectives on the relationship between trust and reliance in
human interaction [11]. Doxastic accounts of trust hold that, from
the point of view of a truster, trust is a species of reliance involving
belief that the trustee will do as they are relied upon to do. Hardin
[5] elaborates on this notion through his ’Encapsulated Interest’
account of trust, where the truster’s interests are encapsulated
within the trustee’s incentives to do as they are relied upon to do
[4]. Considering the above, an unreliable robot by way of failing at
tasks, whether it is able to speak, should exhibit a consistent level of
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loss in trust with its non-speaking counterpart. The contradictory
experimental observation of sustained trust in failing robots that
speak poses a challenging question.

Implicit within several trust definitions is the notion that it is a
social phenomenon that occurs between humans or humans and
agents with some form of intelligence and autonomy (this is re-
flected in the aforementioned ’encapsulated trust’ that accounts for
the trustee’s incentives). While alternate thoughts do exist, such as
Castelfranchi and Falcone [2] who argue that trust even applies to
objects such as instruments and technologies, in the case of robots
that are relatively intelligent and can possess limited autonomy,
conventional arguments about social trust still apply. Given this the-
oretical perspective on trust, if a robot’s ability to speak is perceived
as a sign of intelligence or autonomy, there is an argument to be
made that it would lend itself to trust phenomenon as observed in
human-human interaction, as well as accompanying phenomenon
such as reliance.

We argue that an alternate explanation for sustained trust in
failing robots with speech (as opposed to ones without speech)
could also be that speech changes the nature of intelligence as per-
ceived by humans. By way of exhibiting human-like abilities, such
as speech, the robot may be perceived to possess a more human-like
intelligence rather than some form of machine intelligence that is
distinct (which is the case in reality). This perception of human-like
intelligence may trigger social processes seen in human-human
interaction, such as trust and reliance.

3 TRUST AND FAILURE IN HRI
Whether we should accept failure in robots is a topic that becomes
more and more important as robots become more common in soci-
ety. On the one hand, one might argue that the environments these
robots are entering are too non-deterministic for it to be possible to
foresee every possible outcome and implement recovery strategies.
On the other hand, robots are engineered beings, and it might thus
not be reasonable to hold them to the same standard as humans
in their ability to err. Regardless of which side one takes in this
discussion, it has to be acknowledged that the situation is currently
closer to the former than the latter; errors and failures can, and
do, happen in HRI today. This makes it important to understand
how failure impacts a robot’s perceived trustworthiness, and how
different characteristics might interact with this impact.

While the exact nature of the relationship between trust and
reliance is still up for debate, it is generally agreed that trust and
reliance are positively correlated. It is then surprising to find that
perceived trustworthiness of speaking robots is not affected by their
failure at performing a given task. If one cannot rely on a robot to
perform a task, then it should, in theory, reduce trust. This relation-
ship between reliance and trust does hold true for mute robots, but
not for speaking robots [6]. One explanation could be that because
humans are not used to other beings exhibiting human-like quali-
ties, the ability of speaking robots to do so inflates their perceived
competence. As a result, we argue that, inadvertently, evaluation of
the robot’s competence is not only done on its ability to perform a
given task but exhibit human qualities. Despite failing at their task,
observers may still evaluate the competence of the robot to be high
simply by way of their ability to exhibit human-like intelligence

through speaking. Consequently, the robot retains its perceived
trustworthiness. Additionally, humans are generally not seen as
perfect beings and failures are not surprising, while mainstream de-
pictions of robots often cause machine intelligence to be perceived
as infallible, sometimes to a fault. With such a perception, seeing
an agent with machine intelligence fail at a task would seem out
of the ordinary. On the other hand, a robot perceived to possess
human-like intelligence would instead be expected to fail some-
times in keeping with human expectations. Such an agent failing
or performing less than perfectly would thus not be surprising (to
a certain extent) and evaluations of its performance and trustwor-
thiness would be more lenient than if it was perceived as having
machine intelligence.

4 NUANCES IN HRI FAILURE
While robots that are malfunctioning should be repaired or dis-
carded to prevent damage or harm, there is a case to be made for
not completely removing trivial errors and failures from the opera-
tion of robots. For example, it has been shown that, while failures
reduce performance in collaborative tasks, they also significantly
increase positive emotions [9]. This has been linked to the Pratfall
Effect [8] in which people with a high perceived competence be-
come more likeable when they make mistakes, than if they were
always performing perfectly. If the Pratfall Effect does apply to
robots, there may be some benefit to not striving for perfect be-
haviour every single time, at least for robots which are intended to
be more social than functional.

Emerging from this perspective is the notion that there are differ-
ent types of failures for robots, and some can be beneficial. Failures
that are attributed to competence and reliability generally erode
trust, while failures that do not affect reliability of the robot to
perform a certain task benefit the interaction. They add character-
istics to robots that can be charming or perceived as an expression
of personality, further adding to their human quality. Seeing as
exhibiting human-like behaviours makes robots retain trust despite
failing at tasks, this could be a useful buffer to set expectations
about robot competence.

5 OPPORTUNITIES IN ROBOT FAILURE
Strategic use of less-than-perfect operation could be beneficial for
the calibration of a robot’s perceived capability with its actual ca-
pability. When a robot is perfect in some aspect, it is often assumed
that it is also perfect in others. This does not always hold true,
however, a bipedal robot that is good at locomotion in a straight
line is not necessarily as good at, for example, turning. This could
cause the user to put too much trust in the robot, causing more
intense negative emotions when a failure does happen. As an ex-
tension, over-reliance poses a significant challenge in human-robot
interaction. If humans attribute human-like intelligence to robots
and inflate their competence as a consequence of their ability to
display some human-like qualities, there is a risk of unwarranted,
perceived trustworthiness.

However, there is an opportunity here to explore failure as a de-
sign tool to manage perceptions about robot competence and trust-
worthiness. Much research is needed to establish the limitations of
failures, as well as expand upon the perspectives detailed above on
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the nuances of failures. Research is also needed on whether humans-
like intelligence does in fact enable human interaction phenomenon
to apply to HRI, and where the limitations lie. Lastly, the position
presented here is primarily based on speech in robots, whether
the same phenomenon can be reproduced with other uniquely hu-
man behaviours and attributes is unknown, presenting yet another
avenue of further research.

6 CONCLUSION
In this abstract, we briefly introduced a study on perceived trustwor-
thiness in speaking vs mute robots and highlighted inconsistencies
in the findings of the study with theories on trust. We explained
that if reliance and trust are related, it is odd that speech makes
humans forgive errors made by robots. And we provided a possible
theoretical explanation for the results by hypothesising that speech
makes humans attribute human-like intelligence to robots, and this
extends trust despite failures, as is normal to do with other humans
within reason. We then briefly reflected on what attributing human-
like intelligence would mean for failures in HRI, and highlighted
potential areas of research to further investigate our position.
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