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Abstract

This thesis contains an introduction and six papers about the control and estimation
of large and uncertain systems.

The first paper poses and solves a deterministic version of the multiple-model es-
timation problem for finite sets of linear systems. The estimate is an interpolation of
Kalman filter estimates. It achieves a provided energy gain bound from disturbances
to the point-wise estimation error, given that the gain bound is feasible. The sec-
ond paper shows how to compute upper and lower bounds for the smallest feasible
gain bound. The bounds are computed via Riccati recursions. The third paper proves
that it is sufficient to consider observer-based feedback in output-feedback control
of linear systems with uncertain parameters, where the uncertain parameters belong
to a finite set. The paper also contains an example of a discrete-time integrator with
unknown gain.

The fourth paper argues that the current methods for analyzing the robustness
of large systems with structured uncertainty do not distinguish between sparse and
dense perturbations and proposes a new robustness measure that captures sparsity.
The paper also thoroughly analyzes this new measure. In particular, it proposes an
upper bound that is amenable to distributed computation and valuable for control
design. The fifth paper solves the problem of localized state-feedback 2 control
with communication delay for large discrete-time systems. The synthesis procedure
can be performed for each node in parallel. The paper combines the localized state-
feedback controller with a localized Kalman filter to synthesize a localized output
feedback controller that stabilizes the closed-loop subject to communication con-
straints.

The sixth paper concerns optimal linear-quadratic team-decision problems
where the team does not have access to the model. Instead, the players must learn
optimal policies by interacting with the environment. The paper contains algorithms
and regret bounds for the first- and zeroth-order information feedback.
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1
Introduction

At the United Nations Summit 2015, our world leaders adopted 17 Sustainable De-
velopment Goals. Reaching these goals require efficient, reliable, and safe infras-
tructure. For example, Goal 7: Affordable and Clean Energy requires infrastructure
insensitive to the loss of the inertia prevalent in conventional power plants, such as
plants based on coal, gas, and nuclear power. As the nature of consumption and pro-
duction changes, the networks’ structures and underlying control mechanisms must
keep up. Unfortunately, many anticipated changes increase the load and introduce
additional complexity. Examples are micro-producers of electricity, autonomous ve-
hicles in transportation networks, and increased nodes in communication networks.
As complexity can increase by orders of magnitude, controlling these networks re-
quires models at an entirely new scale; manually sustaining accurate models of all
the individual components is infeasible. A solution is to use adaptation and learn-
ing to automatically learn and sustain models, taking care to do so in a reliable and
scalable way.

The overarching topic of this thesis is the control and estimation of uncertain and
large-scale dynamical systems. Our main tools in handling uncertainty are robust-
ness and adaptation. Robustness concerns the resilience to deviations from initial
assumptions, like a mismatch between the mathematical model and reality, on the
system’s behavior. Adaptation in a dynamical system means that past measurements
are used to reduce uncertainty. However, adaptive components in control systems
come with assumptions that may be difficult or impossible to validate and enforce.

Notation
This subsection briefly explains the mathematical notation used in the introduction.
The transpose of a matrix 𝐴 is denoted 𝐴𝖳. For a vector 𝑥 and matrix symmetric
matrix 𝑄 of appropriate dimensions, |𝑥|2𝑄 = 𝑥⊤𝑄𝑥.
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Chapter 1. Introduction

1.1 Estimation

Many interesting quantities cannot be directly measured online, such as the state
of charge in a battery. One could, in principle, cut open the battery and measure
the ion concentration, but that may have adverse effects on its life span. Differential
equations can describe many physical systems, and if those differential equations are
known, we can sometimes estimate the system’s internal states from other observa-
tions and auxiliary quantities. In our battery example, that may be the resistance,
capacitance, energy and temperature. Below we give an account of some estimation
techniques related to this thesis, both for the case where the governing equations are
fully known and when they are not.
The Kalman Filter
A clear majority of the work of estimation in dynamical systems is concerned with
the stochastic framework. Let us recall the celebrated Kalman filter for the problem
with known dynamics. Consider a linear system on state-space form

𝑥𝑡+1 = 𝐹𝑥𝑡 + 𝐺𝑢𝑡 +𝑤𝑡

𝑦𝑡 = 𝐻𝑥𝑡 + 𝑣𝑡.
(1.1)

Here 𝑤𝑡, 𝑣𝑡 are assumed zero mean, i.i.d. random variables, drawn from normal dis-
tributions with covariance matrices Σ𝑊 and Σ𝑉 , respectively. The initial state is
assumed to be normally distributed, centered around 𝑥0 with covariance 𝑃0. The
Kalman filter estimate of the state 𝑥𝑁 then becomes 𝐿�̆�𝑁 where �̆�𝑡 is given by the
recursion

𝑃0 = 𝑃0

𝑃𝑡+1 = Σ𝑤 + 𝐹𝑃𝑡𝐹
𝖳 − 𝐹𝑃𝑡𝐻

𝖳(Σ𝑉 +𝐻𝑃𝑡𝐻
𝖳)−1𝐻𝑃𝑡𝐹

𝖳

�̆�𝑡+1 = 𝐹 �̆�𝑡 +𝐾𝑡(𝑦𝑡 −𝐻�̆�𝑡) + 𝐺𝑢𝑡, �̆�0 = �̂�0
𝐾𝑡 = 𝐹𝑃𝑡𝐻

𝖳(Σ𝑉 +𝐻𝑃𝑡𝐻
𝖳)−1.

Here 𝐾𝑡 is called the Kalman filter gain and defines together with 𝐹 ,𝐻 , and 𝐺 a
state observer. The Kalman filter has numerous desirable properties; we will discuss
some. Firstly, if Σ𝑣 is positive definite, then the error dynamics (𝑥𝑡 − �̆�𝑡) are sta-
ble [Crassidis and Junkins, 2011]. Secondly, the estimate �̆� is the minimum-variance
estimate, 𝔼[�̆�𝑡] = 𝑥𝑡 and 𝔼[(�̆�𝑡−𝑥𝑡)(�̆�𝑡−𝑥𝑡)𝖳] = 𝑃𝑡. Under the assumption of Gaus-
sian noise, �̆�𝑡 and 𝑥𝑡 will be a sum of independent Gaussian variables and is therefore
also normally distributed, or

𝑝(𝑥𝑡|𝑦0,… , 𝑦𝑡−1, 𝑢0,… , 𝑢𝑡−1) ∼  (�̆�𝑡, 𝑃𝑡).

It is also least-squares optimal with respect to the prediction error and for the
“smallest” disturbances that can explain the data. More formally, given an observed
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1.1 Estimation

trajectory (𝑦0, 𝑢0),… , (𝑦𝑁−1, 𝑢𝑁−1), we have that, as a function of the final state 𝑥𝑇 ,

inf
𝑤,𝑣

{
|𝑥0 − �̂�0|2𝑃−1

0
+

𝑁−1∑
𝑡=0

(
|𝑤𝑡|2𝑄−1 + |𝑣𝑡|2𝑅−1

}

= |𝑥𝑁 − �̆�𝑁 |2𝑃𝑁 +
𝑁−1∑
𝑡=0

|𝐻�̆�𝑡 − 𝑦𝑡|2(𝑅+𝐻𝑃𝑡𝐻𝖳)−1 ,

where the infimum is taken over arbitrary noise trajectories consistent with the ob-
served data, the dynamics (1.1), and the final state. Note that in this deterministic
setting, the trajectories (𝑤𝑡)𝑁−1

𝑡=0 , (𝑣𝑡)𝑁−1
𝑡=0 consist of real-valued vectors but are other-

wise arbitrary. The claim can be proven by forward dynamic programming [Simon,
2006] or by invoking results of optimal control for the tracking problem [Athans and
Falb, 2007, Chapter 9.9] and applying them in reverse time.

Nonlinear filtering
The Kalman filter gives the minimum variance estimate for systems with linear dy-
namics and zero-mean disturbances with known covariance matrices. To compute
the minimum variance estimate for a nonlinear system, we would need to propagate
the state mean and variance through the dynamics and obtain the cross-covariance
between the states and the outputs. Propagating distributions through nonlinear func-
tions is quite challenging, so we have to resort to approximations, losing many guar-
antees.

The extended Kalman filter [Goodwin and Sin, 1984a] (EKF) works by lineariz-
ing around the state estimate at each point in time and applying the time-varying
linear Kalman filter to the obtained dynmics. In essence, we propagate the mean and
covariances through the linearized dynamics.

The unscented Kalman filter (UKF) [Julier and Uhlmann, 2004] works by rep-
resenting the underlying probability distribution of the states by a finite set of de-
terministically chosen points called sigma points. These points are then propagated
through the nonlinear dynamics and can be used to approximate the moments of the
posterior distribution. The UKF is obtained by computing the minimum variance
estimate based on these approximated moments and differs from the particle filter
in that the sigma points are deterministically chosen. In contrast, the particles of a
particle filter are randomly generated.
Joint- and dual Kalman filtering. A popular way to do simultaneous estimation
of states and parameters is to augment the state vector with the uncertain elements
of (𝐹 ,𝐺,𝐻) and use nonlinear estimation techniques for this (bilinear) estimation
problem. [Ljung, 1979] studies the convergence properties of join estimation using
EKFs and shows that the algorithm can lead to biased estimates and diverge. Global
convergence can be ensured by adding a correction term to the updates. We are
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Chapter 1. Introduction

unaware of any convergence studies of joint estimation using the UKF, although
there seem to be many successful applications.

Dual Kalman filtering (DKF) was introduced in [Nelson and Stear, 1976]. The
method works by running two interconnected filters, one for the uncertain parameters
and one for the states. The state estimates are fed into the parameter estimation filter,
whose parameter estimates are fed into the state estimation filter. DKF seems to be
an approach of great practical value, and there are many extensions to nonlinear
dynamics using the EKF [Wan and Nelson, 2000] and the UKF [Wan and Van Der
Merwe, 2000].

Multiple-model estimation
Multiple-model adaptive estimation has been around since the ’60s [Magill, 1965;
Lainiotis, 1976] and has been an active research field since. It consists of two parts:
1) design simpler models for a finite set of possible operating regimes. 2) Run a filter
for each model and cleverly combine the estimates. The Bayesian approach to the
Multiple-model estimation problem involves assigning probability distributions to
disturbances (𝑤𝑡, 𝑣𝑡) and models (𝐹 ,𝐺,𝐻). The estimate is the expected value of 𝑧𝑁conditioned on past measurements. The approach easily extends to systems where
the active model can switch (hybrid systems) by matching a Kalman filter with each
possible trajectory. In that case, the number of filters will grow exponentially, which
has sparked research into more efficient methods. Notable numerically tractable and
suboptimal algorithms for estimation in hybrid systems are the Generalized Pseudo
Bayesian [Ackerson and Fu, 1970; Chang and Athans, 1978], and the Interacting
Multiple Model [Blom and Bar-Shalom, 1988]. The algorithms have been coupled
with extended and unscented Kalman filters to deal with nonlinear systems [Akca
and Efe, 2019], and [Xiong et al., 2015] studied robustness to identification error. In
[Ronghua et al., 2008], the authors pointed out that methods based on Kalman filters
are sensitive to noise distributions and proposed an Interactive Multiple Model algo-
rithm based on particle filters to handle non-Gaussian noise at the expense of a 100
fold increase in computation. Recently, machine-learning approaches to classifica-
tion have been combined with the Interacting Multiple Model estimator [Li et al.,
2021a; Deng et al., 2020] and showed improved accuracy in simulations.

1.2 Control

Robust control
Robust control emerged in the ’70s as a response to the poor utilization and perfor-
mance of the modern “optimal” multivariable control methods of the ’60s. We con-
sider a system robust if it is unlikely to fail. We quantify robustness as the ability to
keep stability and performance invariant over a family of systems, usually quantified
by similarity to a nominal one. Robust control has roots in early work on input/output

12



1.2 Control

descriptions by Zames and Sandberg [Zames, 1966], Lur’e problem of absolute sta-
bility [Liberzon, 2001] and Popov’s hyperstability [Popov and Georgescu, 1973].
Much of the historical development of the theory is nicely described in the histor-
ical accounts [Safonov, 2012; Dorato, 1987] and in the textbooks [Francis, 1987;
Zhou and Doyle, 1998; Dullerud and Paganini, 2013].

George Zames initiated the ∞-control problem when he argued for minimiz-
ing the induced norm of the weighted sensitivity function (formulated for Banach
algebras but specialized to the induced 2-gain setting.) [Zames, 1981]. The pri-
mary motivation is that the ∞-norm is an induced norm whose submultiplicative
property can be used to guarantee stability for plants that deviate from a nominal
model. ∞ control theory has gone through three major stages: the early frequency-
domain (functional analysis) approach [Francis, 1987; Feintuch, 1998], the Riccati
equations approach [Zhou and Doyle, 1998] and the linear-matrix inequality ap-
proach [Dullerud and Paganini, 2013]. The Riccati equation approach strongly con-
nects to the theory of dynamic differential games [Basar and Bernhard, 1995; Tad-
mor, 1993]. Game theoretic and passivity-based approaches can be extended to the
nonlinear setting [James, 1995]. In the nonlinear setting, the Riccati equations are
replaced by partial differential equations.

Critics of ∞-control claim it is overly conservative. One reason for conserva-
tiveness is that naive applications discard any structural or topological information
about the nature of the perturbations entering the system. To remedy this conser-
vativeness [Doyle, 1982] introduced the frequency-dependent structured singular
value (𝜇) to analyze robustness against structured perturbations, and [Doyle et al.,
1982] extended 𝜇 to robust performance. These results generalize earlier work [Sa-
fonov, 1978; Safonov, 1981]. In the mid-’80s, researchers were concerned with com-
puting upper and lower bounds of 𝜇 for structured uncertainty where the perturba-
tions are linear time-invariant systems. [Fan and Tits, 1986] reformulated the prob-
lem as a smooth non-convex optimization problem. This reformulation is amenable
to gradient-based optimization methods and always returns the correct value if the
block structure has a size no larger than three. A power method for computing lower
bounds was introduced in [Packard et al., 1988] and the case of robustness against
static, mixed real, and complex uncertainties was considered in [Fan et al., 1988;
Fan et al., 1991] with power methods for lower bounds in [Young and Doyle, 1990;
Young et al., 1992] [Shamma, 1994] showed that the upper bound with constant
𝐷-scales is necessary and sufficient for LTV perturbations and [Poola and Tikku,
1995] showed that the upper bound with frequency-weighted 𝐷-scales is necessary
and sufficient for “arbitrarily slowly time-varying structured linear perturbations”.
Structured robustness can be further generalized and studied in the framework of
integral-quadratic constraints [Megretski and Rantzer, 1997], which extends to non-
linear systems.

The 𝓁1 optimal control problem was formulated in [Vidyasagar, 1986], where
the authors solved the case for unstructured perturbations for SISO minimum-phase
systems with at most one RHP zero. The solution is based on Youla-Kucera param-
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Chapter 1. Introduction

eterization to transform the problem into an interpolation problem and considers
both the discrete-time and the continuous-time cases. MIMO systems were consid-
ered in [Dahleh and Pearson, 1987] and sampled-data systems in [Bamieh et al.,
1993; Dullerud and Francis, 1992]. Robust stability and performance with respect
to structured uncertainty in the 𝓁1 was introduced in [Khammash and Pearson, 1991]
and is described nicely in the tutorial paper [Dahleh and Khammash, 1993].

Adaptive control
Adaptive control dates back to the control of high-speed aircraft in the ’50s. Due
to the wide range of operating conditions, the performance of conventional con-
trollers was unsatisfactory. Therefore, researchers and engineers started to look for
controllers that could adapt to a changing environment online. Nowadays, many
adaptive controller schemes and textbooks exist. We refer the reader to [Åström and
Wittenmark, 1994] and [Goodwin and Sin, 1984b] for an introduction to the subject
and its history. The topics of adaptive control that relates most closely to this thesis
are those of dual control and multiple-model adaptive control.
Dual Control. In dual control [Feldbâum, 1963], one is tasked with minimizing a
cumulative performance quantity given incomplete information about the dynamical
equations governing the plant and exogenous signals affecting the system. Feldbaum
showed that the optimal control policy will have two purposes and that the optimal
controller is characterized by the solution to a functional equation (often called the
Bellman equation). The first purpose is to excite the dynamics of the system (explore)
in order to increase the knowledge about the system. The second purpose is to ensure
satisfactory behavior of the system, that is, ensure that the performance quantity is
small. In learning theory, this is sometimes called the exploration/exploitation trade-
off.

Although the Bellman equation for the dual control problem is straightforward
to derive, it is generally tough to compute due to the exponential growth of the state
space (curse of dimensionality). Analytical or tractable numerical solutions have
only been found in a few exceptional cases. We refer the reader to the review [Wit-
tenmark, 1995] and [Åström and Wittenmark, 1994] for a more in-depth discussion
on dual control and its approximations. The example in Paper III concerns an inte-
grator with unknown gain. A similar problem was studied from the perspective of
stochastic dual control in [Astrom and Helmersson, 1986].
Supervisory– and multiple model adaptive control. Multiple model adap-
tive control (MMAC) originated in the ’70s as a way to control uncertain linear
stochastic systems with parameter uncertainty, where the parameter uncertainty be-
longed to a finite set. The framework was tried on equilibrium flight control of an
F-8C aircraft [Athans et al., 1977] and STOL F-15 with sensor and actuator fail-
ures [Maybeck and Pogoda, 1989] with mixed results. Each model 𝑀 was associ-
ated with a corresponding control law 𝑢𝑀 (�̂�𝑀 ) and a Kalman filter that estimates
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1.2 Control

the states �̂�𝑀 (𝑡). [Magill, 1965; Lainiotis, 1976] showed that the conditional prob-
ability, given measured signals, that a specific model is active can be expressed
recursively using the Kalman filter residuals associated with each model. At each
time instant, the control signal 𝑢(𝑡) was computed as the average of the ones for
each model 𝑢𝑀 (𝑡) weighted by the conditional probability of that model being ac-
tive 𝜌𝑀|𝑦(𝑡),…,𝑦(0),𝑢(𝑡−1),…,𝑢(0), that is

𝑢(𝑡) =
∑
𝑀

𝜌𝑀|𝑦(𝑡),…,𝑦(0),𝑢(𝑡−1),…,𝑢(0)𝑢𝑀 (𝑡).

It is not a dual control method, the chosen control law coincides with the last
stage in a finite-time dual control problem; it is a myopic controller [Åström and
Wittenmark, 1994]. In [Athans et al., 1977], the authors remark that they could not
find rigorous proof of convergence of the claim that the probability associated with
the actual model will asymptotically converge to unity. The claim is false, as seen by
the following counterexample, which also shows that the MMAC is not necessarily
stabilizing. The claim is, however, true if certain distinguishability conditions are
fulfilled [Silvestre et al., 2020].
EXAMPLE 1—COUNTEREXAMPLE TO CONVERGENCE IN PROBABILITY
Consider the uncertain first-order linear stochastic discrete-time system

𝑥(𝑡 + 1) = 𝑎𝑥(𝑡) ± 𝑢(𝑡) +𝑤(𝑡),
𝑦(𝑡) = 𝑥(𝑡) + 𝑣(𝑡).

(1.2)

In (1.2) 𝑥(𝑡), 𝑢(𝑡), 𝑦(𝑡) ∈ ℝ are the state, input and measured output. The process
disturbance 𝑤(𝑡) and 𝑣(𝑡) are two jointly Gaussian uncorrelated white-noise random
variables with 𝔼[𝑣(𝑡)] = 𝔼[𝑤(𝑡)] = 0 and 𝔼[𝑣(𝑡)2] = 𝔼[𝑤(𝑡)2] = 1, drawn indepen-
dently and identically distributed at each time 𝑡. If we assume the initial probability
of each mode to be 𝜌+(0) = 𝜌−(0) = 0.5, we will choose 𝑢(0) = 0. But if we
do not inject any control signal—the residual of the two Kalman filters will be the
same, so 𝜌+(1) = 𝜌−(1) = 0.5. Since 𝑢+(𝑦(1), 𝑦(0)) = −𝑢−(𝑦(1), 𝑦(0)) we have
𝑢(1) = 0.5𝑢+(1) + 0.5𝑢−(1) = 0. By similar arguments, we will have 𝑢(𝑡) = 0 for all
𝑡 and 𝜌+(𝑡) = 𝜌−(𝑡) for all 𝑡, regardless of which model is “true”. □

That careful tuning of the Kalman filters to prevent erroneous estimates and identifi-
cations is required to make MMAC behave reasonably well, is well known [Athans
et al., 1977; Maybeck and Pogoda, 1989], but even then—the closed-loop system
can exhibit unwanted oscillative behavior [Greene and Willsky, 1980].

The uncertain system (1.2) is stabilizable in the 𝓁𝑝 sense by a periodic controller.
[Khargonekar et al., 1985] showed that any finite collection of finite-dimensional
controllable LTI systems is stabilizable by periodically circulating dead-beat con-
trollers. For instance, taking 𝑢(𝑡) = (−1)𝑡𝑎𝑦(𝑡) stabilizes (1.2) with finite 𝓁2 gain.
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This result was extended to finite collections of internally stabilizable linear time-
varying systems in [Khargonekar et al., 1988], and [Mårtensson, 1985] showed sim-
ilar results for continuous sets of parametric uncertainty using an exhaustive dense
search in parameter space. Like [Khargonekar et al., 1985; Khargonekar et al., 1988],
[Mårtensson, 1985] did not rely on interpolating among feasible candidates. In-
stead, the results rely on certainty equivalence—using a prerouted search among
controllers that work well for each realization.

Stephen Morse proposed using the predictive performance of each feasible
model to decide which model to use for certainty equivalence control in [Morse,
1996], and proved that the closed-loop is 𝓁2 stable in [Morse, 1997]. Morse’s con-
tribution concerned linear time-invariant SISO systems with possibly uncountable
uncertainty sets. It was also assumed that any realization could be satisfactorily con-
trolled by a linear time-invariant controller based on a model from an a priori spec-
ified finite collection of "nominal" models.

Figure 1.1 illustrates a supervisory switched control system. The main differ-
ence between prerouted search amongst controllers and Morse’s adaptive approach
is the supervisor determining the switching sequence 𝜎. In the prerouted case, 𝜎 is a
predetermined function of time, whereas in the adaptive case, 𝜎 is a function of the
control input 𝑢 and the process output 𝑦.

The adaptive switching algorithms (supervisors) can roughly be divided into
two categories; those based on process estimation and those based on a direct per-
formance evaluation of each candidate controller. Our work relates the most to the
estimation-based supervisors, and we will focus on them.

The tutorial [Hespanha, 2001] contains much of the development up to 2002.
[Buchstaller and French, 2016a; Buchstaller and French, 2016b] proposed an ax-
iomatic framework providing robust stability and performance bounds for a broad
class of estimation-based supervisory control schemes for MIMO LTI plants and
some classes of nonlinear plants.

Online learning. The learning community became interested in adaptive control
problems not long ago. In particular, learning the linear-quadratic regulator from a
single trajectory received much attention. It seems to have started with [Fiechter,
1997], who derived a probably-approximately-correct (PAC) bound with an explicit
expression for the number of samples required for the discounted LQR problem.

REMARK 1
The discounted LQR problem entails minimizing the cost functional

𝐽𝜇(𝑥0) = 𝔼

[ ∞∑
𝑡=0

𝛾𝑘
(
|𝑥𝑡|2𝑄 + |𝑢𝑡|2𝑅

)]
,
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Supervisor

controller 1

controller 𝑛

process 𝑦

𝑤
𝜎

𝜎

⋅⋅⋅ 𝑢

Figure 1.1 Illustration of a supervisory control architecture, recreated from [Hespanha,
2001]

over policies 𝜇, subject to the dynamics
𝑥𝑡+1 = 𝐴𝑥𝑡 + 𝐵𝑢𝑡 +𝑤𝑡

𝑢𝑡 = 𝜇(𝑥𝑡).

Here 𝑥𝑡 is the state, 𝑤𝑡 are i.i.d zero-mean noise sequences with 𝔼𝑤𝑡𝑤𝖳
𝑡 = 𝜎2𝐼 and

𝛾 ∈ [0, 1) is an discount factor.
The discount factor is common in the Reinforcement learning literature. It enters

the cost functional similarly to the forgetting factor (𝜆) prevalent in online identifi-
cation algorithms like recursive least squares [Ljung, 1998]. However, the difference
is that while the discount factor is smaller than 1, the forgetting factor is greater than
one; conceptually, 𝜆 ∼ 1∕𝛾 . The main implication for control is that 𝐽𝜇(𝑥0) < ∞
does not imply stability of the closed-loop for a discount factor 0 ≤ 𝛾 < 1. □

Regret (the difference between the total cost incurred and the cost of the optimal
policy in hindsight) bounds for this “online LQR”-problem were first considered
in [Abbasi-Yadkori and Szepesvári, 2011], based on the Optimism in the Face of
Uncertainty (OFU) principle. The OFU principle dates back to and is a heuristic
method to balance exploration and exploitation in learning systems. It entails con-
tinuously characterizing a high-probability set of model parameters given data and
basing decisions on the parameter values that would give the lowest cost.

The model-free case was considered in [Abbasi-Yadkori et al., 2019]. [Cohen
et al., 2018] and [Agarwal et al., 2019b] studied the case where the dynamics are
known, but the cost matrices 𝑄𝑡, 𝑅𝑡 are time-varying and revealed only after each 𝑢𝑡has been selected. Regret in the setting where disturbances and time-varying convex
loss-functions are chosen adversarially from bounded sets were introduced in [Agar-
wal et al., 2019a], and extended to unknown dynamics in [Chen and Hazan, 2021].
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Large-scale systems
As systems grow in complexity, new problems arise. Standard methods for controller
synthesis may become computationally intractable; we require synthesis methods
that can handle a large number of states. For standard control , the speed of the elec-
tronics is usually significantly faster (almost the speed of light) than the controlled
system. However, for large systems, the control signals and measurement signals
may have to travel large distances and experience significant delay. Global commu-
nication may be infeasible due to computational tractability, limited transmission
capacity but also for legal- and integrity reasons. Control may be constrained to use
only local information.

These issues motivate the search for methods to analyze and control systems us-
ing information from local measurements and information exchange with the clos-
est neighbors. Furthermore, we insist that such controllers should be synthesized
locally—exploiting the computational resources in each node.
Team-theory and quadratic invariance. Team decision problems originate from
economics, where optimal decentralized decisions in organizations were studied in
the papers by [Marschak, 1955] and [Radner, 1962] under stochastic settings. A
major contribution of Radner was that the case the linear-quadratic case admits a
unique optimal decision policy that is linear in the measurements. In these studies,
the agents in the team know the problem parameters. The agents use the information
of the problem parameters to find the optimal decentralized decision. Decentral-
ized decisions only depend on local measurements of the state of nature, where the
measurements of the agents are typically different. [Gattami et al., 2012] studied
linear quadratic robust team decision problems and showed that optimal decisions
are linear and can be found by solving a convex (in fact, semi-definite) optimization
problem. Team-decision theory has been helpful in understanding distributed con-
trol [Mahajan et al., 2012]. Witsenhausens famous counterexample [Witsenhausen,
1968] established that linear decisions are not always optimal for distributed LQG
problems and sparked an interest in research of team problems in the control com-
munity. [Ho and Chu, 1972] showed how linear-quadratic problems with partially
nested information can be rewritten as static team-decision problems and Witsen-
hausen showed that a general class of dynamic team decision problems can be re-
duced to static ones via a change of measures [Witsenhausen, 1988]. Static reduc-
tions for more exotic information structures is still an active research field [Gupta
et al., 2014; Sanjari et al., 2021].

The reduction to static team problems by Ho and Chu is equivalent to Q-
parameterization, a simplification of Youla parameterization [Youla et al., 1976],
and was recently rediscovered in the online learning literature [Simchowitz et al.,
2020], under the name “nature’s y’s”. The value in the reduction is that the opti-
mal solution, expressed in the Q-parameter, is linear and unique. Intuitively, the
reparametrization subtracts the influence of the other players on each player’s de-
cision, removing the necessity for the player to “guess” the decisions of the other
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Figure 1.2 Illustration of disturbance localization. A shock 𝛿 entering in the 𝑖th node spreads
to the neighbors at most three hops away, where it is completely canceled.

players. It is the estimation of other players’ actions that destroys linearity in dis-
tributed control problems. It is sometimes referenced to as the signaling incentive.
Q-parameterization is an affine parameterization of all achievable stable closed-loop
systems, which sometimes greatly simplifies controller synthesis. In distributed con-
trol, one aims to impose constraints on the controller architecture, that is, restrict the
set of feasible controllers to those that satisfy different types of communication con-
straints. A reasonable attempt to simplify controller synthesis is to translate the com-
munication constraints into constraints on the Q-parameter. Convexity of the feasible
set of Q-parameters was introduced in [Rotkowitz and Lall, 2006] and shown to be
necessary and sufficient for the constraint set of the Q-parameter to be equal to that
of the controller. [Rotkowitz et al., 2010] showed that communication constraints in
distributed control are quadratically invariant as long as information between con-
trollers propagates at least as fast as the dynamics propagetes between links. [Lessard
and Lall, 2011] proved that quadratic invariance is both necessary and sufficient for
convexity of the constraint set on the Q-parameter, but noted that there are cases
when the constraint fails to be quadratically invariant. Yet the closed-loop maps are
an affine set. These situations can be handled by System-Level Synthesis.
System-level synthesis. The main idea of system-level synthesis is to optimize
directly over the closed-loop transfer functions from disturbances to states and con-
trol signals. Sparsity constraints on the closed-loop maps can then be translate into
a sparse realization of the controller. The set of closed-loop responses that can be
achieved with causal linear feedback is described as the kernel of an affine map. In
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Figure 1.3 Localization in system-level synthesis

contrast, the celebrated Youla-parametrization characterizes the achievable closed-
loop responses as the range of an affine map. The kernel representation has a number
of advantages over the image representation; we list a few. Firstly, it seems simpler
for unstable systems. Secondly, the kernel description can be decomposed into two
equality constraints, one which is column separable and one that is row separable.
If the control objective and other constraints can be similarly decomposed, one can
use operator splitting methods to synthesize controllers in a scalable manner. Fi-
nally, there exists useful bounds on the degradation when constraints can only be
approximately fulfilled.

Communication constraints among subsystems in the controller are encoded di-
rectly in the closed-loop responses. For example, the disturbance localization re-
quirement in Figure 1.2 implies that no communication has to be sent from the 𝑖th
any node further than three hops away. The reason is that whatever happens in the
𝑖th node is constrained not to affect nodes that far away, implying that one can re-
move the signaling incentive by letting subsystem 𝑖 communicate their decisions to
systems 𝑖 ± 1, 𝑖 ± 2 and 𝑖 ± 3. Similarly, one can encode delayed communication as
requirements on the closed-loop response from disturbances to control action as a
requirement that a shock entering in the 𝑖th node at time 𝑡 should spread “slowly” to
other subsystems, see Figure 1.3.

System-level synthesis started with a series of conference contributions by
Wang, Matni, You, and Doyle between 2014–2017, culminating in the PhD the-
sis [Wang, 2017]. The research up until 2019 is nicely presented in the review arti-
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cle [Anderson et al., 2019]. Since then, system-level synthesis has been combined
with Willem’s fundamental lemma and incorporated into the data-driven frame-
work [Xue and Matni, 2021],used to study the internal feedbacks prevalent in hu-
man vision [Lisa Li, 2022],model-predictive control [Chen et al., 2020; Alonso and
Matni, 2020; Alonso et al., 2022], safe statistical learning of controllers [Dean et al.,
2019] and many other control-related questions [Li et al., 2021b].

All the contributions above employ a finite impulse-response restriction of
the closed-loop dynamics to turn the controller synthesis problem into a finite-
dimensional convex optimization problem. Such optimization problems can be effi-
ciently solved using off-the-shelf software. However, controller synthesis that avoids
the finite impulse-response restriction remains largely unexplored. A notable excep-
tion is [Yu et al., 2021], where the authors solve the 2 optimal control problem
under communication constraints but with instantaneous communication using dy-
namic programming over the impulse responses.
Positivity and symmetry. A tangential question is: “For what systems do the op-
timal centralized solutions have distributed realizations?”. In other words, are there
systems and problem formulations that, without explicit sparsity constraints, have
sparse solutions? The answer is yes [Bergeling, 2019]; positive systems [Rantzer
and Valcher, 2018] that also fulfill some structural conditions have distributed solu-
tions that are centrally optimal.
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2
Contributions

Papers I, II, and III consider uncertain linear systems with uncertain parameters be-
longing to a (known) finite set. These papers are part of an effort to extend minimax
adaptive control [Rantzer, 2020; Rantzer, 2021] to the output feedback case.
Paper I. O. Kjellqvist and A. Rantzer (2022c). “Minimax adaptive estimation for
finite sets of linear systems”. In: 2022 American Control Conference (ACC), pp. 260–
265. DOI: 10.23919/ACC53348.2022.9867474,
This paper concerns output prediction in linear dynamical systems with uncertain
dynamics, where the uncertainty belongs to a finite set. We provide a convex pro-
gram that computes an estimate of the output at the next time step, ensuring that the
gain from unmeasured disturbances to the output prediction error is bounded by a
constant, 𝛾 , provided that 𝛾 is a feasible gain bound. We also show how to evaluate
online whether 𝛾𝑁 is a feasible gain bound.

The problem formulation extends [Başar, 1991] from the case with known dy-
namics to the case where the dynamics are uncertain.
Paper II. O. Kjellqvist (2023). Fundamental worst-case performance limits for
multiple-model estimation. Submitted to IFAC World Congress 2023,
This paper extends Paper I in two ways. Firstly, we consider strictly causal state
estimation. Secondly, we provide upper and lower bounds on the achievable distur-
bance gains 𝛾𝑁 (from disturbances to 𝑁 th time-step estimation error). The upper
and lower bounds are characterized by one forward Riccati recursion per model and
one backward Riccati recursion per pair of feasible models.

The achievable attenuation level is informative as to whether the set of feasible
models is suitable for state estimation. The conclusion is independent of the esti-
mation procedure. In essence, 𝛾𝑁 will be large if highly different state trajectories
well explain the same output trajectory for the models. By well explained, we mean
that the noise and disturbance trajectories required to explain the data are small (in
a least-squares sense). The gain will be small if the same output trajectory requires
large disturbance trajectories to be compatible with different state trajectories. We
want to point out that the gain-bound 𝛾𝑁 can be interpreted as a finite-time perfor-
mance guarantee. By computing the upper and lower bounds for 𝛾𝑁 for indistin-
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guishable and distinguishable systems, we argue that distinguishability [Silvestre et
al., 2020] alone is neither sufficient nor necessary to guarantee that the estimation
error will be small.

In practical multiple-model settings, one is often interested in detecting which
model has generated the data. For instance, in fault detection, one is interested to
know whether one of the sensors has gone bad. The work in papers I and II is limited
to the state estimate only and does not consider the ability to identify the underlying
model.
Paper III. O. Kjellqvist and A. Rantzer (2022a). “Learning-enabled robust con-
trol with noisy measurements”. In: Learning for Dynamics and Control Conference.
PMLR, pp. 86–96,
This paper was presented at L4DC 2022 in Stanford and was published in an abridged
form. The version contained in this thesis is an extended version including proofs
that were previously omitted and is published on Arxiv.
O. Kjellqvist and A. Rantzer (2022b). Learning-enabled robust control with noisy
measurements. DOI: 10.48550/ARXIV.2202.08363. URL: https://arxiv.
org/abs/2202.08363.

The main contribution of this paper is the equivalence between the following
two statements for uncertain scalar linear dynamical systems, where the uncertainty
belongs to a finite set.

1. There exists a causal output feedback controller that achieves a closed-loop
𝓁2-gain bound of at most 𝛾 from disturbances to errors.

2. There exists a memory-less function of a ∞ multi observer, so that certain
performance quantities are bounded.

The multi observer consists of one ∞ observer per feasible model, coupled with a
performance quantity related to how well the model explains the observed data. The
performance quantities can be evaluated recursively using observed signals and the
observer states. We use this result to extend [Vinnicombe, 2004] to the output feed-
back setting, constructing suboptimal controllers for integrators where the gain has
unknown sign. The controllers are of the certainty-equivalence type, which in this
case coincides with a multiple-model adaptive (supervisory) control architecture.

The approach differs from supervisory control and multiple-model adaptive con-
trol in that we start with the desired property (finite 𝓁2-gain) and characterize con-
trollers that achieve this property. That is, we do not impose a supervisory structure.
Instead, the resulting controller architecture is a suboptimal solution to the equivalent
problem formulation (2). The literature on supervisory control and multiple-model
adaptive control starts with an imposed architecture and proceeds to prove that the
resulting controller achieves a bounded 𝓁2-gain.
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Paper IV. O. Kjellqvist and J. C. Doyle (2022). 𝜈-analysis: a new notion of ro-
bustness for large systems with structured uncertainties. To appear in IEEE CDC
2022,
This paper argues that the current robustness measures for structured uncertainty are
inadequate to analyze large systems and proposes an alternative, 𝜈. The argument is
based on the observation that structured singular values and 𝓁1-robustness measures
certify stability against the largest perturbation and cannot distinguish between dense
and sparse perturbations.

The work was motivated by the search for robustness measures compatible with
system-level synthesis for control design. In particular, we were aiming for a convex
and separable quantity, so one can synthesize controllers locally. This work was per-
formed with Lisa Li for a course at the California Institute of Technology given by
John Doyle. In the end, it resulted in two papers. The first paper (this paper) proposes
and analyzes the robustness measure 𝜈. The second paper [Li and Doyle, 2022] uses
the results of the first paper to synthesize controllers in an iterative manner, similar
to 𝐷-𝐾 synthesis.
Paper V. O. Kjellqvist and J. Yu (2022). On infinite-horizon system level synthe-
sis problems. To appear in IEEE CDC 2022,
This paper considers the synthesis of spatially localized controllers with delayed
communication between controllers. The main contributions are twofold. Firstly,
we solve the infinite-horizon state-feedback localized LQR problem with de-
layed communication. Previous results consider finite-impulse response approx-
imations [Wang et al., 2018] or instantaneous communication [Yu et al., 2021].
Secondly, we combine the state-feedback policy with a localized Kalman filter to
synthesize localized output feedback controllers. These localized controllers are not
LQ optimal but have much smaller memory requirements than the controllers based
on the finite-impulse response approximation.

This work assumes that the problem admits feasible solutions and does not dis-
cuss how to determine the feasibility.
Paper VI. O. Kjellqvist and A. Gattami (2022). Learning optimal team decisions.
To appear in IEEE CDC 2022,
This work concerns static team decision problems where the models are unknown
to the players. The goal is to minimize the losses incurred by the team as the team
interacts with the environment. We employ online gradient descent to improve the
policy over time. The main findings concern upper bounds for the expected regret
both when each player has access to the gradient and when each player only learns
the total loss incurred by the team after each action is taken (bandit). In the bandit
setting, we use a “zeroth“-order gradient estimate. The gradient estimate is obtained
by sampling the corners of the unit cube, as suggested in [Shamir, 2013]. This sam-
pling strategy is a good idea in distributed settings because the sampling does not
require any coordination between players.

A limitation of this work is that static reduction of [Ho and Chu, 1972] requires
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knowledge of the problem parameters. Therefore, it needs to be clarified how to apply
these results to sequential team-decision problems, like the control of an unknown
linear system.
Other work not included in this thesis. O. Kjellqvist and O. Troeng (2020).
“Numerical pitfalls in q-design”. IFAC-PapersOnLine 53:2. 21st IFAC World
Congress, pp. 4404–4408. ISSN: 2405-8963. DOI: https://doi.org/10.1016/
j.ifacol.2020.12.368. URL: https://www.sciencedirect.com/science/
article/pii/S2405896320306522 and
V. Renganathan et al. (2022). “Distributed implementation of minimax adaptive
controller for finite set of linear systems”. arXiv preprint arXiv:2210.00081
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Paper I

Minimax Adaptive Estimation for Finite Sets
of Linear Systems

Olle Kjellqvist Anders Rantzer

Abstract

For linear time-invariant systems with uncertain parameters belonging to a fi-
nite set, we present a purely deterministic approach to multiple-model estima-
tion and propose an algorithm based on the minimax criterion using constrained
quadratic programming. The estimator tends to learn the dynamics of the sys-
tem, and once the uncertain parameters have been sufficiently estimated, the
estimator behaves like a standard Kalman filter.

1. Introduction

1.1 Problem Statement
In this article, we consider output prediction for linear systems of the form

𝑥𝑡+1 = 𝐹𝑥𝑡 + 𝐺𝑢𝑡 +𝑤𝑡

𝑦𝑡 = 𝐻𝑥𝑡 + 𝑣𝑡, 0 ≤ 𝑡 ≤ 𝑁 − 1,
(1)

where 𝑥𝑡 ∈ ℝ𝑛, 𝑢𝑡 ∈ ℝ𝑝 and 𝑦𝑡 ∈ ℝ𝑚 are the states and the measured input and
output at time-step 𝑡, respectively. 𝑤𝑡 ∈ ℝ𝑛 and 𝑣𝑡 ∈ ℝ𝑚 are unmeasured process
disturbance and measurement noise. The model, (𝐹 ,𝐻,𝐺) is fixed but unknown,
belonging to some finite set

{(𝐹1,𝐻1, 𝐺1),⋯ , (𝐹𝐾 ,𝐻𝐾 , 𝐺𝐾 )}.

consiting of of triplets of real-valued matrices. In particular, we are interested in
strictly causal estimation of 𝑦𝑁 , such that the gain from disturbance trajectories
(𝑤𝑡, 𝑣𝑡)𝑁−1

𝑡=0 to pointwise estimation error (𝑦𝑁 −𝐻𝑥𝑁 ) in some weigthed 𝓁2-norm
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is bounded by a constant 𝛾𝑁 > 0. This means that given positive definite matrices
𝑃0 ∈ ℝ𝑛×𝑛, 𝑅 ∈ ℝ𝑚×𝑚 and 𝑄 ∈ ℝ𝑛×𝑛 and a nominal value of the initial state, �̂�0,

|�̂�𝑁 −𝐻𝑥𝑁 |2
|𝑥0 − �̂�0|2𝑃−1

0
+
∑𝑁−1

𝑡=0

(
|𝑤𝑡|2𝑄−1 + |𝑣𝑡|2𝑅−1

) ≤ 𝛾2𝑁 , (2)

should hold for all disturbances and models compatible with the measurement his-
tory (𝑦𝑡, 𝑢𝑡)𝑁−1

𝑡=0 . This approach is different from the Bayesian approach to filtering
where one takes the conditional expectation as the estimate �̂�𝑁 . The interest in worst-
case gain is motivated by robust feedback-control from estimates. In such settings
instability or lack of performance due to model errors is a larger concern than ro-
bustness to outliers.
1.2 Background
Simultaneous estimation of states and parameters in linear systems is a bilinear esti-
mation problem. The Maximum-likelihood approach leads to estimates which can-
not be put in recursive form and must be obtained by iteration [Bar-Shalom, 1972]. A
recursive method can be obtained by parametrizing the dynamical equations and the
observer and learning the parameters using the sequential prediction error approach.
Alternatively, one can augment the state vector with the uncertain parameters and
apply nonlinear filtering methods such as the Extended Kalman filter [Goodwin and
Sin, 1984]. Unfortunately, optimality guarantees for such methods are difficult to
obtain. One exception is when the system can be modeled as a finite set of linear
systems and the noise is Gaussian, then the Maximum-likelihood estimates can be
put on a recursive form [Crassidis and Junkins, 2011].

Solutions based on the multiple-model approach have been tremendously suc-
cessful in modeling and estimating complex engineering systems. In essence, it con-
sists of two parts: 1) design simpler models for a finite set of possible operating
regimes. 2) Run a filter for each model and cleverly combine the estimates. Multiple-
model adaptive estimation has been around since the ’60s [Magill, 1965; Lainiotis,
1976] and has been an active research field since. The estimation approach easily
extends to systems where the active model can switch (hybrid systems) by match-
ing a Kalman filter with each possible trajectory. In that case, the number of filters
will grow exponentially, which has sparked research into more efficient methods.
Notable numerically tractable and suboptimal algorithms for estimation in hybrid
systems are the Generalized Pseudo Bayesian [Ackerson and Fu, 1970; Chang and
Athans, 1978], and the Interacting Multiple Model [Blom and Bar-Shalom, 1988].
The algorithms have been coupled with extended and unscented Kalman filters to
deal with non-linear systems [Akca and Efe, 2019], and [Xiong et al., 2015] studied
robustness to identification error. In [Ronghua et al., 2008], the authors pointed out
that methods based on Kalman filters are sensitive to noise distributions and pro-
posed an Interactive Multiple Model algorithm based on particle filters to handle

38
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non-Gaussian noise at the expense of a 100 fold increase in computation. Recently,
machine-learning approaches to classification have been combined with the Inter-
acting Multiple Model estimator [Li et al., 2021; Deng et al., 2020] and showed
improved accuracy in simulations.

The Bayesian approach to the Multiple-model estimation problem involves as-
signing probability distributions to disturbances (𝑤𝑡, 𝑣𝑡) and models (𝐹 ,𝐺,𝐻). The
estimate is taken as the expected value of 𝑦𝑁 conditioned on past measurements.
If the disturbances are zero-mean and Gaussian, then the conditional expectation
can be computed as the weighted average of Kalman filter estimates (one for each
model), weighted by the conditional probability that its model is active.

It is evident in practice that the estimator’s performance depends on the quality
of the model set. The models must be distinguishable using measured signals, and
the models should accurately describe the operating regimes. Since the estimates can
be susceptible to non-Gaussian noise, it is surprising that deterministic approaches
similar to those studied by the control community in the ’80s and ’90s have gathered
little attention. Recent progress to minimax adaptive control of linear systems with
uncertain parameters belonging to a finite set [Rantzer, 2021] under the assump-
tion of perfect measurements has inspired this research into compatible estimation
techniques.
1.3 Contribution
In this paper, we formulate the multiple-model estimation problem as a determinis-
tic, two-player dynamic game. In particular, this formulation allows for online com-
putation of the worst-case gain from disturbances to estimation error and tractable
synthesis of suboptimal estimators that minimize the worst-case gain. Determinis-
tic dynamic games have played a key role in solving and understanding ∞ filter-
ing [Shen and Deng, 1997; Basar and Bernhard, 1995]; our goal in this work has
been to take a first step towards extending the advantages of that framework to the
multiple model setting.
1.4 Outline
The outline is as follows: First, we introduce notation in Section 2, then we introduce
minimax multiple-model filtering and the main results in Section 3. In Section 4,
we present a simplified form for time-invariant systems. We illustrate the theory
through a numerical example in Section 5. Section 6 contains concluding remarks,
and supporting lemmata are given in the Appendix.

2. Notation

The set of 𝑛 × 𝑚-dimensional matrices with real coefficients is denoted ℝ𝑛×𝑚. The
transpose of a matrix 𝐴 is denoted 𝐴⊤. For a symmetric matrix 𝐴 ∈ ℝ𝑛×𝑛, we write
𝐴 ≻ (⪰)0 to say that 𝐴 is positive (semi)definite. Given 𝑥 ∈ ℝ𝑛 and 𝐴 ∈ ℝ𝑛×𝑛,
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|𝑥|2𝐴 ∶= 𝑥⊤𝐴𝑥. For a vector 𝑥𝑡 ∈ ℝ𝑛 we denote the sequence of such vectors up to
time 𝑡 by 𝐱𝑡 ∶= (𝑥𝑘)𝑡𝑘=0.

3. Minimax Multiple Model Filtering

In contrast to the Bayesian approach, our approach is fully deterministic; similarly to
[Shen and Deng, 1997; Basar and Bernhard, 1995], we do not make explicit assump-
tions on the distribution of the noise trajectories 𝐰𝑡 and 𝐯𝑡. We will instead construct
a two-player dynamic game between a minimizing player that chooses the estimate,
and a maximizing player that chooses dynamics and disturbances. Recall that we are
interested in characterizing an estimator �̂�𝑁 such that the gain from disturbances to
the pointwise estimation error is bounded by 𝛾𝑁 . I.e., (2) holds for all disturbances
consistent with (1) and the data (𝐲𝑁−1,𝐮𝑁−1). Since the disturbances are unknown,
we cannot evaluate (2) directly. However, define

𝐽𝑁 (𝐲𝑁−1,𝐮𝑁−1, �̂�𝑁 ) ∶= sup
𝑥0,𝐰𝑁−1,𝐯𝑁−1,(𝐹 ,𝐺,𝐻)

{
|�̂�𝑁 −𝐻𝑥𝑁 |2

− 𝛾2𝑁

(
|𝑥0 − �̂�0|2𝑃−1

0
+

𝑁−1∑
𝑡=0

(
|𝑤𝑡|2𝑄−1 + |𝑣𝑡|2𝑅−1

))}
, (3)

where the maximization is performed subject to the constraints (1). Then (2) holds
if and only if

𝐽𝑁 (𝑦𝑁−1, 𝑢𝑁−1, �̂�𝑁 ) ≤ 0.

In this setting, 𝑤𝑡 = 𝑥𝑡+1 − 𝐹𝑥𝑡 − 𝐺𝑢𝑡 and 𝑣𝑡 = 𝑦𝑡 −𝐻𝑥𝑡 are uniquely determined
by the states, the measurements and the active model. Inserting into (3), we get

𝐽𝑁 (𝐲𝑁−1,𝐮𝑁−1, �̂�𝑁 ) = sup
𝐱𝑁 ,(𝐹 ,𝐺,𝐻)

{
|�̂�𝑁 −𝐻𝑥𝑁 |2 − 𝛾2𝑁 |𝑥0 − �̂�0|2𝑃−1

0

− 𝛾2𝑁

𝑁−1∑
𝑡=0

(
|𝑥𝑡+1 − 𝐹𝑥𝑡 − 𝐺𝑢𝑡|2𝑄−1 + |𝑦𝑡 −𝐻𝑥𝑡|2𝑅−1

)}
. (4)

We will call an estimator �̂�⋆𝑁 a minimax estimator if

inf
�̂�𝑁

𝐽𝑁 (𝑦𝑁−1, 𝑢𝑁−1, �̂�𝑁 ) = 𝐽𝑁 (𝑦𝑁−1, 𝑢𝑁−1, �̂�⋆𝑁 ) =∶ 𝐽⋆
𝑁 (𝑦𝑁−1, 𝑢𝑁−1), (5)

holds, where �̂�𝑁 are functions of past data 𝐲𝑁−1 and 𝑢𝑁−1. This constitutes a two-
player dynamic game and would be linear quadratic if not for the model being chosen
by the maximizing player. The intuition behind (5) makes sense in the following way.
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3 Minimax Multiple Model Filtering

The minimizing player is penalized for deviating from the true (noiseless) output,
and the maximizing player is penalized for selecting a model which requires large
disturbances 𝑤 and 𝑣 to be compatible with the data. As 𝑁 increases, the penalty
for selecting a model different from the truth grows too large, resulting in a learning
mechanism. It turns out that the cost associated with the disturbance trajectories
required to explain each model corresponds to the accumulated prediction errors
from a corresponding Kalman filter and that the minimax estimate is a weighted
interpolation between the Kalman filter estimates.
THEOREM 1
Consider matrices 𝐹1,… , 𝐹𝐾 ∈ ℝ𝑛×𝑛, 𝐻1,… ,𝐻𝐾 ∈ ℝ𝑚×𝑛, 𝐺1,… , 𝐺𝐾 ∈ ℝ𝑛×𝑝

and positive definite 𝑄, 𝑃0 ∈ ℝ𝑛×𝑛, 𝑅 ∈ ℝ𝑚×𝑚. Define 𝑃𝑡,𝑖 according to
𝑃0,𝑖 = 𝑃0

𝑃𝑡+1,𝑖 = 𝑄 + 𝐹𝑖(𝑃𝑡,𝑖 − 𝑃𝑡,𝑖𝐻
⊤
𝑖 (𝑅 +𝐻𝑖𝑃𝑡,𝑖𝐻

⊤
𝑖 )

−1𝐻𝑖𝑃𝑡,𝑖)𝐹⊤
𝑖 ,

and assume that 𝐻𝑖𝑃𝑁,𝑖𝐻⊤
𝑖 ≺ 𝛾2𝑁𝐼 . Then the cost (4) is equivalent to

𝐽𝑁 (𝐲𝑁−1, 𝑢𝑁−1, �̂�𝑁 ) = max
𝑖

{
|�̂�𝑁 −𝐻𝑖�̆�𝑁,𝑖|2(𝐼−𝛾−2𝑁 𝐻𝑖𝑃𝑁,𝑖𝐻⊤

𝑖 )−1
− 𝛾2𝑁𝑐𝑁,𝑖

}
. (6)

�̆�𝑁,𝑖 is the Kalman filter estimate of 𝑥𝑁 using the 𝑖th model, and 𝑐𝑁,𝑖 are generated
according to

�̆�0,𝑖 = 𝑥0
�̆�𝑡+1,𝑖 = 𝐹𝑖�̆�𝑡,𝑖 +𝐾𝑡,𝑖(𝑦𝑡 −𝐻𝑖�̆�𝑡,𝑖) + 𝐺𝑖𝑢𝑡
𝐾𝑡,𝑖 = 𝐹𝑖𝑃𝑡,𝑖𝐻

⊤
𝑖 (𝑅 +𝐻𝑖𝑃𝑡,𝑖𝐻

⊤
𝑖 )

−1

𝑐0,𝑖 = 0
𝑐𝑡+1,𝑖 = |𝐻𝑖�̆�𝑡,𝑖 − 𝑦𝑡|2(𝑅+𝐻𝑖𝑃𝑡,𝑖𝐻⊤

𝑖 )−1
+ 𝑐𝑡,𝑖. □

Proof. We will perform the maximization over state-trajectories in (4) in two steps.
First over past trajectories (𝐱𝑁−1) and then over the future state 𝑥𝑁 1. The right-hand
side of (4) becomes

sup
𝑥𝑁 ,𝑖

{
|�̂�𝑁 −𝐻𝑖𝑥𝑁 |2 − 𝛾2𝑁 inf

𝐱𝑁−1

{
|𝑥0 − �̂�0|2𝑃−1

0

+
𝑁−1∑
𝑡=0

(|𝑥𝑡+1 − 𝐹𝑖𝑥𝑡 − 𝐺𝑖𝑢𝑡|2𝑄−1 + |𝑦𝑡 −𝐻𝑖𝑥𝑡|2𝑅−1

)}}
,

1 max𝐱𝑁 {…} = max𝑥𝑁
{
max𝐱𝑁−1{…}

}.
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where 𝑖 = 1,…𝐾 is an index for the active model (𝐹𝑖,𝐻𝑖, 𝐺𝑖). Apply Lemma 1 to
get

𝐽𝑁 (𝑦𝑁−1, 𝑢𝑁−1, �̂�𝑁 ) = sup
𝑥𝑁 ,𝑖

{|�̂�𝑁 −𝐻𝑖𝑥𝑁 |2 − 𝛾2𝑁𝑉𝑁,𝑖((𝑥𝑁 , 𝑦𝑁−1)
}

= sup
𝑖,𝑥𝑁

{
|�̂�𝑁 −𝐻𝑖𝑥𝑁 |2 − 𝛾2𝑁

(
|𝑥𝑁 − �̆�𝑁 |2

𝑃−1
𝑁,𝑖

+ 𝑐𝑁,𝑖

)}
.

For fix �̂�𝑁 and 𝑖, the assumption 𝐻𝑖𝑃𝑁,𝑖𝐻⊤
𝑖 ≺ 𝛾2𝑁𝐼 guarantees that we maximize a

concave function of 𝑥𝑁 and we apply Lemma 2 with 𝐴 = 𝐻𝑖, 𝑋 = 𝐼, 𝑌 = 𝑃𝑁,𝑖 to
conclude2,

𝐽𝑁 (𝑦𝑁−1, 𝑢𝑁−1, �̂�𝑁 ) = max
𝑖

|�̂�𝑁 −𝐻𝑖�̆�𝑁,𝑖|2(𝐼−𝛾−2𝑁 𝐻𝑖𝑃𝑁,𝑖𝐻⊤
𝑖 )−1

− 𝛾2𝑁𝑐𝑁,𝑖. □

REMARK 2
Theorem 1 holds also for time-varying systems, if 𝐹𝑖 and 𝐻𝑖 are replaced by 𝐹𝑡,𝑖 and
𝐻𝑡,𝑖. Further, 𝑃0, 𝑄 and 𝑅 can be time-varying and differ between models. □

REMARK 3
Equation (6) is monotonically increasing in 𝛾𝑁 and the smallest 𝛾⋆𝑁 such that
𝐽𝑁 (𝑦𝑁−1, 𝑢𝑁−1, �̂�𝑁 ) ≤ 0 can be found efficiently through bisection. □

The below Corollary follows from Theorem 1 and describes how to compute the
minimax estimator as a convex quadratic program.
COROLLARY 1
With assumptions as in Theorem 1, consider the convex program

minimize
�̂�𝑁 ,𝑡

𝑡

subject to: |�̂�𝑁 −𝐻𝑖�̆�𝑁,𝑖|2(𝐼−𝛾−2𝑁 𝐻𝑖𝑃𝑁,𝑖𝐻⊤
𝑖 )−1

− 𝛾2𝑁𝑐𝑁,𝑖 ≤ 𝑡

∀𝑖 = 1…𝐾. □

The minimizing argument �̂�⋆𝑁 satisfies (5).

REMARK 4
If the model set is a singleton, then �̂�⋆𝑁 = 𝐻𝑥⋆𝑁 = 𝐻�̆�𝑁 is the estimate generated
by the Kalman filter, which is a well known result [Basar and Bernhard, 1995]. □

2 The maximizing argument is given by 𝑥⋆𝑁 (�̂�𝑁 , 𝑖) = (𝐻⊤
𝑖 𝐻𝑖 − 𝛾2𝑁𝑃−1

𝑁,𝑖)
−1(𝐻⊤

𝑖 �̂�𝑁 − 𝑃−1
𝑁,𝑖𝛾

2
𝑁 �̆�𝑁,𝑖)
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4 Stationary Solution

3.1 On 𝑐𝑁,𝑖 and the relation to conditional probability.
It is known (see for instance [Crassidis and Junkins, 2011]) that if 𝑤𝑡 and 𝑣𝑡 are
uncorrelated Gaussian white noise with covariances 𝑄 and 𝑅, the conditional prob-
ability that the measured output 𝐲𝑁 has been generated by the model (𝐹𝑖, 𝐺𝑖,𝐻𝑖)and the input 𝐮𝑁 can be expressed as

𝑝(𝑖|𝐲𝑁 ,𝐮𝑁 ) =
𝛼𝑁𝑒

−|𝑦𝑁−𝐻𝑖�̆�𝑁,𝑖|2�̃�𝑁,𝑖

det(2𝜋�̃�𝑁,𝑖)1∕2
𝑝(𝑖|𝐲𝑁−1,𝐮𝑁−1).

𝛼𝑁 is some normalization constant independent of 𝑖, and
�̃�𝑁,𝑖 = 𝑅 +𝐻𝑖𝑃𝑁,𝑖𝐻

⊤
𝑖 ,

with 𝑃𝑁,𝑖 as in Theorem 1. Taking 𝑐𝑁,𝑖 as in Theorem 1 we see that the conditional
probability is proportional to 𝑒−𝑐𝑁+1,𝑖 ,

𝑝(𝑖|𝐲𝑁−1,𝐮𝑁−1) ∝ 𝑒−𝑐𝑁+1,𝑖

𝑁∏
𝑡=1

det(2𝜋�̃�𝑡,𝑖)−1∕2.

4. Stationary Solution

For a set of time-invariant systems, we summarize a simple version of the filter in
the below theorem.
THEOREM 2
Consider matrices 𝐹1,… , 𝐹𝐾 ∈ ℝ𝑛×𝑛, 𝐻1,… ,𝐻𝐾 ∈ ℝ𝑚×𝑛 and positive definite
𝑄, 𝑃0 ∈ ℝ𝑛×𝑛, 𝑅 ∈ ℝ𝑚×𝑚. Assume that the algebraic Riccati equations

𝑃𝑖 = 𝑄 + 𝐹𝑖(𝑃𝑖 − 𝑃𝑖𝐻
⊤
𝑖 (𝑅 +𝐻𝑖𝑃𝑖𝐻

⊤
𝑖 )

−1𝐻𝑖𝑃𝑖)𝐹⊤
𝑖 ,

have solutions 𝐻𝑖𝑃𝑖𝐻⊤
𝑖 ≺ 𝛾2𝑁𝐼 . Then a minimax strategy �̂�⋆𝑁 for the game defined

by

min
�̂�𝑁

max
𝐱𝑁 ,𝑖

{
|�̂�𝑁 −𝐻𝑖𝑥𝑁 |2 − 𝛾2𝑁 |𝑥0 − �̂�0|2𝑃−1

𝑖

− 𝛾2𝑁

𝑁−1∑
𝑡=0

(
|𝑥𝑡+1 − 𝐹𝑖𝑥𝑡 − 𝐺𝑖𝑢𝑡|2𝑄−1 + |𝑦𝑡 −𝐻𝑖𝑥𝑡|2𝑅−1

)}
,

and (1), is the minimizing argument of

min
�̂�𝑁

max
𝑖

{
|�̂�𝑁 −𝐻𝑖�̆�𝑁,𝑖|2(𝐼−𝛾−2𝑁 𝐻𝑖𝑃𝑖𝐻⊤

𝑖 )−1
− 𝛾2𝑁𝑐𝑁,𝑖

}
.
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�̆�𝑁,𝑖 is the Kalman filter estimate of 𝑥𝑁 using the 𝑖th model, and 𝑐𝑁,𝑖 are generated
according to

�̆�0,𝑖 = 𝑥0
�̆�𝑡+1,𝑖 = 𝐹𝑖�̆�𝑡,𝑖 +𝐾𝑖(𝑦𝑡 −𝐻𝑖�̆�𝑡,𝑖) + 𝐺𝑖𝑢𝑡

𝐾𝑖 = 𝐹𝑖𝑃𝑖𝐻
⊤
𝑖 (𝑅 +𝐻𝑖𝑃𝑖𝐻

⊤
𝑖 )

−1

𝑐0,𝑖 = 0
𝑐𝑡+1,𝑖 = |𝐻𝑖�̆�𝑡,𝑖 − 𝑦𝑡|2(𝑅+𝐻𝑖𝑃𝑖𝐻⊤

𝑖 )−1
+ 𝑐𝑡,𝑖. □

Proof. This is a special case of Theorem 1, by replacing 𝑃0 with 𝑃𝑖. □

5. Example

In this example, we compare a minimax estimator synthesized using Corollary 1,
bisecting over 𝛾𝑁 , to find the estimator �̂�⋆𝑁 such that (2) is satisfied for the smallest
possible 𝛾𝑁 . We compare this to a Bayesian multiple-model estimator [Crassidis
and Junkins, 2011] and calculate the corresponding bound 𝛾𝑁 using Theorem 1 and
bisection. Consider the uncertain linear system

𝑥𝑡+1 = 𝐹𝑥𝑡 +𝑤𝑡

𝑦𝑡 = 𝑥𝑡 + 𝑣𝑡
, 𝐹 ∈ {−1, 1}.

The weights in (2) are chosen to be 𝑄 = 𝑅 = 𝑃0 = 1. We generate data 𝐲𝑁−1 by
simulating the system with 𝐹 = 1 and 𝑤𝑡, 𝑣𝑡 as independent Gaussian white noise
with intensity 1. For 𝑁 = 5 we find

𝑃5,1 = 𝑃5,−1 = 1.62,

�̆�5,1 = −2.34, �̆�5,−1 = 1.50,

𝑐5,1 = 3.56, 𝑐5,−1 = 8.11.

In Fig. 1, we illustrate (6) for 𝑁 = 5 and the estimates. Note that 𝛾 = 1.51
can be guaranteed for the minimax estimator, but not the Bayesian. Fig. 2 contains a
comparison between the smallest 𝛾𝑁 so that (2) can be guaranteed for the minimax
estimator and the Bayesian estimator when 𝑁 = 1…20.

6. Conclusions

We stated the minimax criterion for output prediction, where the dynamics belong
to a finite set of linear systems and proposed a minimax estimation strategy. The
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−
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Figure 1. Illustration of the optimization problem (6) for 𝑁 = 5, together with the min-
imax solution and the one given by a Bayesian multiple model estimator for 𝛾𝑁 = 1.51.
The minimax estimate has a guaranteed worst-case gain bound from disturbances to ob-
server error lower than 1.51, whereas the Bayesian estimator does not. Here 𝐽+

5 = |�̂�5 −
�̆�5,1|2(𝐼−𝛾−25 𝑃5,1)−1

− 𝑐5,1 corresponds to 𝐹 = 1, whereas 𝐽−
5 (defined similarly) corresponds to

𝐹 = −1. 𝐽5 = 𝐽5(𝐲5, 0, �̂�5) is then equivalent to (6).
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1.2
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𝑁
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Bayesian√
max𝑖{𝑃𝑖,𝑁}

Figure 2. The smallest 𝛾𝑁 such that 𝐽𝑁 (𝐲𝑁−1, 0, �̂�𝑁 ) ≤ 0 for the minimax estimator (blue)
compared to the Bayesian multiple-model adaptive estimator (green) for one realization.
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strategy can be implemented as a convex program, and the resulting estimate is a
weighted interpolation of Kalman filter estimates. We showed in a numerical exam-
ple how to apply the theoretical results to compute the worst-case gain from distur-
bances to error for any multi-model estimation algorithm online and how to generate
estimates that minimize the said gain.

By running a minimax estimator in parallel to another estimator, we can mea-
sure the worst-case performance level of the other estimator. A large difference in
performance levels indicates that the nominal estimator may be highly sensitive to
errors in the noise model.

Predetermining the smallest achievable gain from disturbances to estimation er-
rors is still an open research problem, that is, finding necessary and sufficient con-
ditions such that

sup
𝐲𝑁−1

𝐽⋆
𝑁 (𝐲𝑁−1,𝐮𝑁−1) ≤ 0.

In future work, we plan to develop a Multiple-model adaptive estimator with a pre-
scribed 𝓁2-gain bound from disturbance to error and methods for infinite sets of
linear systems.

Appendix — Supporting Lemmata

LEMMA 1
The cost function

𝑉𝑁,𝑖(𝑥𝑁 , 𝐲𝑁−1) = min
𝐱𝑁−1

{
|𝑥0 − �̂�0|2𝑃−1

0

+
𝑁−1∑
𝑘=1

(|𝑥𝑡+1 − 𝐹𝑖𝑥𝑡 − 𝐺𝑖𝑢𝑡|2𝑄−1 + |𝑦𝑡 −𝐻𝑖𝑥𝑡|2𝑅−1 )

}
(7)

under the dynamics (1), is of the form

𝑉𝑡,𝑖(𝑥, 𝐲𝑡−1) = |𝑥 − �̆�𝑡,𝑖|2𝑃𝑡,𝑖 + 𝑐𝑡,𝑖,
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where 𝑃𝑡,𝑖 and 𝑐𝑡,𝑖 are generated as
𝑃0,𝑖 = 𝑃0

𝑃𝑡+1,𝑖 = 𝑄 + 𝐹𝑖𝑃𝑡,𝑖𝐹
⊤
𝑖

− 𝐹𝑖𝑃𝑡,𝑖𝐻
⊤
𝑖 (𝑅 +𝐻𝑖𝑃𝑡,𝑖𝐻

⊤
𝑖 )

−1𝐻𝑖𝑃𝑡,𝑖𝐹
⊤
𝑖

�̆�0,𝑖 = 𝑥0
�̆�𝑡+1,𝑖 = 𝐹𝑖�̆�𝑡,𝑖 +𝐾𝑡,𝑖(𝑦𝑡 −𝐻𝑖�̆�𝑡,𝑖) + 𝐺𝑖𝑢𝑡
𝐾𝑡,𝑖 = 𝐹𝑖𝑃𝑡,𝑖𝐻

⊤
𝑖 (𝑅 +𝐻𝑖𝑃𝑡,𝑖𝐻

⊤
𝑖 )

−1

𝑐0,𝑖 = 0
𝑐𝑡+1,𝑖 = |𝐻𝑖�̆�𝑡,𝑖 − 𝑦𝑡|2(𝑅+𝐻𝑖𝑃𝑡,𝑖𝐻⊤

𝑖 )−1
+ 𝑐𝑡,𝑖.

□

Proof. The proof builds on forward dynamic programming [Cox, 1964], and is sim-
ilar to one given in [Goodwin et al., 2005] but differ in the assumption that 𝐹𝑖 is not
invertible. Further, the constant terms 𝑐𝑡,𝑖 are explicitly computed. The cost function
𝑉𝑁 3 can be computed recursively

𝑉1(𝑥, 𝐲0) = |𝑥 − 𝑥0|2𝑃−1
0

(8)
𝑉𝑡+1(𝑥, 𝐲𝑡) = min

𝜉
|𝑥 − 𝐹𝜉 − 𝐺𝑢𝑡|2𝑄−1

+ |𝑦𝑡 −𝐻𝜉|2𝑅−1 + 𝑉𝑡(𝜉, 𝐲𝑡−1). (9)
With a slight abuse of notation, we assume a solution of the form 𝑉𝑡(𝑥) = |𝑥 −

�̆�𝑡|𝑃−1
𝑡

+ 𝑐𝑡 and solve for the minimum

𝑉𝑡+1(𝑥) = min
𝜉

|𝑥 − 𝐺𝑢𝑡|2𝑄−1 + |𝜉|2
𝐹⊤𝑄−1𝐹+𝐻⊤𝑅−1𝐻+𝑃−1

𝑡

− 2(𝐹⊤𝑄−1(𝑥 − 𝐺𝑢𝑡) +𝐻⊤𝑅−1𝑦𝑡 + 𝑃−1
𝑡 �̆�𝑡)⊤𝜉 + |𝑦𝑡|2𝑅−1 + |�̆�|𝑃−1

𝑡
.

Assume at this stage 𝑆𝑡 ∶= 𝐹⊤𝑄−1𝐹 +𝐻⊤𝑅−1𝐻 + 𝑃−1
𝑡 ≻ 0, then the minimizing

𝜉⋆ is a stationary point
𝜉⋆ = 𝑆−1

𝑡 (𝐹⊤𝑄−1(𝑥 − 𝐺𝑢𝑡) +𝐻⊤𝑅−1𝑦𝑡 + 𝑃−1
𝑡 �̆�𝑡)

and the resulting partial cost
|𝑥 − �̆�𝑡+1|2𝑃−1

𝑡+1
+ 𝑐𝑡+1 = |𝑥 − 𝐺𝑢𝑡|2𝑄−1 + |𝑦𝑡|2𝑅−1 + |�̆�𝑡|2𝑃−1

𝑡

− |𝐹⊤𝑄−1(𝑥 − 𝐺𝑢𝑡) +𝐻⊤𝑅−1𝑦𝑡 + 𝑃−1
𝑡 �̆�𝑡|2𝑆−1

𝑡
+ 𝑐𝑡. (10)

3 We relax the index 𝑖 in this proof
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Since this should hold for arbitrary 𝑥 and
𝑥 − �̆�𝑡+1 = (𝑥 − 𝐺𝑢𝑡) − (�̆�𝑡+1 − 𝐺𝑢𝑡),

we get
𝑃−1
𝑡+1 = 𝑄−1 −𝑄−1𝐹𝑆−1

𝑡 𝐹⊤𝑄−1

�̆�𝑡+1 − 𝐺𝑢𝑡 = 𝑃𝑡+1𝑄
−1𝐹𝑆−1

𝑡 (𝐻⊤𝑅−1𝑦𝑡 + 𝑃−1
𝑡 �̆�𝑡)

The expression for calculating 𝑃𝑡+1 can be further simplified using the Woodbury
identity,

𝑃−1
𝑡+1 = (𝑄 + 𝐹 (𝐻⊤𝑅−1𝐻 + 𝑃−1

𝑡 )−1𝐹⊤)−1

𝑃𝑡+1 = 𝑄 + 𝐹𝑃𝑡𝐹
⊤ − 𝐹𝑃𝑡𝐻

⊤(𝑅 +𝐻𝑃𝑡𝐻
⊤)−1𝐻𝑃𝑡𝐹

⊤,

where we used the Woodbury matrix identity twice. Inserting these expressions into
(10), applying the Woodbury matrix identity to 𝑆−1

𝑡 𝐹⊤(𝑄 − 𝐹𝑆−1
𝑡 𝐹⊤)−1𝑆−1

𝑡 +
𝑆−1
𝑡 = (𝑆𝑡 − 𝐹⊤𝑄−1𝐹 )−1 = (𝐻⊤𝑅−1𝐻 + 𝑃−1

𝑡 )−1 gives

𝑐𝑡+1 = −|𝐻⊤𝑅−1𝑦𝑡 + 𝑃−1
𝑡 �̆�𝑡|2(𝐻⊤𝑅−1𝐻+𝑃−1

𝑡 )−1
+ |𝑦𝑡|2𝑅−1 + |�̆�𝑡|2𝑃−1

𝑡
+ 𝑐𝑡

= |𝐻�̂�𝑡 − 𝑦𝑡|2(𝑅+𝐻𝑃𝑡𝐻⊤)−1 + 𝑐𝑡

Next we show that �̆� can be formulated as a state-observer
�̆�𝑡+1 − 𝐺𝑢𝑡 = 𝑃𝑡+1𝑄

−1𝐹𝑆−1
𝑡 (𝐻⊤𝑅−1𝑦𝑡 + 𝑃−1

𝑡 �̆�)
= 𝑃𝑡+1𝑄

−1𝐹𝑆−1
𝑡 𝐻⊤𝑅−1(𝑦𝑡 −𝐻�̆�𝑡)

+ 𝑃𝑡+1𝑄
−1𝐹𝑆−1

𝑡 (𝐻⊤𝑅−1𝐻 + 𝑃−1
𝑡 )�̆�𝑡

Use the matrix inversion lemma (𝐴 + 𝐵𝐶𝐷)−1𝐵𝐶 = 𝐴−1𝐵(𝐶 +𝐷𝐴−1𝐵)−1.
𝑃𝑡+1𝑄

−1𝐹𝑆−1
𝑡 = −(−𝑄−1 +𝑄−1𝐹𝑆−1

𝑡 𝐹⊤𝑄−1)−1𝑄−1𝐹𝑆−1
𝑡

= −(−𝑄−1)−1(𝑄−1𝐹 )(𝑆𝑡 − 𝐹⊤𝑄−1𝐹 )−1

= 𝐹 (𝐻⊤𝑅−1𝐻 + 𝑃−1
𝑡 )−1.

Insert in to the previous expression and conclude
�̆�𝑡+1 = 𝐹 �̆�𝑡 +𝐾𝑡(𝑦𝑡 −𝐻�̆�) + 𝐺𝑢𝑡,

where
𝐾𝑡 = 𝐹𝑃𝑡𝐻

⊤(𝑅 +𝐻𝑃𝑡𝐻
⊤)−1 □
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LEMMA 2
For 𝑥 ∈ ℝ𝑛, 𝑣, 𝑦 ∈ ℝ𝑚, a non-zero matrix 𝐴 ∈ ℝ𝑛×𝑚, positive-definite matrices
𝑋 ∈ 𝑅𝑛×𝑛 and 𝑌 ∈ ℝ𝑚×𝑚, and a positive real number 𝛾𝑁 > 0 such that

𝐴⊤𝑋−1𝐴 − 𝛾2𝑁𝑌 −1 ≺ 0,

it holds that
max
𝑣

{
|𝑥 − 𝐴𝑣|2𝑋−1 − 𝛾2𝑁 |𝑦 − 𝑣|2𝑌 −1

}

= |𝑥 − 𝐴𝑦|2
(𝑋−𝛾−2𝑁 𝐴𝑌𝐴⊤)−1

. (11)
□

Proof. Expanding the left-hand side of (11) and equating the gradient with 0 we get
max
𝑣

{
|𝑥 − 𝐴𝑣|2𝑋−1 − 𝛾2𝑁 |𝑦 − 𝑣|2𝑌 −1

}

= max
𝑣

{
|𝑣|2

𝐴⊤𝑋−1𝐴−𝛾2𝑁𝑌
+ |𝑥|2𝑋−1 − 𝛾2𝑁 |𝑦|2𝑌 −1 − 2𝑣⊤(𝐴⊤𝑋−1𝑥 − 𝛾2𝑁𝑌 −1)𝑦

}

= |𝑥|2𝑋−1 − 𝛾2𝑁 |𝑦|2𝑌 −1 − |𝐴⊤𝑋−1𝑥 − 𝛾2𝑁𝑌 −1𝑦|(𝐴⊤𝑋−1𝐴−𝛾2𝑁𝑌 −1)−1

= |𝑥|2
𝑋−1−𝑋−1𝐴⊤(𝐴⊤𝑋−1𝐴−𝛾2𝑁𝑌 −1)−1𝐴⊤𝑋−1

+ |𝑦|2
−𝛾2𝑁𝑌 −1−𝛾2𝑁𝑌 −1(𝐴⊤𝑋−1𝐴−𝛾2𝑁𝑌 −1)−1𝑌 −1𝛾2𝑁

− 2𝑥⊤𝑋−1𝐴(𝐴⊤𝑋−1𝐴 − 𝛾2𝑁𝑌 −1)−1(−𝛾2𝑁𝑌 −1)𝑦
= |𝑥|2

(𝑋−𝛾−2𝑁 𝐴𝑌𝐴⊤)−1
+ |𝐴𝑦|2

(𝑋−𝛾−2𝑁 𝐴𝑌𝐴⊤)−1
− 2𝑥⊤(𝑋 − 𝛾−2𝑁 𝐴𝑌𝐴⊤)−1𝐴𝑦

= |𝑥 − 𝐴𝑦|2
(𝑋−𝛾−2𝑁 𝐴𝑌𝐴⊤)−1

. □
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Paper II

Fundamental Worst-Case Performance
Limits for Multiple-Model Estimation

Olle Kjellqvist

Abstract

This article provides upper- and lower bounds for the worst-case performance
limit of strictly causal state estimation for uncertain linear systems with uncer-
tainty belonging to a finite set. We quantify performance as the gain from noise
and disturbances to point-wise estimation error. The bounds rely on forward
Riccati recursions, one per feasible model, and backward Riccati recursions,
one for each pair of models in the uncertain set.

1. Introduction

In this article, we consider strictly causal state estimation for uncertain linear systems
of the form

𝑥𝑡+1 = 𝐹𝑥𝑡 +𝑤𝑡

𝑦𝑡 = 𝐻𝑥𝑡 + 𝑣𝑡, 0 ≤ 𝑡 ≤ 𝑁 − 1,
(𝐹 ,𝐻) ∈ 

(1)

where 𝑥𝑡 ∈ ℝ𝑛, and 𝑦𝑡 ∈ ℝ𝑚 are the states and the measured and output at time-
step 𝑡, respectively. 𝑤𝑡 ∈ ℝ𝑛 and 𝑣𝑡 ∈ ℝ𝑚 are unmeasured process disturbance
and measurement noise. The model, (𝐹 ,𝐻) ∈ ℝ𝑛×𝑛 × ℝ𝑚×𝑛 is unknown but fixed,
belonging to a (known) finite set

 = {(𝐹1,𝐻1),… , (𝐹𝐾 ,𝐻𝐾 )}.

The state estimate, �̂�𝑁 , is generated by a strictly causal map from measured outputs
to ℝ𝑛 that is agnostic of the model realization.

�̂�𝑁 = 𝜇(𝑦𝑁−1,… , 𝑦0). (2)
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We make no assumptions about the distributions of 𝑤 and 𝑣. Instead, we employ
a deterministic framework and characterize the achievable worst-case performance.
The worst-case performance is quantified as the smallest gain from disturbance tra-
jectories (𝑤𝑡, 𝑣𝑡)𝑁−1

𝑡=0 to pointwise estimation error (𝑥𝑁 − �̂�𝑁 ), denoted 𝛾⋆𝑁 , that can
be achieved with a strictly causal estimator 𝜇. The disturbance norm can be dif-
ferent for every model, 𝑖. The norms are defined by the positive definite matrices
𝑃0,𝑖 ∈ ℝ𝑛×𝑛, 𝑅𝑖 ∈ ℝ𝑚×𝑚 and 𝑄𝑖 ∈ ℝ𝑛×𝑛 and nominal values of the initial state, �̂�0,𝑖.More precisely, 𝛾⋆𝑁 is defined as the smallest 𝛾𝑁 for which there exists an estimator,
𝜇, such that for all possible realizations of (1) and (2),

|�̂�𝑁 − 𝑥𝑁 |2

|𝑥0 − �̂�0,𝑖|2𝑃−1
0,𝑖

+
∑𝑁−1

𝑡=0

(
|𝑤𝑡|2𝑄−1

𝑖
+ |𝑣𝑡|2𝑅−1

𝑖

) ≤ 𝛾2𝑁 . (3)

We provide a lower and an upper bound for 𝛾⋆𝑁 . Both bounds depend on the
pairwise interaction between candidate models and are computed by validating the
positive definiteness of certain matrices appearing in forward and backward Ric-
cati recursions. The Riccati recursions describe the worst-case trajectory given a
minimax-optimal state estimate. This estimator was described in [Kjellqvist and
Rantzer, 2022b].

1.1 Background
[Bar-Shalom, 1972] studied simultaneous estimation of parameters and states in lin-
ear systems and showed that the maximum-likelihood approach leads to estimates
that cannot be put on recursive form. One suboptimal approach is to parametrize the
dynamics, augment the state vector with the parameters and apply nonlinear estima-
tion techniques like the extended Kalman Filter. The state and parameter estimates
may diverge [Ljung, 1979], but the algorithm can be tweaked to guarantee asymp-
totic convergence. The resulting algorithm is equivalent to a recursive prediction er-
ror method [Goodwin and Sin, 1984]. Unfortunately, optimality guarantees for these
methods are difficult to obtain. However, if we restrict the parameter uncertainty to
belong to a finite set, and the driving noise is Gaussian. Then the conditional prob-
ability of each model having generated the observed trajectory can be expressed
recursively. The conditional probability can then be used to extract the maximum
likelihood estimate, the expected value of the state and other meaningful statistical
quantities.

This multiple-model approach was introduced in the ’60s by [Magill, 1965] and
[Lainiotis, 1976] and has then been adapted to switching systems [Ackerson and Fu,
1970; Chang and Athans, 1978; Blom and Bar-Shalom, 1988]. The extensions for
switching systems approximate the solution by combining the estimates and model
pruning. The approximation is necessary to avoid the exponential growth of the
feasible parameter trajectories due to switching. [Ronghua et al., 2008] shows that
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2 Notation

multiple-model estimators are sensitive to deviations from the assumed noise dis-
tributions and proposed an Interactive Multiple Model algorithm based on particle
filters to handle non-Gaussian noise at the expense of a 100-fold increase in com-
putation. [Li et al., 2021; Deng et al., 2020] combined multiple-model estimators
with machine-learning approaches to classification and showed improved accuracy
in simulations.

Recently, [Silvestre et al., 2020] introduced the notion of absolute distinguisha-
bility to evaluate the suitability of sets in multiple-model systems. Distinguishability
means that there exists some input sequence such that the different systems generate
different outputs. If the outputs are different for all system inputs, then the systems
are absolutely distinguishable.

The work in this article has been inspired by recent progress in minimax adaptive
control [Rantzer, 2020; Rantzer, 2021; Kjellqvist and Rantzer, 2022a; Renganathan
et al., 2022] and builds on the optimal minimax adaptive estimator for finite sets of
linear systems introduced in [Kjellqvist and Rantzer, 2022b].
1.2 Outline
The rest of this paper is organized as follows. We establish notation in Section 2.
Section 3 contains the problem formulation and solution. Illustrative examples are
contained in Section 4. We give conclusions and final remarks in Section 5. The
proof of the main results are contained in Section 6

2. Notation

The set of 𝑛 × 𝑚-dimensional matrices with real coefficients is denoted ℝ𝑛×𝑚. The
transpose of a matrix 𝐴 is denoted 𝐴⊤. For a symmetric matrix 𝐴 ∈ ℝ𝑛×𝑛, we write
𝐴 ≻ (⪰)0 to say that 𝐴 is positive (semi)definite. Given 𝑥 ∈ ℝ𝑛 and 𝐴 ∈ ℝ𝑛×𝑛,
|𝑥|2𝐴 ∶= 𝑥⊤𝐴𝑥. For a vector 𝑥𝑡 ∈ ℝ𝑛 we denote the sequence of such vectors up to
time 𝑡 by 𝑥[0∶𝑡] ∶= (𝑥𝑘)𝑡𝑘=0.

3. Minimax performance limits

This section studies the minimax performance index

𝐽⋆
𝑁 (�̂�0) ∶= inf

𝜇
sup

𝑥0,𝑤[0∶𝑇−1],𝑣[0∶𝑇−1],𝑖

{
|𝑥𝑁 − �̂�𝑁 |2

− 𝛾2
(
|𝑥0 − �̂�0,𝑖|2𝑃0,𝑖 +

𝑁−1∑
𝑡=0

[
|𝑤𝑡|2𝑄−1

𝑖
+ |𝑣𝑡|2𝑅−1

𝑖

])}
, (4)

where 𝑥[0∶𝑇 ] is generated according to (1) with (𝐹𝑖,𝐻𝑖) ∈ . This is a two-player
game where the adversary picks the disturbance sequences 𝑤[0∶𝑇−1] and 𝑣[0∶𝑇−1]
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and the active model 𝑖 = 1,… , 𝐾 and the minimizing player picks the estimation
policy 𝜇. In particular, we are interested in the infimum of 𝛾𝑁 , denoted 𝛾⋆𝑁 , such that
the performance index (4) has a finite value.

The case when the model is known, equivalently when  = (𝐹1,𝐻1), was stud-
ied in [Basar and Bernhard, 1995]. In that case, the smallest achievable attenuation
level 𝛾⋆𝑁 can be characterized using two Riccati recursions, one forward recursion
and one backward recursion. The Riccati recursions are functions of 𝛾𝑁 , and one
can evaluate whether 𝛾𝑁 is greater or smaller than 𝛾⋆𝑁 by checking whether certain
matrix expressions occuring in the backward recursion are positive definite. These
criteria are both necessary and sufficient, when the model is fully known.

The remainder of this article is devoted upper- and lower bounds of 𝛾⋆𝑁 for uncer-
tain linear systems, where the uncertainty is described by a finite set. These bounds
are characterized using forward and backward Riccati recursions. There is one for-
ward recursions per model, 𝑖 = 1,… , 𝐾 , and one backward recursions for each pair
of models (𝑖, 𝑗).

The forward recursions are those of a Kalman filter with zero-mean independent
white noise sequences 𝑤𝑡 and 𝑣𝑡 with covariance matrices 𝑄𝑖 and 𝑅𝑖 respectively,

𝐾𝑡,𝑖 = 𝐹𝑖𝑃𝑡,𝑖𝐻
⊤
𝑖 (𝑅𝑖 +𝐻𝑖𝑃𝑡,𝑖𝐻

⊤
𝑖 )

−1,

𝑃𝑡+1,𝑖 = 𝑄𝑖 + 𝐹𝑖𝑃𝑡,𝑖𝐹𝑖 +𝐾𝑡,𝑖(𝑅𝑖 +𝐻𝑖𝑃𝑡,𝑖𝐻
⊤
𝑖 )𝐾

⊤
𝑡,𝑖.

(5)

𝑃0,𝑖 can be interpreted as the covariance of the initial estimate �̂�0,𝑖. The output-error
covariance matrix, �̃�𝑡,𝑖, will play an important role in the backward recursion and is
given by

�̃�𝑡,𝑖 = 𝑅𝑖 +𝐻𝑖𝑃𝑡,𝑖𝐻
⊤
𝑖 . (6)

We now state our first condition on 𝛾𝑁 .
PROPOSITION 1
𝛾𝑁 ≥ 𝛾⋆𝑁 only if 𝑃𝑁,𝑖 ⪯ 𝛾2𝑁𝐼 for all 𝑖 = 1,… , 𝐾 . □

Let
𝐹 𝑖𝑗
𝑡 =

[
𝐹𝑖 −𝐾𝑡,𝑖𝐻𝑖

𝐹𝑗 −𝐾𝑡,𝑗𝐻𝑗

]
, 𝐾 𝑖𝑗

𝑡 =
[
𝐾𝑡,𝑖
𝐾𝑡,𝑗

]
. (7)

𝐹 𝑖𝑗
𝑡 corresponds to the closed-loop of a pair (𝑖, 𝑗) of Kalman filters with filter gains

𝐾𝑡,𝑖 and 𝐾𝑡,𝑗 . We will express the necessary and sufficient conditions using the fol-
lowing Riccati recursions. Given some symmetric matrix 𝑇𝑁 ∈ ℝ2𝑛×2𝑛,

𝑋𝑖𝑗
𝑡 =

(
(𝐾 𝑖𝑗

𝑡 )
⊤𝑇 𝑖𝑗

𝑡+1𝐾
𝑖𝑗
𝑡 − 𝛾2(�̃�−1

𝑡,𝑖 + �̃�−1
𝑡,𝑗 )

)
, (8a)

𝐿𝑖𝑗
𝑡 = (𝑋𝑖𝑗

𝑡 )
−1

(
(𝐾 𝑖𝑗

𝑡 )
⊤𝑇 𝑖𝑗

𝑡+1𝐹
𝑖𝑗
𝑡 + 𝛾2

[
�̃�−1
𝑡,𝑖 𝐻𝑖 �̃�−1

𝑡,𝑗 𝐻𝑗

])
, (8b)

𝑇 𝑖𝑗
𝑡 = (𝐹 𝑖𝑗

𝑡 )⊤𝑇 𝑖𝑗
𝑡+1𝐹

𝑖𝑗
𝑡 − 𝛾2

[
𝐻⊤

𝑖 �̃�
−1
𝑡,𝑖 𝐻𝑖

𝐻⊤
𝑗 �̃�

−1
𝑡,𝑗 𝐻𝑗

]
− (𝐿𝑖𝑗

𝑡 )
⊤𝑋𝑖𝑗

𝑡 𝐿
𝑖𝑗
𝑡 . (8c)
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3 Minimax performance limits

For these recursions to be well-defined, the matrix 𝑋𝑖𝑗
𝑡 must be invertible. The con-

ditions for bounding 𝛾⋆𝑁 are related to the positive definiteness of 𝑋𝑖𝑗
𝑡 and are stated

in Theorems 3 and 4 below.
THEOREM 3—UPPER BOUND
Given 𝛾𝑁 such that 𝑃𝑁 ≺ 𝛾2𝑁𝐼 . Let 𝑆 ∈ ℝ𝑛×𝑛 be a positive definite matrix such

that 𝑆 ⪯ 𝐼 − 𝛾−2𝑃𝑁,𝑖 for all 𝑖 = 1,… , 𝐾 and

𝑇 𝑖𝑗
𝑁 =

[
𝑆−1 −𝑆−1

−𝑆−1 𝑆−1

]
.

Assume that for all 𝑖, 𝑗 that 𝑋𝑖𝑗
𝑡 in (8a) is negative definite. Then 𝛾⋆𝑁 ≤ 𝛾𝑁 and

𝐽⋆
𝑁 (�̂�0) ≤ 1

2

[
�̂�0,𝑖
�̂�0,𝑗

]⊤
𝑇 𝑖𝑗
0

[
�̂�0,𝑖
�̂�0,𝑗

]
.

□

THEOREM 4—LOWER BOUND
Given 𝛾𝑁 such that 𝑃𝑁 ≺ 𝛾2𝑁𝐼 , if 𝑋𝑖𝑗

𝑡  0 for some pair 𝑖, 𝑗 and 0 ≤ 𝑡 ≤ 𝑁 − 1,
where 𝑋𝑖𝑗

𝑡 is generated according to the Riccati recursion (8a)–(8c), with

𝑇 𝑖𝑗
𝑁 =

[
𝑇 𝑖𝑗 −𝑇 𝑖𝑗

−𝑇 𝑖𝑗 𝑇 𝑖𝑗

]
, 𝑇 𝑖𝑗 = (2𝐼 − 𝛾−2(𝑃𝑁,𝑖 + 𝑃𝑁,𝑗))−1.

then 𝛾⋆𝑁 > 𝛾𝑁 . If 𝑋𝑖𝑗
𝑡 ≻ 0, for all 𝑡 = 0,… , 𝑁 − 1 then

𝐽⋆
𝑁 (�̂�0) ≥ 1

2

[
�̂�0,𝑖
�̂�0,𝑗

]⊤
𝑇 𝑖𝑗
0

[
�̂�0,𝑖
�̂�0,𝑗

]
.

□

We conclude this section with a causal estimator that achieves (4).
PROPOSITION 2—[KJELLQVIST AND RANTZER, 2022B]
Given 𝛾𝑁 ≥ 𝛾⋆𝑁 , then the infimum in (4) is achieved by

�̂�⋆𝑁 = min
�̂�𝑁

max
𝑖

{
|�̂�𝑁 − �̆�𝑁,𝑖|2(𝐼−𝛾−2𝑃𝑁,𝑖)−1

− 𝛾2𝑐𝑁,𝑖

}
.

With 𝑃𝑡,𝑖 and 𝐾𝑡,𝑖 as in (5), �̆�𝑁,𝑖 and 𝑐𝑁,𝑖 are generated according to
�̆�0,𝑖 = 𝑥0, 𝑐0,𝑖 = 0, (9a)

�̆�𝑡+1,𝑖 = 𝐹𝑖�̆�𝑡,𝑖 +𝐾𝑡,𝑖(𝑦𝑡 −𝐻𝑖�̆�𝑡,𝑖), (9b)
𝑐𝑡+1,𝑖 = |𝐻𝑖�̆�𝑡,𝑖 − 𝑦𝑡|2�̃�−1

𝑡,𝑖
+ 𝑐𝑡,𝑖. (9c)

□
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4. Examples

Figures 1–4 show upper and lower bounds for 𝛾⋆𝑁 for four different scalar systems
computed using Theorem 3 and 4. In all cases 𝑄1 = 𝑄2 = 𝑅1 = 𝑅2 = 1 and 𝑃0,𝑖were taken as the solution to the Riccati equation resulting from removing the time
index in (5). The systems in Fig. 1 are unstable and indistinguishable and the result-
ing attenuation level 𝛾⋆𝑁 grows exponentially in 𝑁 . This is because very different
state trajectories result in the same output trajectory. Fig. 2 is also indistinguishable,
but here both systems are stable. The minimax attenuation level 𝛾⋆𝑁 is bounded and
lies somewhere between 2 to 2.5 times that of the case when the model is known.
This is because the systems are BIBO stable, so picking �̂�𝑁 = 0 results in an estima-
tion error that is bounded by the disturbance norm. Fig. 3 contains two stable systems
that are indistinguishable, but here the minimax attenuation level is not much worse
than in the case where the model is known. This is because even though the systems
are different, and cannot be distinguished from data, state trajectories resulting in the
same output trajectory cannot differ very much. Fig. 4 contains two unstable distin-
guishable systems. We see that the minimax attenuation level is a bounded function
of 𝑁 . Comparing Fig. 4 to Figs. 2 and 3, we see that distinguishability alone is not
enough to guarantee good performance of multiple-model estimators.

5. Conclusions

This article provided an upper and a lower bound for the minimax attenuation level
for uncertain linear systems, where the uncertainty belongs to a finite set. The atten-
uation level provides an alternative to the notion of distinguishability in a priori anal-
ysis of the problem set-up for multiple-model estimation. In the case when similar
output trajectories can come from highly different state trajectories, the gain seems
to be large. If similar output trajectories must come from similar state trajectories,
the gain seems to be small. Interesting directions for future research are:

• 𝐻∞-(sub)optimal multiple-model filtering
• Tighter bounds on the minimax gain from disturbances to estimation error.
• Switched linear systems.
• Uncertain linear systems, with the uncertainty belonging to a compact (but

infinite) set.
• Experimental studies.
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Figure 1. Bounds on the minimax gain
from disturbances to estimation error for two
systems where 𝐹1 = 𝐹2 = 1.1, 𝐻1 =
−𝐻2 = 1, 𝑃1 = 𝑃2 = 1.77.
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Figure 2. Bounds on the minimax gain
from disturbances to estimation error for two
systems where 𝐹1 = 𝐹2 = 0.9, 𝐻1 = −𝐻2 =
1, 𝑃1 = 𝑃2 = 1.48.
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Figure 3. Bounds on the minimax gain
from disturbances to estimation error for two
systems where 𝐹1 = 𝐹2 = 0.9, 𝐻1 = 1,
𝐻2 = 1.5, 𝑃1 = 1.48, 𝑃2 = 1.27.
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Figure 4. Bounds on the minimax gain
from disturbances to estimation error for two
systems where 𝐹1 = 1.1, 𝐹2 = 1.2, 𝐻1 =
−𝐻2 = 1, 𝑃1 = 1.77, 𝑃2 = 1.95.
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6. Proofs

The disturbance 𝑤𝑡 is uniquely determined by 𝐹 = 𝐹𝑖 and (𝑥𝑡+1, 𝑥𝑡), and 𝑣𝑡 is
uniquelly determined by𝐻 = 𝐻𝑖, 𝑦𝑡 and 𝑥𝑡. Thus, we can substitute𝑤𝑡 = 𝑥𝑡+1−𝐹𝑖𝑥𝑡and 𝑣𝑡 = 𝑦𝑡 −𝐻𝑖𝑥𝑡 into (4),

𝐽⋆
𝑁 (�̂�0) = inf

𝜇
sup

𝑥[0∶𝑁],𝑦[0∶𝑁−1],𝑖

{
|𝑥𝑁 − �̂�𝑁 |2 − 𝛾2|𝑥0 − �̂�0,𝑖|2𝑃0,𝑖

− 𝛾2
𝑁−1∑
𝑡=0

[
|𝑥𝑡+1 − 𝐹𝑖𝑥𝑡|2𝑄−1

𝑖
+ |𝑦𝑡 −𝐻𝑖𝑥𝑡|2𝑅−1

𝑖

]}
. (10)

Furthermore, as 𝜇 is a function of 𝑦[0∶𝑁−1], we can move the maximization over
output trajectories outside of the minimization and minimize directly over the vector
�̂�0 ∈ ℝ𝑛. Let,

𝐽 inner
𝑁 (𝑦[0,𝑁−1], �̂�𝑁 , �̂�0) =

sup
𝑥[0∶𝑁],𝑖

{
|𝑥𝑁 − �̂�𝑁 |2 − 𝛾2𝑁 |𝑥0 − �̂�0,𝑖|2𝑃0,𝑖

− 𝛾2
𝑁−1∑
𝑡=0

[
|𝑥𝑡+1 − 𝐹𝑖𝑥𝑡|2𝑄−1

𝑖
+ |𝑦𝑡 −𝐻𝑖𝑥𝑡|2𝑅−1

𝑖

]}
. (11)

Then (10) can be written as
𝐽⋆
𝑁 (�̂�0) = sup

𝑦[0∶𝑁−1]
inf
�̂�𝑁

𝐽 inner
𝑁 (𝑦[0,𝑁−1], �̂�𝑁 , �̂�0). (12)

The following proposition shows how to compute the inner optimization prob-
lem (11) using 𝐾 parallel Kalman filters.
PROPOSITION 3
Consider matrices 𝐹𝑖 ∈ ℝ𝑛×𝑛 and 𝐻𝑖 ∈ ℝ𝑛×𝑛, and positive definite 𝑄𝑖, 𝑃0,𝑖 ∈ ℝ𝑛×𝑛

and 𝑅𝑖 ∈ ℝ𝑚×𝑚 for 𝑖 = 1,… , 𝐾 and a positive number 𝛾𝑁 . Let 𝑃𝑡,𝑖 be the solution
to the Riccati recursion (5), If 𝑃𝑁,𝑖 ≺ 𝛾2𝑁𝐼 , then the inner optimization problem (11)
is equivalent to

𝐽 inner
𝑁 (𝑦[0,𝑁−1], �̂�𝑁 , �̂�0) = max

𝑖

{
|�̂�𝑁 − �̆�𝑁,𝑖|2(𝐼−𝛾−2𝑃𝑁,𝑖)−1

− 𝛾2𝑐𝑁,𝑖

}
, (13)

where �̆�𝑁,𝑖 and 𝑐𝑁,𝑖 are generated according to (9). If 𝑃𝑁,𝑖  𝛾2𝑁𝐼 for some 𝑖, then
the value (11) is unbounded. □

Proof. See [Kjellqvist and Rantzer, 2022b]. □

The last statement of Proposition 3, is precisely Proposition 1.
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6 Proofs

6.1 Upper- and Lower bounds of 𝐽⋆
𝑁

In this section we develop upper and lower bounds on the objective, (4), that we
translate into bounds on 𝛾⋆𝑁 via bisection. Substitute (13) into (12) to get

𝐽⋆
𝑁 (�̂�0) = sup

𝑦[0∶𝑁−1]
min
�̂�𝑁

max
𝑖

{
|�̂�𝑁 − �̆�𝑁,𝑖|2(𝐼−𝛾−2𝑃𝑁,𝑖)−1

− 𝛾2𝑐𝑁,𝑖

}
. (14)

As the maximum is greater than the average of any two points, we have that

𝐽⋆
𝑁 (�̂�0) ≥ sup

𝑖,𝑗,𝑦[0∶𝑁−1]
min
�̂�𝑁

1
2

{
|�̂�𝑁 − �̆�𝑁,𝑖|2(𝐼−𝛾−2𝑃𝑁,𝑖)−1

− 𝛾2𝑐𝑁,𝑖 + |�̂�𝑁 − �̆�𝑁,𝑗|2(𝐼−𝛾−2𝑃𝑁,𝑗 )−1
− 𝛾2𝑐𝑁,𝑗

}

= sup
𝑖,𝑗,𝑦[0∶𝑁−1]

1
2

{
|�̆�𝑁,𝑖 − �̆�𝑁,𝑗|2(2𝐼−𝛾−2𝑃𝑁,𝑖−𝛾−2𝑃𝑁,𝑗 )−1

− 𝛾2𝑐𝑁,𝑖 − 𝛾2𝑐𝑁,𝑗

}
=∶ max

𝑖,𝑗
𝐽 𝑖𝑗
𝑁 (�̂�0). (15)

Thus 𝛾𝑁 < 𝛾⋆𝑁 only if 𝐽 𝑖𝑗
𝑁 (�̂�0) is bounded for all pairs (𝑖, 𝑗).

Towards finding a sufficient condition, let 𝑆 ∈ ℝ𝑛×𝑛 be a positive definite matrix
such that 𝑆 ⪯ 𝐼 − 𝛾−2𝑃𝑡,𝑖 for all 𝑖 = 1,… , 𝐾 . Then

𝐽⋆
𝑁 (�̂�0) ≤ max

𝑦
min
�̂�𝑁

max
𝑖
{|�̂�𝑁 − �̆�𝑁,𝑖|2𝑆−1 − 𝛾2𝑐𝑁,𝑖}

= max
𝑦

max
𝜃

{ 𝑀∑
𝑖,𝑗

𝜃𝑖𝜃𝑗|�̆�𝑁,𝑖 − �̆�𝑁,𝑗|2𝑆−1∕2 − 𝛾2
∑
𝑖
𝜃𝑖𝑐𝑁,𝑖

}

≤ max
𝑖,𝑗

max
𝑦

1
2

{
|�̆�𝑁,𝑖 − �̆�𝑁,𝑗|2𝑆−1 − 𝛾2(𝑐𝑁,𝑖 + 𝑐𝑁,𝑗)

}

=∶ max
𝑖,𝑗

𝐽
𝑖𝑗
𝑁 (�̂�0). (16)

Similarly, if 𝐽 𝑖𝑗
𝑁 (�̂�0) is bounded for all pairs (𝑖, 𝑗), then 𝛾⋆𝑁 ≤ 𝛾𝑁 . The only difference

between the expressions of 𝐽 𝑖𝑗
(�̂�0) and 𝐽 𝑖𝑗(�̂�0) is the weighting matrix of the term

|�̆�𝑁,𝑖 − �̆�𝑁,𝑗|. Computing the upper and the lower bound amounts to solving LQR
problems with an indefinite terminal penalty on the state.

61



Paper II. Fundamental Worst-Case Performance Limits for Multiple-Model
Estimation
6.2 Indefinite LQR
Define the cost function

𝐽 𝑖𝑗
𝑁 (𝑇𝑁 ) = sup

𝑦[0∶𝑁−1]

{[
�̆�𝑁,𝑖
�̆�𝑁,𝑗

]⊤
𝑇𝑁

[
�̆�𝑁,𝑖
�̆�𝑁,𝑗

]

− 𝛾2
𝑁−1∑
𝑡=0

|𝐻𝑖�̆�𝑡,𝑖 − 𝑦𝑡|2�̃�−1
𝑡,𝑖

− 𝛾2
𝑁−1∑
𝑡=0

|𝐻𝑗 �̆�𝑡,𝑗 − 𝑦𝑡|2�̃�−1
𝑡,𝑗

}
(17)

The cost (17) is a standard finite-horizon time-varying linear-quadratic regulator
problem and readily obtained by dynamic programming. We summarize the solution
in the following lemma.
LEMMA 3
Fix 𝑖, 𝑗 ∈ {1,… , 𝐾}. Let 𝑇 𝑖𝑗

𝑁 ∈ ℝ2𝑛×2𝑛 be a symmetric matrix. Define 𝑇 𝑖𝑗
𝑡 , 𝑋𝑖𝑗

𝑡 and
𝐿𝑖𝑗
𝑡 for 𝑡 = 0,… , 𝑁 − 1 by the Riccati recursions (8). Then 𝐽 𝑖𝑗

𝑁 (𝑇𝑁 , �̂�0) = +∞ if
𝑋𝑡  0 for some 𝑡. If 𝑋𝑡 ≺ 0 for all 𝑡 = 0,… , 𝑁 − 1, then

𝐽 𝑖𝑗
𝑁 (𝑇𝑁 , �̂�0) =

[
�̂�0,𝑖
�̂�0,𝑗

]⊤
𝑇 𝑖𝑗
0

[
�̂�0,𝑖
�̂�0,𝑗

]
.

□

REMARK 5
The output sequence 𝑦𝑡 = −𝐿𝑖𝑗

𝑡

[
�̆�𝑡,𝑖
�̆�𝑡,𝑗

]
maximizes (17). □

Theorems 3 and 4 follow from applying Lemma 3 to the upper bound 𝐽
𝑖𝑗
𝑁 (�̂�0)

in (16) and the lower bound 𝐽 𝑖𝑗
𝑁 (�̂�0) in (15).
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Paper III

Learning-Enabled Robust Control with
Noisy Measurements

Olle Kjellqvist Anders Rantzer

Abstract

We present a constructive approach to bounded 𝓁2-gain adaptive control with
noisy measurements for linear time-invariant scalar systems with uncertain pa-
rameters belonging to a finite set. The gain bound refers to the closed-loop sys-
tem, including the learning procedure. The approach is based on forward dy-
namic programming to construct a finite-dimensional information state consist-
ing of ∞-observers paired with a recursively computed performance metric.
We do not assume prior knowledge of a stabilizing controller.

1. Introduction

The great control engineer is lazy; her models are simplified and imperfect, the op-
erating environment may be poorly controlled — yet her solutions perform well.
Robust control provides excellent tools to guarantee performance if the uncertainty
is small [Zhou and Doyle, 1998]. If the uncertainty is large, one can perform labori-
ous system identification offline to reduce model uncertainty and synthesize a robust
controller. An appealing alternative is to trade the engineering effort for a more so-
phisticated controller, particularly a learning-based component that improves con-
troller performance as more data is collected. However, for such a controller to be im-
plemented, it had better be robust to any prevalent unmodelled dynamics. Currently,
there is considerable research interest in the boundary between machine learning,
system identification, and adaptive control. For a review, see for example [Matni et
al., 2019]. Most of the studies concern stochastic uncertainty and disturbances and
assume perfect state measurements. Recently, works connecting to worst-case dis-
turbances have started to appear. For example, non-stochastic control was introduced
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Linear system with
uncertain parameters

Unmodelled
dynamics

Learning-Enabled
Robust Controller

noisy
measurements

noise and
disturbances

errors

Figure 1. For a finite set of linear time-invariant models, the Learning-Enabled Robust Con-
troller minimizes the 𝓁2-gain from noise and disturbances to errors for any realization of the
unknown model parameters. This gain bound guarantees robustness to unmodelled dynamics.

for known systems with unknown cost functions in [Agarwal et al., 2019] and ex-
tended to unknown dynamics and output feedback, under the assumption of bounded
disturbances and prior knowledge of a stabilizing proportional feedback controller in
[Simchowitz, 2020]. In [Dean et al., 2019] the authors leverage novel robustness re-
sults to ensure constraint satisfaction while actively exploring the system dynamics.
In this contribution, the focus is on worst-case models for disturbances and uncer-
tain parameters as discussed in [Didinsky and Basar, 1994], [Vinnicombe, 2004]
and more recently in [Rantzer, 2021], but differ in that we consider output-feedback.
See Figure 1 for an illustration of the considered problem. Unlike most recent con-
tributions, the approach taken in this paper:

1. does not assume prior knowledge of a stabilizing controller. In particular, we
allow for uncertain systems that a linear controller cannot stabilize,

2. assumes that the measurements are corrupted by additive noise,
3. provides guarantees on the 𝓁2-gain from disturbance and noise to state for the

entire control duration.

1.1 Contributions and Outline
We formalize the problem of finding a causal output-feedback controller with guar-
anteed finite 𝓁2-gain stability that is agnostic to the realization of the system pa-
rameters in Section 3. Section 4 is devoted to characterizing the Learning-Enabled
Robust Controller in known or computable quantities. In Theorem 5 we show that
ensuring finite 𝓁2-gain is equivalent to running one ∞-observer for each feasible
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2 Notation

model, checking the sign of the associated cumulative cost and that each cumula-
tive cost can be computed recursively. We show that it is necessary and sufficient to
consider observer-based feedback in Theorem 6. In other words, the history can be
compressed to a finite number of recursively computable quantities, growing linearly
in the number of feasible models. In Section 5, we apply these results to synthesize a
controller for an integrator with unknown input sign with a guaranteed bound on the
𝓁2-gain from noise and disturbances to error. All results in this paper are in discrete-
time and for scalar systems, but sections 3 and 4 are readily extended to multivariable
time-invariant systems.

2. Notation

The set of 𝑛 ×𝑚 matrices with real coefficients is denoted ℝ𝑛×𝑚. The transpose of a
matrix 𝐴 is denoted 𝐴⊤. For a symmetric matrix 𝐴 ∈ ℝ𝑛×𝑛 and a vector 𝑥 ∈ ℝ𝑛 we
use the expression |𝑥|2𝐴 as shorthand for 𝑥⊤𝐴𝑥. We write 𝐴 ≺ (⪯) 0 to say that 𝐴
is positive (semi)definite. We refer to the value of a signal 𝑤 at time 𝑡 as 𝑤(𝑡). The
space of square-summable sequences from {𝑇0, 𝑇0 + 1,… , 𝑇𝑓} taking values in ℝ
is denoted 𝓁2[𝑇0, 𝑇𝑓 ]. For a set  , we let #() be the cardinality.

3. Learning-Enabled Control with Guaranteed Finite 𝓁2
Gain

Given a positive quantity 𝛾 > 0 and a finite set of feasible models  ⊂ ℝ3, we
concern ourselves with the uncertain linear system

𝑥(𝑡 + 1) = 𝑎𝑥(𝑡) + 𝑏𝑢(𝑡) +𝑤(𝑡), 𝑥(0) = 𝑥0
𝑦(𝑡) = 𝑐𝑥(𝑡) + 𝑣(𝑡), 𝑡 ≥ 0

(1)

where the control signal 𝑢(𝑡) ∈ ℝ is generated by a causal output-feedback control
policy

𝑢(𝑡) = 𝜇𝑡 (𝑦(0), 𝑦(1),… , 𝑦(𝑡)) . (2)
In (1), 𝑥(𝑡) ∈ ℝ is the state, 𝑦(𝑡) ∈ ℝ is the measurement, the model 𝑀 ∶=

(𝑎, 𝑏, 𝑐) is unknown but belongs to . The noise 𝑣 and disturbances 𝑤 satisfy 𝑤, 𝑣 ∈
𝓁2([0, 𝑇 ]) for all 𝑇 ≥ 0. We are interested in control that makes the closed-loop
system finite gain, with gain from (𝑤, 𝑣) to 𝑥 bounded above by 𝛾 . That is,

𝛼(𝑇 ) ∶=
∑

𝜏≤𝑇+1
𝑥(𝜏)2 − 𝛾2

∑
𝜏≤𝑇

𝑤(𝜏)2 − 𝛾2
∑

𝜏≤𝑇+1
𝑣(𝜏)2 − 𝑃𝑀𝑥(0)2 ≤ 0 (3)

must hold for all 𝑇 ≥ 0, any admissible disturbances, initial state and the possible
realizations𝑀 of (1). 𝑃𝑀 quantifies prior information on the initial state and is taken

67



Paper III. Learning-Enabled Robust Control with Noisy Measurements

as a positive solution to the Riccati equation

𝑃𝑀 =
(
𝑎2

(
𝑃𝑀 + 𝛾2𝑐2 − 1

)−1 + 𝛾−2
)−1

. (4)

In this article, we explicitly construct controllers satisfying the finite-gain prop-
erty and give conditions under which such controllers exist for the case when 𝑐 = 1
and 𝑏 = ±1.
REMARK 6
The cases 𝑏 = −1 and 𝑏 = 1 cannot be simultaneously stabilized by a static feedback
controller when 𝑎 ≥ 1 □

REMARK 7
𝑃𝑀 could be any positive quantity. Our choice leads to stationary observer dynamics,
simplifying the coming sections. □

4. An information-state condition

In this section we will apply a slight modification to the ∞-observer from [Basar
and Bernhard, 1995] to bound (3) in a way which leads itself to recursive computa-
tion. We need the following lemma:
LEMMA 4—PAST COST
Given a known model 𝑀 = (𝑎, 𝑏, 𝑐), a positive quantity 𝛾 , assume that the Riccati

equation (4) has a positive solution 𝑃𝑀 . For fixed 𝑢 ∈ 𝓁2([0, 𝑡]), 𝑦 ∈ 𝓁2[0, 𝑡]) and
𝑥(𝑡 + 1) ∈ ℝ, we have that

sup
𝑤,𝑣∈𝓁2[0,𝑡],𝑥0∈ℝ

{∑
𝜏≤𝑡

𝑥(𝜏)2 − 𝛾2
∑
𝜏≤𝑡

(
𝑤(𝑡)2 + 𝑣(𝑡)2

)
− 𝑃𝑥(0)2 ∶ subject to (1)

}

= −𝑃𝑀 (𝑥(𝑡 + 1) − �̂�𝑀 (𝑡 + 1))2 + 𝑙𝑀 (𝑡 + 1). (5)
The state observer �̂�𝑀 (𝑡), and the past cost 𝑙𝑀 (𝑡) are defined by the recursion

𝐾𝑀 =
𝛾2𝑐2𝑀

𝑃𝑀 + 𝛾2𝑐2 − 1
, �̂�𝑀 (𝑡) =

�̂�𝑀 (𝑡)
𝑃𝑀 + 𝛾2𝑐2 − 1

,

�̂�𝑀 (𝑡 + 1) = 𝑎�̂�(𝑡) + 𝑏𝑢(𝑡) +𝐾𝑀 (𝑦(𝑡) − 𝑐�̂�(𝑡)) + �̂�𝑀 (𝑡), �̂�𝑀 (0) = 0, (6)

𝑙𝑀 (𝑡 + 1) = 𝑙𝑀 (𝑡) − 𝑃𝑀 �̂�𝑀 (𝑡)2 − 𝛾2(𝑦(𝑡))2 +
(
𝑃𝑀 �̂�𝑀 (𝑡) + 𝛾2𝑐𝑦(𝑡)

)2
𝑃𝑀 + 𝛾2𝑐2 − 1

, (7)
𝑙𝑀 (0) = 0. □
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REMARK 8
The observer form (6) makes sense for linear systems where we can design a state-
feedback controller and observer separately and then join them together using the
separation principle in [Basar and Bernhard, 1995]. The assumptions for the separa-
tion principle are not satisfied in our case, so we find it simpler to use the equivalent
form

�̂�𝑀 (𝑡 + 1) = �̂�𝑀𝑥(𝑡) + 𝑏𝑢(𝑡) + �̂�𝑀𝑦(𝑡),

where �̂�𝑀 = 𝑎𝑃𝑀∕(𝑃𝑀 + 𝛾2𝑐2 − 1) and �̂�𝑀 = 𝛾2𝑎𝑐∕(𝑃𝑀 + 𝛾2𝑐2 − 1). □

Proof Lemma 4. The system is equivalent to (6.1) and (6.2) in [Basar and Bernhard,
1995, p. 243] but with𝐷𝑘 =

[
𝐼 0

] and𝐸𝑘 =
[
0 𝐼

]. Note that the term−𝑃𝑀𝑥(0)2
in (5) ensures that 𝑃𝑘+1 = 𝑃𝑘 = … = 𝑃𝑀 , i.e. stationarity. Explicitly computing
𝑙𝑀 (𝑡) requires some extra bookkeeping; in 6.35 the terms independent of 𝜉 and 𝑤 is
equivalent to 𝛾2|𝑦(𝑡)|2

(𝐻𝐻⊤)−1
+ |�̂�(𝑡)|2𝑃 (𝑡) − |𝑢(𝑡)|2𝑅 − 𝑙(𝑡), the notational differences

are (𝐻𝐻⊤) → 𝑁 , 𝑃 (𝑡) → 𝐾(𝑡) and 𝑙(𝑡) → 𝑐(𝑡). After application of Lemma 6.2 on
𝑝. 259 we identify

𝑚𝑘 = −|𝑃 (𝑡)�̂�(𝑡) + 𝛾2𝐶⊤(𝐻𝐻⊤)−1𝑦(𝑡)|2(𝑃 (𝑡)+𝛾2𝐶⊤(𝐻𝐻⊤)−1𝐶−𝑄)−1

+ 𝛾2|𝑦(𝑡)|2(𝐻𝐻⊤)−1 + |�̂�(𝑡)|2𝑃 (𝑡) − |𝑢(𝑡)|2𝑅 − 𝑙(𝑡)

and conclude 𝑙𝑀 (𝑡 + 1) = −𝑚𝑘. □

Lemma 4 lets us express the worst-case accumulated cost compatible with the dy-
namics as a function of the past trajectory (𝑢, 𝑦) and the next state 𝑥(𝑡 + 1), if the
dynamics 𝑀 of the system (1) are known. As 𝑥(𝑡 + 1) changes, so does the set of
trajectories 𝑤, 𝑣 that are compatible with 𝑥(𝑡+ 1). In particular, the entire sequence
of a maximizing trajectory will change as 𝑥(𝑡 + 1) is varied. With that in mind, it
is remarkable that the effect to the accumulated cost is captured completely by the
term −𝑃

(
𝑥(𝑡 + 1) − �̂�(𝑡 + 1)2

). The second term 𝑙(𝑡 + 1) contains the terms of the
cost that depend only on past inputs and outputs and is independent of 𝑥(𝑡 + 1).

We will study the value of the left-hand side of (3) for each model separately.
Define for 𝑀 = (𝑎, 𝑏, 𝑐) ∈ , 𝑦 ∈ 𝓁2[0, 𝑡] and an arbitrary output-feedback control
policy 𝜇 the quantities

𝛼𝑀 (𝑡) ∶= sup
𝑤,𝑣∈𝓁2[0,𝑡],𝑥0∈ℝ

{𝛼(𝑡) ∶ (𝑎, 𝑏, 𝑐) = 𝑀, subject to (1) and (2)} (8)

Then max𝑀 𝛼𝑀 (𝑡) is the largest possible value of (3) at time 𝑡. In the follow-
ing theorem, we use Lemma 4 to express 𝛼𝑀 recursively and construct equivalent
conditions using computable quantities.
THEOREM 5—INFORMATION-STATE CONDITION
Given a causal output-feedback control policy𝜇, a positive quantity 𝛾 , and an un-
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certainty set . Assume that for all (𝑎, 𝑏, 𝑐) = 𝑀 ∈  the Riccati equation

𝑃𝑀 =
(

𝑎2

𝑃𝑀 + 𝛾2𝑐2 − 1
+ 𝛾−2

)−1
(9)

a positive solution 𝑃𝑀 and let

�̂�𝑀 =
𝑎𝑃𝑀

𝑃𝑀 + 𝛾2𝑐2 − 1
, �̂�𝑀 = 𝛾2 𝑎𝑐

𝑃𝑀 + 𝛾2𝑐2 − 1
.

Further let
�̂�𝑀 (𝑡 + 1) = �̂�𝑀 �̂�𝑀 (𝑡) + 𝑏𝑢(𝑡) + �̂�𝑀𝑦(𝑡), �̂�𝑀 (0) = 0, (10)
𝑙𝑀 (𝑡 + 1) = 𝑙𝑀 (𝑡) − 𝑃𝑀 �̂�𝑀 (𝑡)2 − 𝛾2𝑦(𝑡)2 +

(𝑃𝑀 �̂�𝑀 (𝑡) + 𝛾2𝑐𝑦(𝑡))2

𝑃𝑀 + 𝛾2𝑐2 − 1
, 𝑙𝑀 (0) = 0.

(11)
Then the closed-loop system (1), (2) with control 𝜇 is finite gain for any realization
𝑀 ∈  if and only if 𝑙𝑀 (𝑡+1) ≤ 0 holds for all 𝑀 ∈ , 𝑡 ≥ 0 and 𝑦 ∈ 𝓁2([0, 𝑡]).If 𝑃𝑀 < 1 for some 𝑀 , 𝛾 is not an upper bound of the 𝓁2-gain from disturbance to
error. □

Proof. Let 𝛼𝑀 (𝑡) be defined as in (8). Then (3) holds for all (𝑤, 𝑣, 𝑥0), 𝑀 ∈ 
and 𝑇 if and only if 𝛼𝑀 (𝑇 ) ≤ 0 for all 𝑀 ∈  and 𝑦 ∈ 𝓁2[0, 𝑇 ]. We now apply
Lemma 4 to express 𝛼𝑀 (𝑡) in the known quantities �̂�𝑀 (𝑡), 𝑃𝑀 and 𝑙𝑀 (𝑡)1:

𝛼𝑀 (𝑡) = sup
𝑥(𝑡),𝑣(𝑡)∈ℝ

sup
𝑤,𝑣∈𝓁2[0,𝑡−1],𝑥0∈ℝ

{
𝑥(𝑡)2 − 𝛾2𝑣(𝑡)2 +

∑
𝜏≤𝑡−1

𝑥(𝜏)2

− 𝛾2
∑
𝜏≤𝑡−1

(
𝑤(𝑡)2 + 𝑣(𝑡)2

)

∶ 𝑥(𝑡 + 1) = 𝑎𝑥(𝑡) + 𝑏𝑢(𝑡) +𝑤(𝑡), 𝑦(𝑡) = 𝑐𝑥(𝑡) + 𝑣(𝑡), (𝑎, 𝑏, 𝑐) = 𝑀

}

= sup
𝑥∈ℝ,𝑣∈ℝ

{
𝑥2 − 𝛾2𝑣2 − 𝑃𝑀

(
𝑥 − �̂�𝑀 (𝑡)

)2 + 𝑙𝑀 (𝑡)
}

=
(
𝑃𝑀 �̂�𝑀 (𝑡) + 𝛾2𝑐𝑦(𝑡)

)2 ∕(𝑃𝑀 + 𝛾2𝑐2 − 1) − 𝑃𝑀 �̂�2𝑀 (𝑡) − 𝛾2𝑦(𝑡)2 + 𝑙𝑀 (𝑡)
= 𝑙𝑀 (𝑡 + 1).

Finally, note that if for some 𝑀 , 𝑃𝑀 < 1, then 𝑙𝑀 (𝑡 + 1) is strictly convex in
𝑦(𝑡) and thus unbounded from above. □

1 We let subscript 𝑀 denote quantities using (𝑎, 𝑏, 𝑐) = 𝑀 .
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From Theorem 5 we see that the observer states �̂�𝑀 (𝑡) and cumulative objectives
𝑙𝑀 (𝑡+1) contain the information necessary and sufficient to evaluate the finite-gain
condition (3). In other words, we can tell everything we need about the current state
of affairs by running one ∞ observer and computing 𝑙𝑀 (t+1) for each model 𝑀 in
parallel; but is it sufficient to consider observer-based feedback for control? If so, is
it also necessary?. the next theorem, we show that the observer states and cumula-
tive objectives contain precisely the information required to synthesize a finite-gain
control policy.
THEOREM 6—OBSERVER-BASED FEEDBACK
Given a positive quantity 𝛾 > 0 and an uncertainty set  ∈ ℝ3. The following are
logically equivalent.

(i) There exists a causal output-feedback control policy 𝜇⋆ such that the closed-
loop system (1) and (2) is finite-gain.

(ii) There exist observers (�̂�𝑀 , 𝑙𝑀 ) for each model 𝑚 ∈  generated by (10),
(11) and an observer-based control policy 𝜂⋆

𝑢(𝑡) = 𝜂⋆
{(

�̂�𝑀 (𝑡), 𝑙𝑀 (𝑡 + 1), 𝑦(𝑡)
)
∶ 𝑚 ∈ }

,

such that 𝑙𝑀 (𝑡 + 1) ≤ 0 for all 𝑚 ∈ , 𝑦 ∈ 𝓁2[0, 𝑡] and 𝑡 ≥ 0.
If 𝜂⋆ satisfies (ii), the following control policy satisfies (i):

𝜇⋆
𝑡 (𝑦(0), 𝑦(1)… , 𝑦(𝑡)) = 𝜂⋆

{(
�̂�𝑀 (𝑡), 𝑙𝑀 (𝑡 + 1), 𝑦(𝑡)

)
∶ 𝑚 ∈ } (12)

□

REMARK 9
By compressing the past trajectory to a finite set of cumulative performance quan-
tities 𝑙𝑀 , policies of this type learns the actual dynamics of the system as time goes
on. This leads to a kind of multi-observer controller. The architecture is illustrated
in 2. □

Proof. Theorem 6 (ii) implies (i) follows from that �̂�𝑀 (𝑡), 𝑙𝑀 (𝑡+1) depend causally
on 𝑦, thus the observer-based control policy is a special case of causal feedback
control policies. By assumption, 𝑙𝑀 (𝑇 ) ≤ 0 for all 𝑇 , 𝑀 and 𝑦 ∈ 𝓁2[0, 𝑇 ] for the
controller (12), which we know implies that the system is finite gain by Theorem 5.

(i) implies (ii): Assume that the controller 𝜇⋆ fulfills (i). By the construction of
(3) the Riccati equations have positive solutions 𝑃𝑀 , therefore the assumptions of
Theorem 5 are fulfilled and there exist observers �̂�𝑀 and 𝑙𝑀 generated by (10) and
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Observer-based
Controller:

𝜂
Observer 2

Observer 1

⋮

Observer 𝐾

𝑦 𝑢

(�̂�1, 𝑙1)

𝑢

(�̂�2, 𝑙2)

𝑢

(�̂�𝐾 , 𝑙𝐾 )

𝑢 Causal output-feedback
controller: 𝜇

Figure 2. Illustration of the controller architecture in Theorem 6 for uncertainty sets con-
sisting of 𝐾 linear models. The controller 𝜂 only considers the current state of the observers.

(11). Define the set of feasible generating trajectories given observer states �̂�𝑀 (𝑡),
𝑙(𝑡) and current measurement 𝑦(𝑡):

 {
(�̂�𝑀 (𝑡), 𝑙𝑀 (𝑡 + 1), 𝑦(𝑡)) ∶ 𝑀 ∈ }

∶={
(�̆�(𝜏))𝑇𝜏=0 ∶ �̆�𝑀 (𝑇 ) = �̂�𝑀 (𝑡), �̆�(𝑇 ) = 𝑦(𝑡),

𝑙𝑀 (𝑇 + 1) = 𝑙𝑀 (𝑡 + 1), (�̆�𝑀 , 𝑙𝑀 ) generated by �̆� and 𝑢(𝜏) = 𝜇⋆(�̆�(0),… �̆�(𝜏))
}
.

Then  {
(�̂�(0), 𝑙𝑀 (1), 𝑦(0)) ∶ 𝑀 ∈ } is nonempty since it is compati-

ble with any trajectory of length 1 such that �̆�(0) = 𝑦(0). Fix 𝑡 ≥ 0
and observer states �̂�𝑀 (𝑡), 𝑙𝑀 (𝑡 + 1) and measurement 𝑦(𝑡). Assume that {

�̂�𝑀 (𝑡), 𝑙𝑀 (𝑡), 𝑦(𝑡)) ∶ 𝑀 ∈ } is non empty. Then there exists a sequence �̆�,
and final time 𝑇 so that 𝑙𝑀 (𝑡+ 1) = 𝛼𝑀 (𝑇 ) with 𝛼𝑀 (𝑡) as in (8) generated by �̆� and
the controller 𝑢(𝜏) = 𝜇⋆(�̆�(0),… , �̆�(𝜏)). By assumption, 𝑙𝑀 (𝑡 + 1) = 𝛼𝑀 (𝑇 ) ≤ 0.
Taking

𝜂⋆
{
(�̂�𝑀 (𝑡), 𝑙𝑀 (𝑡 + 1), 𝑦(𝑡)) ∶ 𝑀 ∈ }

= 𝜇⋆(�̆�),

for some �̆�,∈  {
(�̂�𝑀 (𝑡)𝑙𝑀 (𝑡 + 1), 𝑦(𝑡)) ∶ 𝑀 ∈ } ensures that  will be

nonempty the next time step. By induction  will be nonempty for all 𝑇 ≥ 0
and thus 𝑢 is well defined and 𝑙𝑀 (𝑇 ) ≤ 0 for all 𝑇 . □
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5. Certainty equivalence control

We will now leverage these results to synthesize a control policy for the case when
the pole 𝑎 ∈ ℝ is known, 𝑏 = ±1 and 𝑐 = 1. Emboldened by Theorem 6 we will
construct a simple observer-based supervisory controller in the following way: We
will run two observers in parallel corresponding to the cases 𝑏 = ±1. The supervisor
will monitor the cumulative objectives 𝑙−1(𝑡) and 𝑙1(𝑡) and determine which observer
and model to use for computing the control signal. The policy computes the control
signal as if the selected model were true. Let 𝑖 ∈ {−1, 1} index the observers. The
Riccati equations (9) reduce to

𝑃𝑖 = 𝑃 = 1
2
(1 − 𝛾2𝑎2) +

√
𝛾2(−1 + 𝛾2) + (𝛾2𝑎2 − 1)2∕4. (13)

Construct the observers �̂�𝑖 and cumulative objectives 𝑙𝑖 using (10) and (11) with
𝑏𝑖 = 𝑖 and

�̂�𝑖 = �̂� = 𝑎𝑃
𝑃 + 𝛾2 − 1

, �̂�𝑖 = �̂� = 𝛾2𝑎
𝑃 + 𝛾2 − 1

.

Define the certainty-equivalence dead-beat controller as the function

𝑢(𝑡) =

{
−(�̂��̂�1(𝑡) + �̂�𝑦(𝑡)) if 𝑙1(𝑡 + 1) ≥ 𝑙−1(𝑡 + 1)
�̂��̂�−1(𝑡) + �̂�𝑦(𝑡) if 𝑙1(𝑡 + 1) < 𝑙−1(𝑡 + 1).

(14)

The dead-beat controller2 ensures that for every 𝑡, either �̂�1(𝑡) or �̂�−1(𝑡) will be zero.
This simplifies the observer dynamics �̂� and the cost associated with the history 𝑙.
We summarize the properties in the following proposition.

PROPOSITION 4
With �̂�, �̂�, 𝑃 as above, �̂�𝑖 and 𝑙𝑖 as in (10) and (11), and the control signal given by
(14), let

�̂�(𝑡 + 1) = �̂��̂�(𝑡) + 2�̂�𝑦(𝑡), �̂�(0) = 0.

2 The controller is dead-beat for the observer state corresponding to the model with the hightest cumu-
lative cost. The observers themselves are not dead-beat.
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Then the following is true:

1 ∶ �̂�1(𝑡) =

{
0, if 𝑙1(𝑡) ≥ 𝑙−1(𝑡)
�̂�(𝑡), if 𝑙1(𝑡) < 𝑙−1(𝑡)

, �̂�−1(𝑡) =

{
�̂�(𝑡), if 𝑙1(𝑡) ≥ 𝑙−1(𝑡)
0, if 𝑙1(𝑡) < 𝑙−1(𝑡),

2 ∶

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

𝑙1(𝑡 + 1) =
⎧
⎪⎨⎪⎩

𝑙1(𝑡) − 𝛾2𝑦(𝑡)2 + (𝛾2𝑦(𝑡))2
𝑃+𝛾2−1 if 𝑙1(𝑡) ≥ 𝑙−1(𝑡)

𝑙1(𝑡) − 𝑃 �̂�(𝑡)2 − 𝛾2𝑦(𝑡)2 + (𝑃 �̂�(𝑡)+𝛾2𝑦(𝑡))2
𝑃+𝛾2−1 , if 𝑙1(𝑡) < 𝑙−1(𝑡)

𝑙−1(𝑡 + 1) =
⎧⎪⎨⎪⎩

𝑙−1(𝑡) − 𝑃 �̂�(𝑡)2 − 𝛾2𝑦(𝑡)2 + (𝑃 �̂�(𝑡)+𝛾2𝑦(𝑡))2
𝑃+𝛾2−1 , if 𝑙1(𝑡) ≥ 𝑙−1(𝑡)

𝑙−1(𝑡) − 𝛾2𝑦(𝑡)2 + (𝛾2𝑦(𝑡))2
𝑃+𝛾2−1 , if 𝑙1(𝑡) < 𝑙−1(𝑡)

(15)
□

Proof. We start by proving the first claim. Consider the case when 𝑙1(𝑡+1) ≥ 𝑙−1(𝑡+
1). Then �̂�1(𝑡 + 1) = 0 and �̂�−1(𝑡 + 1) = �̂�(�̂�1(𝑡) + �̂�−1(𝑡)) + 2�̂�𝑦(𝑡). The case when
𝑙1(𝑡 + 1) < 𝑙−1(𝑡 + 1) is similar. Taking �̂�(𝑡) = �̂�1(𝑡) + �̂�−1(𝑡) completes the proof.
To see that the second claim is true, note that if 𝑙1(𝑡) ≥ 𝑙−1(𝑡) then �̂�1(𝑡) = 0 and
�̂�−1(𝑡) = �̂�(𝑡). The claim follows by substitution into (11). □

5.1 Conditions for finite-gain stability
This section determines sufficient conditions for the certainty-equivalence controller
to guarantee a gain-bound of at most 𝛾 . We first give conditions on 𝑙1(𝑡) and 𝑙−1(𝑡)such that both quantities are negative for the next time step. We will then give con-
ditions on 𝛾 so that the negativity conditions hold for all 𝑡. We summarize the non-
negativity conditions in the following Lemma.
LEMMA 5
Given 𝑃 > 1, 𝛾 > 0, �̂�(𝑡) ∈ ℝ, 𝑙1(𝑡) and 𝑙−1(𝑡). Assume that max𝑖∈{−1,1} 𝑙𝑖(𝑡) ≤ 0
and that

min
𝑖

𝑙𝑖(𝑡) ≤ − 𝑃
𝑃 − 1

�̂�(𝑡)2.

Then with 𝑙𝑖(𝑡 + 1) as in (15), it holds that 𝑙𝑖(𝑡 + 1) ≤ 0 for 𝑖 ∈ {1,−1}. □

Proof Lemma 5, full. We will give the proof for the case 0 ≥ 𝑙1(𝑡) ≥ 𝑙−1(𝑡). The
case 0 ≥ 𝑙−1(𝑡) ≥ 𝑙1(𝑡) is similar. Note that 𝑙1(𝑡 + 1) and 𝑙−1(𝑡 + 1) are concave in
𝑦(𝑡) if and only if

1
𝛾2

≥ 1
𝑃 + 𝛾2 − 1

⟺ 𝑃 + 𝛾2 − 1 ≥ 𝛾2,
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and we conclude that 𝑙1(𝑡 + 1) and 𝑙−1(𝑡 + 1) are bounded from above if and only if
𝑃 ≥ 1. Secondly, we see that 𝑙1(𝑡 + 1) = 𝑙1(𝑡) − 𝑐𝑦2 ≤ 0 for some positive constant
𝑐. Finally, let 𝑋 = 𝑃 + 𝛾2 − 1 and consider
max
𝑦(𝑡)

𝑙−1(𝑡 + 1) = max
𝑦(𝑡)

{
𝑙−1(𝑡) − 𝑃 �̂�(𝑡)2 − 𝛾−2

(
𝛾2𝑦(𝑡)

)2 + (𝑃 �̂�(𝑡) + 𝛾2𝑦(𝑡))2∕𝑋
}

= max
𝑦(𝑡)

{
𝑙−1(𝑡) +

(
−𝛾−2 +𝑋−1) (𝛾2𝑦(𝑡))2

+ 2𝑋−1𝑃 �̂�(𝑡)𝛾2𝑦(𝑡) − (𝑃 − 𝑃 2∕𝑋)�̂�(𝑡)
}

= 𝑙−1(𝑡) −
(

𝑋−2𝑃 2

−𝛾−2 +𝑋−1 + 𝑃 − 𝑃 2∕𝑋
)
�̂�(𝑡)2

= 𝑙−1(𝑡) −
𝛾2𝑃 2∕𝑋 + 𝑃 (𝛾2 −𝑋) − 𝑃 2∕𝑋(𝛾2 −𝑋)

𝛾2 −𝑋
�̂�(𝑡)2

= 𝑙−1(𝑡) −
𝑃 (𝛾2 −𝑋) + 𝑃 2

𝛾2 −𝑋
�̂�(𝑡)2

= 𝑙−1(𝑡) −
𝑃 (1 − 𝑃 ) + 𝑃 2

1 − 𝑃
�̂�(𝑡)2

= 𝑙−1(𝑡) +
𝑃

𝑃 − 1
�̂�(𝑡)2

Which is negative if and only if 𝑙−1(𝑡) ≤ − 𝑃
𝑃−1 �̂�(𝑡)

2. □

Next we give conditions on 𝛾 so that the assumptions in Lemma 5 are fulfilled
for all 𝑡. This is illustrated in Figure 3, where subfigure (a) illustrates a case where
𝑙1(𝑡 + 1) and 𝑙−1(𝑡 + 1) cannot simultaneously be greater than − 𝑃

𝑃−1 �̂�(𝑡 + 1)2 and
subfigure (b) illustrates the case when the condition is not guaranteed to hold for the
next time step. For values of 𝛾 so that the system behaves as in Figure 3 (a), if the
assumptions are fulfilled for some 𝑡, then (by induction) they will be fulfilled for all
𝑇 ≥ 𝑡. This is formalized in the next theorem.
THEOREM 7—CERTAINTY EQUIVALENCE, UPPER BOUND
Given a real number 𝑎 and a quantity 𝛾 > 0. Assume that

𝑃 = 1
2
(1 − 𝛾2𝑎2) +

√
𝛾2(−1 + 𝛾2) + (𝛾2𝑎2 − 1)2∕4 > 1.

If 𝑃 and 𝛾 fulfill the curvature condition (16) and strong negativity condition (17)
below, then the closed-loop system (1) controlled with the certainty-equivalence
deadbeat controller (14) has gain from (𝑤, 𝑣) → 𝑥 bounded above by 𝛾 .

𝑃 > 2𝛾 − 1 (16)
(𝑃 + 2𝛾2 − 1)

(
𝑃 − 1 − 2

√
𝛾2 − 𝑃 )2

) ≥ (𝑃 − 1)
(
(𝑃 + 1)2 − 4𝛾2

) (17)
□
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𝑙1(𝑡 + 1)
𝑙2(𝑡 + 1)
- 𝑃
𝑃−1 �̂�(𝑡 + 1)2

(a) 𝑎 = 1,𝛾 = 4

0.4 0.6 0.8
−4

−3

−2

−1

0

𝑦(𝑡)

𝑙 𝑖(
𝑡+

1)

𝑙1(𝑡 + 1)
𝑙2(𝑡 + 1)
- 𝑃
𝑃−1 �̂�(𝑡 + 1)2

(b) 𝑎 = 1,𝛾 = 3.4

Figure 3. Illustrations of 𝑙1(𝑡 + 1), 𝑙−1(𝑡 + 1) and − 𝑃
𝑃−1

�̂�(𝑡 + 1) when 𝑙1(𝑡) = 0, 𝑙−1(𝑡) =
− 𝑃

𝑃−1
�̂�(𝑡)2. The solid lines highlight the values of 𝑦(𝑡) where 𝑙𝑖(𝑡 + 1) ≥ − 𝑃

𝑃−1
�̂�(𝑡 + 1)2. We

see that in (a) the solid lines do not overlap, i.e. given that the assumptions of Lemma 5 are
fulfilled for some 𝑡, they will be fulfilled the next time step as well. In (b) the solid lines
overlap, i.e. there are values for 𝑦(𝑡) so that the assumptions are violated the next time step.
REMARK 10
We can solve (17) with equality restricted to the domain 𝑃 > 2𝛾 − 1. The resulting
𝛾 satisfies (|𝑎| +

√
𝑎2 + 1)

√
𝑎2 + 1 ≤ 𝛾 ≤ 2.1𝑎2 + 2, and is shown in Figure 4. □

REMARK 11
In [Vinnicombe, 2004], Vinnicombe studied the state-feedback version of the prob-
lem and found that the bound 𝛾 = |𝑎| +

√
𝑎2 + 1 is achieved by the control policy

𝑢(𝑡) =

{
𝑎𝑥(𝑡), if 𝛼1(𝑡) ≤ 𝛼−1(𝑡)
−𝑎𝑥(𝑡), else,

where 𝛼𝑏(𝑡) = ∑
𝜏≤𝑡−1 (𝑥(𝜏 + 1) − 𝑎𝑥(𝜏) − 𝑏𝑢(𝜏))2. If we apply this control policy to

the noisy measurements 𝑦(𝑡) = 𝑥(𝑡)+𝑣(𝑡)we have that 𝑥(𝑡+1) = 𝑎𝑥(𝑡)+𝑏𝑢(𝑡)+𝑤(𝑡)±
𝑎𝑣(𝑡), and we get ‖𝑥‖2 ≤ 𝛾‖ [1 𝑎

]
(𝑤, 𝑣)‖2 ≤ (|𝑎| +

√
1 + 𝑎2)

√
1 + 𝑎2‖(𝑤, 𝑣)‖2which is the lower bound in Figure 4. □

Proof Theorem 7, full. By assumption 𝑃 > 1 is positive so Theorem 5 applies.
We will show that if the curvature condition and the strong negativity condition are
fulfilled, then the assumptions in Lemma 5 will hold for all 𝑡. Then, by Theorem 6 the
observer-based controller is finite-gain for the original system. For 𝑡 = 0, we have
that 𝑙𝑖(0) = 0, �̂�(0) = 0 and that 𝑙𝑖(𝑡) ≤ − 𝑃

𝑃−1 �̂�(0)
2 holds trivially. Fix 𝑡 ≥ 0, assume

without loss of generality that 0 ≥ 𝑙1(𝑡) ≥ 𝑙−1(𝑡) and that 𝑙−1(𝑡) ≤ − 𝑃
𝑃−1 �̂�(𝑡)

2. By
Lemma 5 max𝑖{𝑙𝑖(𝑡 + 1)} ≤ 0. It remains to show that

min
𝑖
{𝑙𝑖(𝑡 + 1)} ≤ − 𝑃

𝑃 − 1
�̂�(𝑡 + 1)2. (18)
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Let 𝑧(𝑡) ∶= 𝑦(𝑡)− 𝑃
2𝛾2 �̂�(𝑡). Then �̂�(𝑡+1) = 2�̂�𝑧(𝑡) and using Proposition 4, letting

𝑋 = 𝑃 + 𝛾2 − 1 we have

𝑙1(𝑡 + 1) = 𝑙1(𝑡) +
(
−𝑃 �̂�(𝑡)

2
+ 𝛾2𝑧(𝑡)

)2
(1∕𝑋 − 1∕𝛾2)

𝑙−1(𝑡 + 1) = 𝑙−1(𝑡) +
(
𝑃 �̂�(𝑡)
2

+ 𝛾2𝑧(𝑡)
)2

∕𝑋 −
(
−𝑃 �̂�(𝑡)

2
+ 𝛾2𝑧(𝑡)

)2
∕𝛾2 − 𝑃 �̂�(𝑡)2

Curvature: For (18) to be true for all 𝑧(𝑡) ∈ ℝ it is necessary that 𝑙𝑖(𝑡 + 1) +
4 𝑃
𝑃−1 �̂�

2𝑧(𝑡)2 is concave in 𝑧(𝑡). This is the case if and only if

𝛾4(1∕𝑋 − 1∕𝛾2) ≤ −4 𝑃
𝑃 − 1

�̂�2 (19)
⟺ 𝛾4 ≥ −4 𝑃

𝑃 − 1
1

1∕𝑋 − 1∕𝛾2
�̂�2

Insert �̂� = 𝛾2𝑎2∕𝑋 to get

−4 𝑃
𝑃 − 1

1
1∕𝑋 − 1∕𝛾2

�̂�2 = 4 𝑃
𝑃 − 1

𝛾2𝑋
𝑋 − 𝛾2

�̂�2 = 4𝑃
(𝑃 − 1)2

𝛾2𝑎2∕𝑋𝛾4.

Further, insert
𝑃 = 1

𝑎2∕𝑋 + 𝛾−2
⟺

𝑎2

𝑋
= 1

𝑃
− 𝛾−2

to get
− 4 𝑃

𝑃 − 1
1

1∕𝑋 − 1∕𝛾2
�̂�2 = 4 𝛾2 − 𝑃

(𝑃 − 1)2
𝛾4. (20)

The concavity condition (19) simplifies to the curvature condition (16),

1 ≥ 4 𝛾2 − 𝑃
(𝑃 − 1)2

⟺ (𝑃 + 1)2 ≥ 4𝛾2 ⟺ 𝑃 ≥ 2𝛾 − 1.

Strong negativity: Define the upper bounds

𝑙1(𝑡 + 1) ∶=
(
−𝑃 �̂�(𝑡)

2
+ 𝛾2𝑧(𝑡)

)2
(1∕𝑋 − 1∕𝛾2)

𝑙−1(𝑡 + 1) ∶= − 𝑃
𝑃 − 1

�̂�(𝑡)2 +
(
𝑃 �̂�(𝑡)
2

+ 𝛾2𝑧(𝑡)
)2

∕𝑋

−
(
−𝑃 �̂�(𝑡)

2
+ 𝛾2𝑧(𝑡)

)2
∕𝛾2 − 𝑃 �̂�(𝑡)2.
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Also define the sets

𝑖 ∶=
{
𝑧 ∈ ℝ ∶ 𝑙𝑖(𝑡 + 1) ≥ −4 𝑃

𝑃 − 1
�̂�2𝑧(𝑡)2

}
.

and ̄𝑖 anagolously. Then the inequality (18) is satisfied if and only if # (1 ∩ −1) ≤
1. Since 𝑙𝑖 ≥ 𝑙𝑖 we have that 𝑖 ⊆ ̄𝑖, and a sufficient condition is that they intersec-
tion contains at most one point, i.e. # (̄1 ∩ ̄−1) ≤ 1. The reason we allow for the
intersection to contain one point, is that at such a point both 𝑙1(𝑡 + 1) and 𝑙−1(𝑡 + 1)
fulfills (18) with equality. We will start with characterizing ̄1 by looking for the
solutions to 𝑙1(𝑡 + 1) = −4 𝑃

𝑃−1 �̂�
2𝑧(𝑡)2:

(
−𝑃 �̂�(𝑡)

2
+ 𝛾2𝑧(𝑡)

)2
(1∕𝑋 − 1∕𝛾2) = −4 𝑃

𝑃 − 1
�̂�2𝑧(𝑡)2

⟺

(
−𝑃 �̂�(𝑡)

2
+ 𝛾2𝑧(𝑡)

)2
= 4 𝛾2 − 𝑃

(𝑃 − 1)2
(𝛾2𝑧(𝑡))2

⟺

(
−𝑃 �̂�(𝑡)

2
+ 𝛾2

(
1 + 2

√
𝛾2 − 𝑃
𝑃 − 1

)
𝑧(𝑡)

)

×

(
−𝑃 �̂�(𝑡)

2
+ 𝛾2

(
1 − 2

√
𝛾2 − 𝑃
𝑃 − 1

)
𝑧(𝑡)

)
= 0

We conclude that for positive �̂�(𝑡)

̄1 =
[

𝑃
2𝛾2

(
1 + 2

√
𝛾2 − 𝑃
𝑃 − 1

𝛾2𝑧(𝑡)2
)−1

�̂�(𝑡),

𝑃
2𝛾2

(
1 − 2

√
𝛾2 − 𝑃
𝑃 − 1

𝛾2𝑧(𝑡)2
)−1

�̂�(𝑡)

]
.

We continue with the solutions to 𝑙2(𝑡 + 1) = −4 𝑃
𝑃−1 �̂�

2𝑧(𝑡)2.

− 𝑃
𝑃 − 1

�̂�(𝑡)2 +
(
𝑃 �̂�(𝑡)
2

+ 𝛾2𝑧(𝑡)
)2

∕𝑋 −
(
−𝑃 �̂�(𝑡)

2
+ 𝛾2𝑧(𝑡)

)2
∕𝛾2 − 𝑃 �̂�(𝑡)2

= −4 𝑃
𝑃 − 1

�̂�2𝑧(𝑡)2

Using (20) we get
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⟺

(
1
𝑋

− 1
𝛾2

)(
1 − 4 𝛾2 − 𝑃

(𝑃 − 1)2

)(
𝛾2𝑧(𝑡)

)2 +
(

1
𝑋

+ 1
𝛾2

)
𝑃 �̂�(𝑡)𝛾2𝑧(𝑡)

+
(
1
4

(
1
𝑋

− 1
𝛾2

)
− 1

𝑃 − 1

)
(𝑃 �̂�(𝑡))2 = 0

⟺ (𝑧(𝑡))2 − 𝑋 + 𝛾2

𝑋 − 𝛾2
(𝑃 − 1)2

(𝑃 − 1)2 − 4(𝛾2 − 𝑃 )
𝑃 �̂�(𝑡)𝛾2𝑧(𝑡)

+
1
4 −

1
𝑃−1

1
1∕𝑋−1∕𝛾2

(𝑃 − 1)2 − 4(𝛾2 − 𝑃 )
(𝑃 − 1)2𝑃 2�̂�(𝑡)2 = 0

⟺
(
𝛾2𝑧(𝑡)

)2 − (𝑃 + 2𝛾2 − 1)(𝑃 − 1)
(𝑃 + 1)2 − 4𝛾2

𝑃 �̂�(𝑡)𝛾2𝑧(𝑡)

+ 1
4
(𝑃 − 1)2 + 4𝛾2(𝑃 + 𝛾2 − 1)

(𝑃 + 1)2 − 4𝛾2
𝑃 2�̂�(𝑡)2 = 0

⟺

(
𝛾2𝑧(𝑡) − 1

2
(𝑃 + 2𝛾2 − 1)(𝑃 − 1)

(𝑃 + 1)2 − 4𝛾2
𝑃 �̂�(𝑡)

)2

− (𝑃 + 2𝛾2 − 1)2 𝛾2 − 𝑃(
(𝑃 + 1)2 − 4𝛾2

)2𝑃 2�̂�(𝑡)2 = 0

which has the solutions

𝑧(𝑡) = 1
2𝛾2

(𝑃 + 2𝛾2 − 1)
𝑃 − 1 ± 2

√
𝛾2 − 𝑃

(𝑃 + 1)2 − 4𝛾2
𝑃 �̂�(𝑡).

Thus for positive �̂�(𝑡),

̄−1 =
[

1
2𝛾2

(𝑃 + 2𝛾2 − 1)
𝑃 − 1 − 2

√
𝛾2 − 𝑃

(𝑃 + 1)2 − 4𝛾2
𝑃 �̂�(𝑡),

1
2𝛾2

(𝑃 + 2𝛾2 − 1)
𝑃 − 1 + 2

√
𝛾2 − 𝑃

(𝑃 + 1)2 − 4𝛾2
𝑃 �̂�(𝑡)

]

From the definition, it is clear that the vertex of 𝑙1(𝑡 + 1) lies closer to the origin,
than that of 𝑙−1(𝑡 + 1). Thus # (̄1 ∩ ̄2) ≤ 1 is equivalent to

𝑃
2𝛾2

(
1 − 2

√
𝛾2 − 𝑃
𝑃 − 1

𝛾2𝑧(𝑡)2
)−1

�̂�(𝑡) ≤ 1
2𝛾2

(𝑃+2𝛾2−1)
𝑃 − 1 − 2

√
𝛾2 − 𝑃

(𝑃 + 1)2 − 4𝛾2
𝑃 �̂�(𝑡),

which simplifies to (17). The case when �̂�(𝑡) is negative is similar. □
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Figure 4. Guaranteed bound on the 𝓁2-gain from disturbances to error under feedback with
the certainty equivalence controller with respect to 𝑎. We note that experimentally 𝛾 is lower
bounded by (|𝑎| +

√
𝑎2 + 1)

√
𝑎2 + 1 and upper bounded by ≤ 2.1𝑎2 + 2. The lower bound

becomes tighter as 𝑎 increases.

6. Conclusions

This article presents a constructive approach to accounting for worst-case models
of measurement noise, disturbance and uncertain parameters in controller design.
In particular Theorem 6 shows that it is necessary and sufficient to consider feed-
back from the current states of a finite set of observers and cumulative performance
measures. The performance measures compress the history allowing the controller
to learn from past data. In Section 5, we used this constructive approach to extend
the results of [Vinnicombe, 2004] to the case of noisy measurements. We focused on
scalar systems, but Theorems 5 and 6 can easily be extended to MIMO systems. In
particular, we are excited about the potential in extending Minimax Adaptive Con-
trol [Rantzer, 2021] to the output feedback case.
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𝐆

𝚫

Figure 1. Interconnection of the stable system 𝐆 and uncertainty 𝚫 considered for robust
stability.

Paper IV

𝜈-Analysis: A New Notion of Robustness for
Large Systems with Structured Uncertainties

Olle Kjellqvist John C. Doyle

Abstract

We present a new, scalable alternative to the structured singular value,
which we call 𝜈, provide a convex upper bound, study their properties and
compare them to 𝓁1 robust control. The analysis relies on a novel result on
the relationship between robust control of dynamical systems and non-negative
constant matrices.

1. Introduction

We consider a system to be robust if it is unlikely to fail. The usual setting to analyze
the robustness of a system is to study how it interacts with uncertainty. Standard
approaches impose structure on the uncertainty and certify robustness against its
size. However, the way we currently measure the size of uncertainty is unsuitable
for large-scale networks.

To see this, consider the standard robust control set-up in Fig. 1. 𝐆 is a stable
causal linear system with 𝑛 inputs and outputs. 𝚫 is unknown but belongs to the set
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𝒟 consisting of diagonal linear time-varying (LTV) systems that are strictly causal,
stable, and have 𝑛 inputs and outputs. We want to determine which of the following
two systems are most likely to fail:

𝐏1 ∶

⎧⎪⎪⎨⎪⎪⎩

𝑥1(𝑡 + 1) = 𝛿1𝑥1(𝑡)
𝑥2(𝑡 + 1) = 𝛿2𝑥2(𝑡)

⋮
𝑥𝑛(𝑡 + 1) = 𝛿𝑛𝑥𝑛(𝑡)

, 𝐏2 ∶

⎧⎪⎪⎨⎪⎪⎩

𝑥1(𝑡 + 1) = 𝛿1𝑥2(𝑡)
𝑥2(𝑡 + 1) = 𝛿2𝑥3(𝑡)

⋮
𝑥𝑛(𝑡 + 1) = 𝛿𝑛𝑥1(𝑡).

𝐏1 is a set of decoupled first-order systems with uncertain time constants, and 𝐏2is a delayed ring with uncertain weights. Robustness measures based on structured
singular values [Zhou and Doyle, 1998; Dullerud and Paganini, 2010] or 𝓁1 robust
control methods [Dahleh and Khammash, 1993] agree that both systems are robust
against diagonal uncertainties whose largest1 diagonal element is bounded by one. It
is tempting to conclude that 𝐏1 and 𝐏2 are equally likely to fail. A more careful study
reveals that destabilizing 𝑃1 is easy; a constant gain |𝛿𝑘| > 1 for any 𝑘 will render the
closed-loop unstable. However, all of the uncertainties must simultaneously be large
(‖𝛿1‖‖𝛿2‖⋯ ‖𝛿𝑛‖ ≥ 1 to destabilize 𝑃2. In plain words, destabilizing 𝐏2 requires
large globally coordinated perturbations directly affecting every node.

This article proposes a new robustness measure 𝜈2 that captures sparsity in the
uncertainty. 𝜈 is large for systems that are easily destabilized by sparse perturba-
tions and small for systems that can withstand sparse perturbations. For example,
𝜈(𝐏1) = 1 and 𝜈(𝐏2) = 1∕𝑛. We focus on diagonal linear time-varying and nonlin-
ear uncertainty in discrete time.

This work is primarily motivated by recent progress to distributed and localized
controller design for large-scale networks [Anderson et al., 2019], modeling and
analysis of the feedback in neuroanatomy [Stenberg et al., 2022; Li, 2022; Sarma
et al., 2022] and the need for better control methods for emerging large-scale sys-
tems such as smart-grids and intelligent transportation systems. It is similar in spirit
to [You and Matni, 2015] where the authors considered a sparse ∞ analysis, but
differ in that we consider systems in input/output form. Another approach to reduce
conservativeness is to consider stochastic formulations for multiplicative uncertainty
as in [Bamieh and Filo, 2020].

1.1 Outline
Section 2 introduces notation and gives some background on robust stability for
static and dynamic matrices. We introduce and analyze the new robustness measure
in Section 3 and provide a convex upper bound. Section 4 describes the properties of

1 In ∞– and 𝓁1–norm respectively
2 The robustness measure 𝜈 is unrelated to Vinnicombe’s 𝜈-gap metric. We apologize for the confusion

caused by overloading 𝜈 and highlight the need for further research into new Greek letters.
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2 Preliminaries and notation

the upper bound and in Section 5 we show how to compute it and characterize the op-
timal solution. Concluding remarks and directions for future research are contained
in Section 6.

2. Preliminaries and notation

This section contains a brief mathematical background, the reader is referred to the
excellent textbook [Desoer and Vidyasagar, 1975]. Latin letters denote real-valued
vectors and matrices like 𝑥 ∈ ℝ𝑛 and 𝐴 ∈ ℝ𝑛×𝑚. For a matrix 𝐴 ∈ ℝ𝑛×𝑚, 𝐴𝑖𝑗 means
the element on the 𝑖th row and 𝑗th column, and we refer to the 𝑖th element of a vector
𝑥 ∈ ℝ𝑛 by 𝑥𝑖. The 𝑝-norm of a vector 𝑥 ∈ ℝ𝑛 is defined by

|𝑥|𝑝 ∶=
{(∑𝑛

𝑖=1 |𝑥𝑖|𝑝
)1∕𝑝 if 𝑝 ∈ [0,∞),

max𝑖 |𝑥𝑖| if 𝑝 = ∞.

For a matrix, 𝐴 ∈ ℝ𝑛×𝑚, the induced norm from 𝑞 to 𝑝 is defined by
|𝐴|𝑞,𝑝 ∶= max

𝑥

|𝐴𝑥|𝑝
|𝑥|𝑞 .

For an infinite sequence 𝐱 = {𝑥(0), 𝑥(1),…}, 𝑥(𝑘) ∈ ℝ𝑛, 𝑚𝑥 = (|𝑥1|∞,⋯ , |𝑥𝑛|∞)
is called the magnitude vector of 𝐱 and 𝓁𝑛

∞ denotes the set of all such sequences that
satisfy

‖𝐱‖∞ ∶= |𝑚𝑥|∞ < ∞.
We define the truncation operator 𝑃𝑇 on 𝓁𝑛

∞ by
𝑃𝑇 𝐱 = (𝑥(0),… , 𝑥(𝑇 ), 0,…).

By 𝓁𝑛
∞,𝑒 we mean the extended 𝓁𝑛

∞-space: {𝐱 ∈ 𝓁𝑛
∞ ∶ (𝑃𝑇 𝐱) ∈ 𝓁𝑛

∞ ∶ 𝑇 ≥ 0}.
An operator 𝐇 ∶ 𝓁𝑛

∞ → 𝓁𝑛
∞ is causal if 𝑃𝑘𝐇 = 𝑃𝑘𝐇𝑃𝑘 and time-invariant if it

commutes with the delay operator 𝑧−1. We say that 𝐇 is 𝓁∞ stable if
‖𝐇‖1 ∶= ‖𝐇‖∞,∞ = sup

𝑡
sup

0≠𝐱∈𝓁∞,𝑒

‖𝑃𝑡𝐇𝐱‖∞
‖𝑃𝑡𝑥‖∞ < ∞,

where ‖𝐇‖∞,∞ is called the induced norm on 𝓁𝑛
∞. A linear time-varying opera-

tor 𝐆 is fully characterized by its impulse response (convolution kernel) 𝐺(𝑡, 𝜏)
and operates on signals 𝐱 ∈ 𝓁∞,𝑒 by convolution, (𝐆𝐱)(𝑡) =

∑𝑡
𝜏=0𝐺(𝑡, 𝜏)𝑥(𝜏).

Expressed in the elements of its convolution kernel, the induced norm becomes
‖𝐆‖1 = max𝑖

∑𝑛
𝑗=1 sup𝑡

∑𝑡
𝜏=0 |𝐺𝑖𝑗(𝑡, 𝜏)|. It will be convenient to express the norm

in terms of the magnitude matrix of 𝐆

𝑀𝐺 ∶=
⎡⎢⎢⎣

‖𝐺11‖1 ⋯ ‖𝐺1𝑛‖1
⋮ ⋱ ⋮

‖𝐺𝑛1‖1 ⋯ ‖𝐺𝑛𝑛‖1

⎤⎥⎥⎦
, (1)

and ‖𝐆‖1 = max𝑖
∑

𝑗 𝑀𝑖𝑗 .
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Table 1. Summary of matrix induced norms, adapted from [Tropp, 2004]. The norm on the
domain (D) is determined by the column, and the codomain (CD) by the row.

CD∖D | ⋅ |1 | ⋅ |2 | ⋅ |∞
| ⋅ |1 max𝑗

∑𝑛
𝑖=1 |𝐴𝑖𝑗| NP-HARD NP-HARD

| ⋅ |2
√

max𝑗
∑𝑛

𝑖=1 |𝐴𝑖𝑗|2 𝜎(𝐴) NP-HARD
| ⋅ |∞ max𝑖𝑗 |𝐴𝑖𝑗|

√
max𝑖

∑𝑛
𝑗=1 |𝐴𝑖𝑗|2 max𝑖

∑𝑛
𝑗=1 |𝐴𝑖𝑗|

2.1 Matrix induced norms and stability of static systems
Before diving into induced norms for dynamical systems, we explore norms on
constant 𝑛-dimensional vectors and square matrices. For a constant matrix 𝑀 ∈
ℝ𝑛×𝑛, robust stability with respect to bounded unstructured uncertainty means that
det(𝐼 − Δ𝑀) is invertible for all |Δ| ≤ 𝛾 in some norm. Let 1

𝑝 + 1
𝑞 = 1, then

det(𝐼 − Δ𝑀) is invertible for all |Δ|𝑝,𝑞 ≤ 1 if and only if |𝑀|𝑞,𝑝 < 1. See Table 1
for a table of the most common compatible 𝑝-norms.

2.2 Robust stability with diagonal uncertainty
Let 𝒟 be the set of 𝓁∞-stable causal linear time-varying operators whose off-
diagonal elements are zero, and  ⊂ ℝ𝑛×𝑛 be the set of diagonal matrices with
positive diagonal entries and define

𝜇𝒟 (𝐆) = 1
inf{‖𝚫‖∞,∞ ∶ 𝚫 ∈ 𝒟 , (𝐼 −𝐆𝚫)−1 unstable} . (2)

The following Theorem characterizes robust stability of Fig. 1 as conditions on 𝑀𝐺.
THEOREM 8—THEOREM 2 IN [DAHLEH AND KHAMMASH, 1993]
For 𝚫 ∈ 𝒟 with ‖𝚫‖∞,∞ ≤ 1, the following are logically equivalent :

1. The system in Fig. 1 is robustly stable.
2. 𝜌(𝑀𝐺) < 1, where 𝜌(⋅) denotes the spectral radius.
3. 𝑥 ≤ 𝑀𝐺𝑥 and 𝑥 ≥ 0 imply that 𝑥 = 0.
4. inf𝐷∈ |𝐷𝑀𝐺𝐷−1|∞,∞ < 1

5. 𝜇𝒟 (𝐆) < 1. □
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3. 𝜈: The new 𝜇

Inspired by the role of LASSO [Tibshirani, 1996] in favoring sparse solutions to re-
gression problems, we propose using the sum of 𝓁1 norms, ∑𝑛

𝑖=1 ‖𝜹𝑖‖1. One could
go one step further and study robustness in the 𝓁0 (number of nonzero 𝜹𝑖s) setting.
However, any system that has a nonzero diagonal element can be destabilized by a
local (possibly very large) perturbation and the corresponding robustness measure
will be 1 for almost all systems and not really informative. The new robustness met-
ric, 𝜈, hits the sweet spot and is defined as follows:
DEFINITION 1—𝜈
Let 𝒟 be the set of 𝓁∞-stable causal linear time-varying operators with 𝑛 inputs

and outputs, whose off-diagonal elements are zero. Given a causal linear system 𝐆
with 𝑛 inputs and outputs

𝜈𝒟 (𝐆) ∶= 1
inf{

∑𝑛
𝑖=1 ‖𝜹𝑖‖1 ∶ 𝚫 ∈ 𝒟 , (𝐼 −𝐆𝚫)−1 unstable} . □

To study the properties of the new robustness measure and its relationship to 𝜇,
we require insight into the relationship between that of destabilizing the dynamical
system 𝐆 and its magnitude matrix 𝑀𝐺. From Theorem 8 we know that if there
exists a 𝚫 that destabilizes Fig. 1, then there exists a constant matrix 𝑀Δ with the
same 𝓁1 norm so that 𝐼 −𝑀Δ𝑀𝐺 is singular, and vice versa. Surprisingly, it turns
out that the bounds on each diagonal entry of 𝚫 are equal to that of 𝑀Δ.
THEOREM 9
Let 𝒟 be the set of 𝓁∞-stable causal linear time-varying operators with 𝑛 inputs and
outputs, whose off-diagonal elements are zero. Further, let 𝒞 ⊂ ℝ𝑛×𝑛 be the set of
non-negative diagonal matrices. Given upper bounds 𝛿𝑖𝑖 for 𝑖 = 1,… , 𝑛 and a stable,
causal 𝑛 × 𝑛-dimensional system 𝐆, the following are logically equivalent:

1. There exists a 𝚫 ∈ 𝒟 , where each diagonal element is bounded from above,
‖𝜹𝑖𝑖‖∞,∞ ≤ 𝛿𝑖𝑖, such that the system in Fig. 1 is unstable.

2. There exists a matrix 𝑀Δ ∈ 𝒞 , where each diagonal element is bounded from
above, 𝛿𝑖𝑖 ≤ 𝛿𝑖𝑖, such that 𝐼 − Δ𝑀𝐺 is singular. □

Proof. We start by showing that the first claim implies the second. Let 𝑅Δ =
Diag(𝛿11,… , 𝛿𝑛𝑛), then 𝚫 = �̂�𝑅Δ for some �̂� ∈ 𝒟 , ‖�̂�‖1 ≤ 1. As Fig. 1 with
𝚫𝐆 = �̂�(𝑅Δ𝐆) is unstable, we conclude the existence of a diagonal non-negative
matrix �̂�Δ with |�̂�Δ|∞,∞ ≤ 1 so that 𝐼 −Δ̂𝑅Δ𝑀𝐺 is singular. Taking 𝑀Δ = Δ̂𝑅Δcompletes the first part of the proof.

The proof of the converse is identical but starts with 𝑀𝐺. □
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Theorem 9 implies that we can replace the 𝓁1 norm in (2) with any norm on the
magnitude matrix of 𝚫 and get 𝜇𝒟 (𝐆) = 𝜇𝒞 (𝑀𝐺) for free.

Although we do not yet know how to compute 𝜈, from Fig. 1 and Theorem 9 we
know that 𝜈 must be absolutely homogeneous and invariant to similarity transforms
with matrices that commute with 𝒟 . Furthermore, we can translate the equivalence
relationship between | ⋅ |1 and | ⋅ |∞ into a corresponding relationship between 𝜈 and
𝜇. We summarize the above discussion with the following proposition:
PROPOSITION 5
With 𝐆, 𝒟 , 𝒞 as in Theorem. 9, let  ⊂ ℝ𝑛×𝑛 be the set of non-negative diagonal
matrices, then the following statements are true:

1. 𝜈𝒟 (𝐆) = 𝜈𝒞 (𝑀𝐺)

2. 𝜈𝒟 (𝑎𝐆) = |𝑎|𝜈𝒟 (𝐆) for 𝑎 ∈ ℝ.
3. 𝜈𝒟 (𝐷𝐆𝐷−1) = 𝜈𝒟 (𝐆) for 𝐷 ∈ .
4. 𝜇𝒟 (𝐆)∕𝑛 ≤ 𝜈𝒟 (𝐆) ≤ 𝜇𝒟 (𝐆). □

The following theorem tightens the lower bound in 4) by zeroing out different
diagonal elements. This result agrees with intuition because we can study how a
system interacts with sparse uncertainty by testing the different sparsity patterns
separately.
THEOREM 10
Given 𝐆 and 𝒟 as in Definition 1. Let 𝐼 = (𝑖1, 𝑖2,… , 𝑖𝑚) with 𝑚 ≤ 𝑁 and 𝑖𝑘 ≠ 𝑖𝑙for 𝑘 ≠ 𝑙 be an index tuple, and consider the sub-matrix of 𝑀𝐺:

𝑀𝐼 =
⎡
⎢⎢⎣

𝑀𝑖1𝑖1 ⋯ 𝑀𝑖1𝑖𝑚
⋮ ⋱ ⋮

𝑀𝑖𝑚𝑖1 ⋯ 𝑀𝑖𝑚𝑖𝑚

⎤
⎥⎥⎦
. (3)

Then 𝜈𝒟 (𝐆) ≥ 𝜌(𝑀𝐼 )
𝑚 . □

Proof. Assume without loss of generality that 𝑖𝑘 = 𝑘 for 𝑘 = 1,… , 𝑚. This assump-
tion can always be enforced by renaming the signals. Restrict 𝚫 by setting 𝜹𝑘𝑘 = 0
for 𝑘 > 𝑚. By Proposition 5 𝜈𝒟 (𝐆) = 𝜈𝒟 (𝑀𝐺), so it is sufficient to give the proof
in the constant matrix case. Let Δ1 = Diag(𝛿11,… , 𝛿𝑚𝑚) be the submatrix of Δ that
is nonzero and partition 𝑀𝐺 into

𝑀𝐺 =
[
𝑀11 𝑀12
𝑀21 𝑀22

]
,

where 𝑀11 ∈ ℝ𝑚×𝑚. Thus 𝐼 − Δ𝑀𝐺 is invertible if and only if (𝐼 − Δ1𝑀11) is
invertible, which is equivalent to |Δ1|∞,∞ ≤ 1∕𝜌(𝑀𝐼 ). From the fourth property of
Proposition 5 we conclude that 𝜈𝒟 (𝐆) ≥ 𝜌(𝑀𝐼 )∕(𝑚). □
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4 Properties of 𝜈.

3.1 An upper bound of 𝜈
If the norm on the magnitude matrix of Δ is one in the upper triangle of Table 1,
then we can use the corresponding dual norm in the lower triangle to construct an
upper bound.

Although the induced norm from ∞ to 1, in general, is NP-hard to compute, it
coincides with the absolute sum for diagonal matrices. To see this, consider

|Δ|∞,1 = sup
|𝑥|∞=1

𝑛∑
𝑖=1

|𝛿𝑖𝑖𝑥𝑖| =
𝑛∑
𝑖=1

|𝛿𝑖𝑖|. (4)

Thus, if |𝑀𝐺|1,∞ < 1∕|Δ|∞,1 then 𝐼 −Δ𝑀𝐺 is non-singular. As 𝜈𝒟 is invariant
under similarity transformations with𝐷 ∈ , we suggest the following upper bound:

𝜈𝒟 (𝐆) ∶= inf
𝐷∈ |𝐷𝑀𝐺𝐷

−1|1,∞ (5)

The 1 to ∞ norm is the maximum absolute element of a matrix, see Table 1, and
can be computed for large-scale connected systems by local evaluation and commu-
nication with the closest neighbors.

We end this section by noting that for positive systems, the ∞-norm is achieved
by a stationary input [Rantzer, 2015; Colombino and Smith, 2016], so robustness
analysis can be done entirely on positive matrices in that case too. We suspect one
can derive similar results for positive systems as those in this article.
CONJECTURE 1
For positive systems, there exists a similar convex upper bound for a robustness
measure against a causal, diagonal, linear time-varying uncertainty 𝚫 bounded in
the following norm ‖𝚫‖ = ‖𝜹1‖∞ + ‖𝜹2‖∞ +⋯ + ‖𝜹𝑛‖∞. □

4. Properties of 𝜈.

The lower bound in Theorem 10 shows that if the maximum absolute value is
achieved on the diagonal of 𝑀𝐺, then the upper bound coincides with the lower
bound and is exact. These types of systems are called diagonally maximal and merit
a formal definition.
DEFINITION 2—DIAGONALLY MAXIMAL
A Matrix 𝐴 ∈ ℝ𝑛×𝑛 is diagonally maximal if the maximum absolute element of 𝐴
appears on the diagonal. A dynamical system 𝐆 is diagonally maximal if its magni-
tude matrix 𝑀𝐺 is diagonally maximal. □

The following important corollary follows from applying Theorem 10 to each
diagonal element.

89



Paper IV. 𝜈-Analysis: A New Notion of Robustness for Large Systems with
Structured Uncertainties
COROLLARY 2
If the matrix 𝐷𝑀𝐺𝐷−1 is diagonally maximal for some 𝐷 ∈ , then 𝜈𝒟 (𝐆) =
𝜈𝒟 (𝐆). □

Going back to the systems 𝐏1 and 𝐏2 in the introduction, we see that 𝐏1 is diag-
onal and hence diagonally maximal and 𝜈𝒟 (𝐏1) = 𝜈𝒟 (𝐏1) = 1. However, for 𝐏2 the
upper bound is conservative. Indeed, 1∕𝑛 = 𝜈𝒟 (𝐏2) ≤ 𝜈𝒟 (𝐏2) = 1. The following
theorem describes the gap between 𝜈 and 𝜈.
THEOREM 11
With 𝜈,𝐆 and𝒟 as in Definition 1 and 𝜈 as in (5), it is true that 1 ≤ 𝜈𝒟 (𝐆)∕𝜈𝒟 (𝐆) ≤
𝑛. Furthermore, the lower bound is achieved by systems 𝐆 that are diagonally max-
imal under some similarity transform 𝐷 that commutes with 𝒟 . Pure rings achieve
the upper bound. □

Proof. By construction 𝜈𝒟 (𝐆) ≥ 𝜈𝒟 (𝐆), and by Corollary 2 the upper bound is
exact for systems that are diagonally maximal under some similarity transform that
commutes with 𝒟 .

By |𝑀𝐺|1,∞ ≤ |𝑀𝐺|∞,∞ and Proposition 5 we have that 𝜈𝒟 (𝐆) ≤ 𝜇𝒟 (𝐆) ≤
𝑛𝜈𝒟 (𝐆). It remains to show that the upper bound is achieved for pure ring systems.
After scaling, balancing, and relabeling the signals, a pure ring system is of the form

𝑥1(𝑡 + 1) = 𝛿11𝑥2(𝑡), ⋯ , 𝑥𝑛(𝑡 + 1) = 𝛿𝑛𝑛𝑥1(𝑡).

By Proposition 5, 𝜈𝒟 (𝐺) = 𝜈𝒞 (𝑀𝐺), so we will study the null space of 𝐼 −𝑀𝐺Δ.
𝐼 −𝑀𝐺Δ has a nontrivial null space if for some non-zero 𝑤 ∈ ℝ𝑛,

(𝐼 −𝑀𝐺Δ)𝑤 = 0 ⟺

⎡⎢⎢⎢⎣

𝑤1 − 𝛿22𝑤2
𝑤2 − 𝛿33𝑤3

⋮
𝑤𝑛 − 𝛿11𝑤1

⎤⎥⎥⎥⎦
= 0.

If 𝑤1 = 0, then by substitution we must have 𝑤 = 0. So assume without loss of
generality that 𝑤1 = 1. Then we have that 𝐼 − 𝑀𝐺Δ has a nontrivial null space if
and only if

𝛿11⋯ 𝛿𝑛𝑛 = 1. (6)
We proceed to lower bound ∑𝑛

𝑖=1 𝛿𝑖𝑖 by minimizing it subject to (6). Substitute
𝛿𝑛𝑛 = 1∕

∏𝑛−1
𝑖=1 𝛿𝑖𝑖 into the sum to transform the constrained optimization problem

into a convex optimization problem over 𝛿𝑖𝑖 > 0 with the solution min𝛿𝑖𝑖
∑𝑛

𝑖=1 𝛿𝑖𝑖 =
𝑛. Substitute the lower bound on a destabilizing Δ into Definition 1 to get 𝜈𝒟 (𝐆) ≥
𝑛𝜈𝒟 (𝐆) as 𝜈𝒟 (𝐆) = 1. Since the upper bound is equal lower bound, we conclude
that the bound is achieved. □

By the discussion in this section it is clear that even though 𝜈 bounds 𝜈, the
gap can be pretty significant. It stands to reason that 𝜈 is exact for some class of
disturbances.
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CONJECTURE 2
𝜈 is exact for some class of norm-bounded disturbances. □

We conclude this section by studying 2 × 2 matrices.
4.1 A closed-form formula for 2 × 2 matrices
Consider without loss of generality, matrices 𝑀 ∈ ℝ2×2 of the form

𝑀 =
[
𝑥 1
1 𝑦

]
.

If 𝑥 > 1 or 𝑦 > 1 we know that 𝜈𝒞 (𝑀) = max{𝑥, 𝑦} so only the case 0 < 𝑥, 𝑦 < 1
remains. We begin by parameterizing all destabilizing Δ in 𝛿22. Setting the determi-
nant to zero we get

1
det(𝑀)

(
𝑦 + −1

𝑥 − det(𝑀)𝛿22

)
= 𝛿11.

Thus 𝜈𝒞 (𝑀) = 𝛿11(𝛿22) + 𝛿22 is convex on the domain [0, 1] and the minimum is
achieved either on the boundary or at a stationary point. For 0 < 𝑥, 𝑦 < 1 we have
that

𝛿11 =
𝑦 − 1
det(𝑀)

, 𝛿22 =
𝑥 − 1
det(𝑀)

, 𝜈𝒞 (𝑀) = det(𝑀)
𝑥 + 𝑦 − 2

. (7)
In Fig. 2 we compare the new robustness metric 𝜈, the upper bound 𝜈 and 𝜇 for

2 × 2-matrices. We see that 𝜈 is exact for and only for matrices that are diagonally
maximal under some 𝐷 ∈  and conclude that even for diagonally maximal sys-
tems, 𝜈 and 𝜇 can be very different. As the closed-loop maps generated by system-
level synthesis often seem to be diagonally maximal, we conclude that for a large
class of relevant systems, computing both 𝜈 and 𝜇 gives additional information into
the nature of destabilizing disturbances even for this class of systems. Based on this
observation we state the following conjecture.
CONJECTURE 3
𝜈𝒞 (𝑀) = 𝜈𝒞 (𝑀) only if 𝐷𝑀𝐷−1 is diagonally maximal for some 𝐷 ∈ 𝒞 . □

5. Computing 𝜈

5.1 The convex approach
This section explains how to formulate 𝜈 as a linear program. Let 𝑀 ∈ ℝ𝑛×𝑛 be a
positive matrix. We want to compute

inf
𝐷∈max

𝑖𝑗

{
𝑀𝑖𝑗

𝑑𝑖
𝑑𝑗

}
. (8)
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1 1.5 2

1

1.5

2

𝜈∕𝜈

𝜇∕
𝜈

Figure 2. Comparing the 𝓁1-robustness metric 𝜇, the new metric 𝜈 and the upper bound 𝜈

for matrices of the form 𝑀 =
[
𝑥 𝑤
𝑤 𝑦

]
for 𝑥,𝑤, 𝑦 ∈ [0, 1]. The matrices along the 𝜈∕𝜈 = 1

line are the diagonally maximal matrices. In the bottom left corner we have the identity matrix,
in the top left corner we have the matrix

[
1 1
1 1

]
and in the top right corner we have

[
0 1
1 0

]
.

As the logarithm is strictly increasing, (8) is equivalent to
min
𝐷∈max

𝑖𝑗
{log(𝑀𝑖𝑗) + log(𝑑𝑖) − log(𝑑𝑗)},

where we use the convention that log(0) = −∞. Let 𝛽𝑖 = log(𝑑𝑖), then (8) is equiv-
alent to the following linear program that can be solved efficiently using simplex or
interior-point methods [Todd, 2002]:

minimize
𝛽∈ℝ𝑛,𝛾∈ℝ

𝛾

subject to: log(𝑀𝑖𝑗) + 𝛽𝑖 − 𝛽𝑗 ≤ 𝛾.
(9)

5.2 Characterizing the solutions of the upper bound
We will relax the positivity assumption of 𝑑1,… , 𝑑𝑛 (8) to allow 𝑑𝑖s to be zero.
Consider the function

𝜙𝑑(𝑀, 𝑖, 𝑗) =

{
𝑀𝑖𝑗

𝑑𝑖
𝑑𝑗

if 𝑀𝑖𝑗 > 0

0 if 𝑀𝑖𝑗 = 0.
(10)

Then (8) is equivalent to
inf

𝑑1,…,𝑑𝑛≥0max
𝑖𝑗

𝜙𝑑(𝑀, 𝑖, 𝑗). (11)
The following theorem shows that if for some 𝐷 ∈ , the maximizing indices

of 𝐷𝑀𝐷−1 only consists of loops, then 𝐷 minimizes (11).
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THEOREM 12—SUFFICIENT CONDITION FOR OPTIMALITY
Given a non-negative, non-zero matrix 𝑀 ∈ ℝ𝑛×𝑛 and non-negative constants
𝑑1,… , 𝑑𝑛. With 𝜙 as in (10), let  be the set of maximizing indices of (8), i.e.

 =
{
(𝑘, 𝑙) ∶ 𝜙𝑑(𝑀,𝑘, 𝑙) = max

𝑖𝑗
𝜙𝑑(𝑀, 𝑖, 𝑗)

}
.

If for all (𝑘, 𝑙) ∈  it holds that
𝜙𝑑(𝑀,𝑘, 𝑙) = max

𝑗
𝜙𝑑(𝑀, 𝑙, 𝑗). (12)

Then 𝑑1,… , 𝑑𝑛 is an optimal solution to (8). □

Proof. First, we show that  must contain at least one loop. Let (𝑗0, 𝑗1) ∈ , and
let 𝑗𝑘+1 be the smallest integer such that 𝜙𝑑(𝑀, 𝑗𝑘, 𝑗𝑘+1) = max𝑗 𝜙𝑑(𝑀, 𝑗𝑘, 𝑗). By
induction (𝑗𝑘, 𝑗𝑘+1) ∈ . Furthermore, as 𝑛 is finite, and the selection rule for 𝑗𝑘+1is unique given 𝑗𝑘, there is a 𝐾 ≥ 0 and a 𝑇 ≥ 1 so that 𝑗𝑘+𝑇 = 𝑗𝑘 for all 𝑘 ≥ 𝐾 .
We denote the limit set containing such points by 𝐼∗ = {𝑗𝑘 ∶ 𝑘 ≥ 𝐾}.

Assume towards a contradiction that there are 𝑑′1,… , 𝑑′𝑛 so thatmax𝑖𝑗 𝜙𝑑′ (𝑀, 𝑖, 𝑗) <
max𝑖𝑗 𝜙𝑑(𝑀, 𝑖, 𝑗), and let (𝑗0, 𝑗1) ∈ ∗. Assume without loss of generality that
𝑑′𝑗1 > 𝑑𝑗1 , otherwise multiply every 𝑑′𝑖 by a positive constant so that the assump-
tion holds true. Let 𝑗2 = argmax𝑗 𝜙𝑑(𝑀, 𝑗1, 𝑗). By assumption, it must hold that
𝑑′𝑗2 > 𝑑𝑗2𝑑

′
𝑗1
∕𝑑𝑗1 . Continuing, we have that

𝑑′𝑗𝑘+𝑇 > 𝑑𝑗𝑘+𝑇
𝑑′𝑗𝑘+𝑇−1
𝑑𝑗𝑘+𝑇−1

> 𝑑𝑗𝑘+𝑇
𝑑′𝑗𝑘
𝑑𝑗𝑘

.

However, since 𝑗𝑘+𝑇 = 𝑗𝑘 we have that 𝑑′𝑘 > 𝑑′𝑘 which is a contradiction. □

By the above theorem, we know that if the maximum is achieved on a loop, then
the solution is optimal. It turns out that an optimal solution must contain a loop. This
is because if the maximum is achieved on a chain, we can perturb the scales at the
end of the chain to make that value smaller, making the chain shorter. Repeating this
process reduces all the elements in the maximal chain. We formalize this statement
in the following Lemma:
LEMMA 6
Let 𝑑⋆1 ,… , 𝑑⋆𝑛 be an optimal solution to (11), and let  be the set of maximizing
indices as in Theorem 12. Then  contains at least one loop. □

Proof. If the optimal value is zero, all diagonal elements must be zero, and (𝑖, 𝑖) ∈ implies that  contains a loop. Assume towards a contradiction that  does not
contain a loop and that the optimal value is greater than zero. Let (𝑗0, 𝑗1) ∈ , and
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let 𝑗𝑘+1 be the smallest integer such that 𝜙𝑑(𝑀, 𝑗𝑘, 𝑗𝑘+1) = max𝑗 𝜙𝑑(𝑀, 𝑗𝑘, 𝑗). By
assumption there is a 𝑘 such that

𝜙𝑑(𝑀, 𝑗𝑘, 𝑗𝑘+1) < max
𝑖

𝜙𝑑(𝑀, 𝑖, 𝑗𝑘) (13)

This means that there is a 𝑑′𝑘 > 0 that decreases the right hand side of (13) so that the
inequality still holds for 𝑗𝑘, but also holds for 𝑗𝑘−1. By induction, this must hold for
1,… , 𝑘. Repeating for any other chain in , we conclude that max𝑖𝑗 𝜙𝑑(𝑀, 𝑖, 𝑗) >
max𝑖𝑗 𝜙𝑑′ (𝑀, 𝑖, 𝑗), contradicting optimality. □

Theorem 12 and Lemma 6 indicate a relationship between solving (11) and bal-
ancing the matrix 𝑀 in the maximum absolute element norm. The following theo-
rem strengthens that connection and shows that we can always find a solution to (11)
by balancing 𝑀 .
THEOREM 13
For any non-negative matrix 𝑀 ∈ ℝ𝑛×𝑛, there exists a non-negative solution
𝑑1,… , 𝑑𝑛 to (11) such that

max
𝑟≠𝑘 𝜙𝑑(𝑀, 𝑟, 𝑘) = max

𝑐≠𝑘 𝜙𝑑(𝑀,𝑘, 𝑐), ∀ 𝑘 = 1,… , 𝑛. (14)
□

Proof. We begin by proving the existence of a solution. Assume there is a sequence
𝑖1,… , 𝑖𝑚 such that 𝑀𝑖𝑘𝑖𝑘+1 ,𝑀𝑖𝑚𝑖1 ≠ 0 for 𝑘 = 1,… , 𝑚. Then (8) is bounded below
by min{𝑀𝑖𝑗 ,𝑀𝑗𝑖} and (8) is equivalent to a linear program with a bounded solution
and the minimum is achieved by some 𝑑1,… , 𝑑𝑛. If the assumption is false, we can
take 𝑑 = 0 and the optimal value is zero. If 𝑀 is a diagonal matrix, then the claim
holds trivially. Assume 𝑀 is not diagonal and let �̂� be the matrix where �̂�𝑖𝑗 = 𝑀𝑖𝑗
for 𝑖 ≠ 𝑗 and �̂�𝑖𝑖 = 0. Then 𝑑1,… , 𝑑𝑛 are optimal for 𝑀 if and only if they are
optimal for �̂� . Note that (14) holds for a maximizing loop of �̂� . Let 𝑑1,… , 𝑑𝑛 be
an optimal solution to (8) for �̂� . By Lemma 6, the set of maximizing indices 
contains at least one loop. Remove the rows and columns pertaining the loop from
�̂� to get the smaller matrix �̂�1. By recursion on �̂�𝑘 we end up with a new set
𝑑′1,… , 𝑑′𝑛 so that (14) is true. □

5.3 An algorithm for balancing the magnitude matrix
We end this section with a simple heuristic algorithm for computing (8) that results
from enforcing (14) coordinate-wise in Algorithm 1. The algorithm is similar to
Osborne’s algorithm for balancing matrices in the Frobenius norm [Osborne, 1960],
but balances a matrix in the maximum absolute-element norm and can be computed
using local information and communication with the closest neighbors. We show
some empirical convergence properties in Figs. 3 and 4. We remark that naively
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Algorithm 1 Heuristic algorithm for solving (8)
Require: Non-negative 𝑀 ∈ ℝ𝑛×𝑛, 𝜃 ∈ (0, 1), 𝑇 .
𝑑𝑘[1] ← 1 for each 𝑘 = 1,… , 𝑛
for 𝑡 = 1,… , 𝑇 do

for 𝑘 = 1,… , 𝑛 do
𝑑𝑘[𝑡 + 1] ← (1 − 𝜃)𝑑𝑘[𝑡] + 𝜃

√
max𝑟≠𝑘 𝑀𝑟𝑘𝑑𝑟[𝑡]√
max𝑐≠𝑘 𝑀𝑘𝑐∕𝑑𝑐 [𝑡]

end for
end for
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Figure 3. The largest number of iterations 𝑁 required to reach a relative tolerance level for
500 randomly generated non-negative matrices 𝑀 ∈ ℝ128×128, with respect to tolerance. 𝜃
ranges from 0.2 (light) to 0.9 (dark).

taking 𝜃 = 1 may cause the algorithm to fail to converge. Consider the matrix,

𝑀 =
[
0 1
𝑥2 0

]
.

Then 𝑑1(2) = 𝑥 and 𝑑2(2) = 1∕𝑥, leading to 𝐷(2)𝑀𝐷−1(2) = 𝑀𝖳 and the iteration
will continue to oscillate back and forth. This is because we are updating each coor-
dinate simultaneously, which is desirable for localized computation. Introducing the
interpolation 𝜃 ∈ (0, 1) seems to solve this issue. Based on the numerical results3
we conjecture that our algorithm is guaranteed to converge.

CONJECTURE 4
Algorithm 1 always converges. Moreover the number of iterations required to reach
a given tolerance is of 𝑂(𝑛) for a fixed 𝜖, and 𝑂(

√
𝜖−1) for fixed 𝑛. □

3 A Julia implementation of Algorithm 1 can be found at https://github.com/kjellqvist/
NuSynthesis.jl.

95

https://github.com/kjellqvist/NuSynthesis.jl
https://github.com/kjellqvist/NuSynthesis.jl


Paper IV. 𝜈-Analysis: A New Notion of Robustness for Large Systems with
Structured Uncertainties

21 22 23 24 25 26 27 28

102

103

Size / 𝑛

Ite
rat

ion
s/

𝑁

Figure 4. The largest number of iterations 𝑁 required to reach a relative tolerance level of
10−3 for 500 randomly generated non-negative 𝑛 × 𝑛-dimensional matrices with respect to
dimension 𝑛. 𝜃 ranges from 0.2 (light) to 0.9 (dark).

6. Conclusions

This work introduced and analyzed a new robustness measure 𝜈 that reasonably han-
dles sparsity. We provided a convex upper bound 𝜈, characterized its sub-optimality,
and gave simple ways to compute it in a distributed way. The companion paper, [Li
and Doyle, 2022] shows how to compute robust controllers for large-scale systems
using 𝜇 and 𝜈. Throughout this article, we gave four conjectures representing im-
portant research topics. We conclude with a final conjecture on the computation of
𝜈.
CONJECTURE 5
There exists a polynomial-time algorithm to compute 𝜈 within arbitrary precision.□
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Paper V

On Infinite-horizon System Level Synthesis
Problems

Abstract

System level synthesis is a promising approach that formulates structured op-
timal controller synthesis problems as convex problems. This work solves the
distributed linear-quadratic regulator problem under communication constraints
directly in infinite-dimensional space, without the finite-impulse response re-
laxation common in related work. Our method can also be used to construct
optimal distributed Kalman filters with limited information exchange. We com-
bine the distributed Kalman filter with state-feedback control to perform lo-
calized LQG control with communication constraints. We provide agent-level
implementation details for the resulting output-feedback state-space controller.

1. Introcution

In recent years, control design for networked dynamical systems has seen tremen-
dous interest and progress. An important problem is to impose structures on the
controllers, such as sparsity for distributed or localized control [Lessard and Lall,
2012; Wang et al., 2014], and communication delay constraints [Wang et al., 2014;
Feyzmahdavian et al., 2012]. Such control design problems are challenging due to
the non-convex nature of the problem [Rotkowitz and Lall, 2005].

Lately, researchers have focused on novel controller parameterization that admits
convex formulation [Wang et al., 2019; Furieri et al., 2019; Sab𝐮𝑎u et al., 2021],
with System Level Synthesis (SLS) emerging as a promising and unified framework
for structured controller synthesis [Anderson et al., 2019]. A vital feature of the
SLS framework is that both the synthesis and the implementation of the structured
controller can be done locally, thus scaling favorably with the number of subsystems
in a network.

All current SLS-based control methods require both the parameterization and
implementation to have finite impulse responses (FIR), with the exception of [Yu et
al., 2021; Fisher et al., 2022]. This is because optimal controller synthesis, despite
the choice of convex reparameterization, is an infinite-dimensional non-convex op-
timization problem over dynamical systems. The current method of choice to relax
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the problem into a tractable finite-dimensional optimization problem is to restrict the
optimization variable to having a finite impulse response. Such relaxation technique
is required for many parameterizations other than SLS [Zheng et al., 2022]. Although
previous work almost exclusively uses FIR approximations, we emphasize that FIR
is not a requirement for SLS, but rather a convenient way to use off-the-shelf opti-
mization software. Therefore, lifting the FIR constraint will render SLS applicable
to detectable and stabilizable systems.

An exception is [Yu et al., 2021], where the authors showed that a class of the
infinite-horizon state-feedback SLS problem has natural connections to the Riccati
solution for linear quadratic regulator (LQR) problems. The resulting SLS controller
has a state-space form that significantly reduces the required memory compared to
the FIR SLS controllers.

It is a natural next step to investigate the correspondence between infinite-
horizon output-feedback SLS and the linear quadratic Gaussian (LQG) control
[Kalman et al., 1960; Wonham, 1968].

Contribution. This paper generalizes a previous result on infinite-horizon state-
feedback SLS problem, and investigates a class of infinite-horizon output-feedback
SLS problems. In particular, we study an output-feedback SLS problem that corre-
sponds to a class of LQG problems with structural constraints expressable as convex
sparsity constraints under the SLS parameterization. Our contribution is three-fold.
(1) We generalize the result on the infinite-horizon state-feedback SLS solution [Yu
et al., 2021] to scenarios where communication delay constraints among subsys-
tems in a network can be incorporated into controller synthesis and implementation.
(2) We provide a suboptimal solution to a class of infinite-horizon output-feedback
SLS problems. Our solution leverages an analogous separation principle for SLS pa-
rameterization, where the proposed generalized infinite-horizon state-feedback SLS
solution is used. A key advantage of our approach is the ability to compute the pa-
rameters of each subsystem locally in one swoop using local information without
iterations or communications among subsystems, which were required by previous
methods. (3) We demonstrate an internally stabilizing output-feedback controller
that is distributed and localized based on the proposed suboptimal solution. The
proposed state-space controller has a fixed, low memory requirement, unlike exist-
ing FIR-based SLS controllers where the length of the memory grows linearly with
the FIR horizon.

Paper Structure. We introduce the infinite-horizon SLS problems and related
concepts in Section 2. Section 3 proposes a generalized approach that solves the
infinite-horizon state-feedback SLS problems with communication delay and local-
ization constraints. In Section 4, we construct a suboptimal solution to the infinite-
horizon output-feedback SLS problem using the proposed optimal state-feedback
solution. In Section 5, we show the implementation of the state-space controller as-
sociated with the constructed suboptimal solution. Section 6 demonstrates numerical
simulation that corroborates with the theoretical results.

Notation. Bold font 𝐱 and 𝐆 denote signals 𝐱 = {𝑥(𝑡)}∞𝑡=0 with 𝑥(𝑡) ∈ ℝ𝑛,
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and proper transfer matrices 𝐆(𝑧) =
∑∞

𝑖=0 𝑧
−𝑖𝐺[𝑖] with convolution kernels 𝐺[𝑖] ∈

ℝ𝑚×𝑛. The 𝑗th standard basis vector is denoted as 𝑒𝑗 . For a matrix 𝐴, 𝐴(𝑖, 𝑗) refers to
the (𝑖, 𝑗)th element, 𝐴(𝑖, ∶) to the 𝑖th row and 𝐴(∶, 𝑗) to the 𝑗th column. Non-negative
integers are denoted as ℕ+. We write 𝐴 ≻ 𝐵 (𝐴 ⪰ 𝐵) to mean that 𝐴 − 𝐵 is a
positive (semi)definite matrix. We use ℝ∞ for the space of all proper and real
rational stable transfer matrices and denote 𝐹 ∈ 1

𝑧ℝ∞ if and only if 𝑧𝐹 ∈ ℝ∞.

2. Preliminaries

We consider the following dynamical system

𝑥(𝑡 + 1) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) +𝑤(𝑡)
𝑦(𝑡) = 𝐶𝑥(𝑡) + 𝑣(𝑡),

(1)

where 𝑤(𝑡) ∼  (0,𝑊 ), and 𝑣(𝑡) ∼  (0, 𝑉 ) are respectively state and measure-
ment noise independently and identically drawn at each time from the zero-mean
Gaussian distributions. Here 𝑊 and 𝑉 are positive definite matrices. The general
control design objective is to synthesize a linear controller 𝐊 such that control ac-
tion computed as 𝐮 = 𝐊𝐲 stabilizes the closed-loop system while optimizing over a
quadratic cost 𝐽 (𝐱,𝐮) ∶= lim𝑇→∞ 𝔼

∑𝑇
𝑡=0 𝑥(𝑡)

𝖳𝑅𝑥(𝑡) + 𝑢(𝑡)𝖳𝑄𝑢(𝑡), with 𝑄, 𝑅 ≻ 0
. This is known as the linear quadratic Gaussian (LQG) problem, where the opti-
mal controller is given by the combination of a state-feedback controller and a state
observer[Kalman et al., 1960].

In this paper, we investigate a distributed variant of the LQG problem, where
(1) is constructed from a network of heterogeneous subsystems with dynamical cou-
pling. In particular, we aim to design a stabilizing output-feedback controller that re-
spects communication delays and localization constraints. For detalied discussions
of such constraints, we refer interested readers to [Yu et al., 2021; Wang et al., 2018].

2.1 System Level Synthesis
The SLS theory approaches the constrained output-feedback control design prob-
lem described above by characterizing all achievable closed-loop mappings (CLMs)
from𝐰, 𝐯 to 𝐱, 𝐮 under an internally stabilizing controller𝐊. Then, using any achiev-
able CLMs, SLS provides an implementation of the controller 𝐊 that realizes the
prescribed CLMs. This is made precise in the following result.

THEOREM 14—[ANDERSON ET AL., 2019]
Strictly proper linear CLMs 𝚽𝑥𝑥, 𝚽𝑥𝑦, 𝚽𝑢𝑥, 𝚽𝑢𝑦 ∈ 1

𝑧ℝ∞ can be achieved by a
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linear internally stabilizing controller 𝐊 if and only if
[
𝑧𝐼 − 𝐴 −𝐵

] [𝚽𝑥𝑥 𝚽𝑥𝑦
𝚽𝑢𝑥 𝚽𝑢𝑦

]
=
[
𝐼 0

] (2a)
[
𝚽𝑥𝑥 𝚽𝑥𝑦
𝚽𝑢𝑥 𝚽𝑢𝑦

] [
𝑧𝐼 − 𝐴
−𝐶

]
=
[
𝐼
0

]
, (2b)

where 𝚽𝑥𝑥, 𝚽𝑥𝑦, 𝚽𝑢𝑥, 𝚽𝑢𝑦 maps 𝐰, 𝐯 to 𝐱, 𝐮 under a controller 𝐊, i.e.,
[
𝐱
𝐮

]
=

[
𝚽𝑥𝑥 𝚽𝑥𝑦
𝚽𝑢𝑥 𝚽𝑢𝑦

] [
𝐰
𝐯

]
. In particular, 𝐊 can be implemented as the following, which is

illustrated in Figure 1:
𝑧𝜷 = �̂�𝑥𝑥𝜷 + �̂�𝑥𝑦𝐲

𝐮 = �̂�𝑢𝑥𝜷 +𝚽𝑢𝑦𝐲,
(3)

where �̂�𝑥𝑥 = 𝑧(𝐼 − 𝑧𝚽𝑥𝑥), �̂�𝑢𝑥 = 𝑧𝚽𝑢𝑥, �̂�𝑥𝑦 = −𝑧𝚽𝑥𝑦, and 𝛽 is the controller
internal state. □

Further, it was shown in [Wang et al., 2019] that (2) is equivalent to stabilizability
and detectability of (1). Therefore, (3) parameterizes all internally stabilizing linear
controller 𝐊 for (1).

A special case of Theorem 14 is when the controller is state-feedback, i.e., 𝐮 =
𝐊𝐱. In this scenario, the SLS CLMs reduce to only 𝚽𝑥𝑤 ∶ 𝐰 → 𝐱 and 𝚽𝑢𝑤 ∶ 𝐰 → 𝐮
with the following variation of Theorem 14.
THEOREM 15—[WANG ET AL., 2019]
For the dynamics (1) with𝐶 = 𝐼 and 𝑣(𝑡) ≡ 0, CLMs𝚽𝑥𝑤 and𝚽𝑢𝑤 can be achieved
by a linear internally stabilizing controller 𝐊 if and only if

[
𝑧𝐼 − 𝐴 −𝐵

] [𝚽𝑥𝑤
𝚽𝑢𝑤

]
= 𝐼, 𝚽𝑥𝑤, 𝚽𝑢𝑤 ∈ 1

𝑧
ℝ∞. (4)

□

2.2 System-level Constraints (SLCs)
In this paper, we consider a networked system (1) composed of𝑁 subsystems, where
each subsystem 𝑖 has the following dynamics

𝑥𝑖(𝑡 + 1) =
∑

𝑗∈ 1
in(𝑖)

(
𝐴𝑖𝑗𝑥𝑗(𝑡) + 𝐵𝑖𝑗𝑢𝑗(𝑡)

)
+𝑤𝑖(𝑡) (5)

𝑦𝑖(𝑡) = 𝐶𝑖𝑥𝑖(𝑡) + 𝑣𝑖(𝑡) (6)
where we denote 𝑗 ∈  𝑘

in(𝑖) if the states and control actions of subsystem 𝑗 af-
fect those of subsystem 𝑖 in 𝑘 time steps through the open-loop network dynamics.
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1
𝑧

𝐴

𝐶 𝐵+

1
𝑧

�̂�𝑥𝑥

�̂�𝑥𝑦 �̂�𝑢𝑥

𝚽𝑢𝑦

+

+

+ 𝜹𝑢

𝜹𝑥

𝜹𝑦

𝜹𝛽 𝐮

𝐱

𝜷

𝐲

Figure 1. Output-feedback controller architecture. Here, �̂�𝑥𝑥 = 𝑧(𝐼 − 𝑧𝚽𝑥𝑥), �̂�𝑢𝑥 = 𝑧𝚽𝑢𝑥

and �̂�𝑥𝑦 = −𝑧𝚽𝑥𝑦. The controller is internally stable; the closed-loop maps from perturba-
tions (𝜹𝑥, 𝜹𝑦, 𝜹𝑢, 𝜹𝛽) to internal signals (𝐱, 𝐲,𝐮, 𝜷) are stable.

Analogously, we write 𝑖 ∈  𝑘out(𝑗) when the states of subsystem 𝑖 are affected by
subsystem 𝑗 via dynamics in 𝑘 time steps.

For such systems, it is common to impose structural constraints such as localiza-
tion requirement and communication delay for control design. A large class of such
structural constraints can be characterized as convex constraints on CLMs. This is
called the system-level constraints (SLCs) [Wang et al., 2019]. Examples of SLCs
include sparsity constraints on the Youla parameter, QI subspace constraints on con-
troller 𝐊, and FIR constraints on the closed-loop responses to noises.

In this paper, we consider the family of SLCs that can be formulated as sparsity
constraints on the CLMs. This family includes disturbance localization and com-
munication delay constraints considered in [Yu et al., 2021]. We denote any such
sparsity constraints as  ∶= {𝑆[𝑘]}∞𝑘=1 where each 𝑆[𝑘] ∈ {0, 1}𝑛×𝑛 are binary
matrices specifying the sparsity of the kernels of CLMs. Specifically, we consider
the localization SLCs, which specifies how disturbances at each subsystem must be
localized to a neighborhood.
DEFINITION 3—LOCALIZATION SLCS
An SLC  ∶= {𝑆[𝑘]}∞𝑘=1 is called the localization SLC if 𝑆[𝑘] for all 𝑘 are the same
binary matrices. □

In addition to disturbance localization which assumes instantaneous information ex-
change within a localization neighborhood, one may wish to incorporate communi-
cation delay SLCs1. Let Sp(⋅) denote the support of a matrix.

1 Such delayed localization pattern corresponds to scenarios when communication delays allow dis-
turbances to propagate through dynamics, before subsystems are able to completely attenuate and
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DEFINITION 4—D-DELAYED LOCALIZATION SLCS
For a fixed integer 𝑑 ≥ 1 and sparsity pattern of the dynamics𝔸 ∶= Sp (𝐴), a delayed
localization SLC is such that 𝑆[𝑘] = Sp (𝔸𝑘) for 𝑘 ≤ 𝑑 and 𝑆[𝑘] = Sp (𝔸𝑑) for all
𝑘 ≥ 𝑑. □

This is sometimes called the (𝐴, 𝑑)-sparsity [Wang et al., 2014] and generalizes the
localization SLCs. We say 𝚽𝑥𝑥 ∈  if Φ𝑥𝑥[𝑘] has the same sparsity pattern as 𝑆[𝑘]
for all 𝑘 ∈ ℕ+. For the rest of paper, we consider d-delayed localization SLCs for
structured controller synthesis. We assume that any given SLCs are feasible for the
underlying system.

2.3 The State-feedback and Output-feedback SLS Problem
Given d-delayed localization SLCs 𝑥 and 𝑢 specifying the state and input closed-
loop sparsity respectively, we now state the output-feedback (OF) SLS problem
[Wang et al., 2019].

min
𝚽∈ 1

𝑧ℝ∞

‖‖‖‖‖

[
𝑄1∕2 0
0 𝑅1∕2

] [
𝚽𝑥𝑥 𝚽𝑥𝑦
𝚽𝑢𝑥 𝚽𝑢𝑦

] [
𝑊 1∕2 0
0 𝑉 1∕2

]‖‖‖‖‖2

s.t. Constraints (2),
Φ𝑥𝑥[𝑘] ,Φ𝑥𝑦[𝑘] ∈ 𝑆𝑥[𝑘] for 𝑘 ∈ ℕ+ (OF-SLS)
Φ𝑢𝑥[𝑘] ,Φ𝑢𝑦[𝑘] ∈ 𝑆𝑢[𝑘] for 𝑘 ∈ ℕ+ .

where we used 𝚽 to collectively refer to the tuple (
𝚽𝑥𝑥,𝚽𝑢𝑥,𝚽𝑥𝑦,𝚽𝑢𝑦

) to reduce
notation. Control problem (OF-SLS) is similar to the classical LQG problem but
differs in the additional constraints on the system responses that corresponds to dis-
turbance localization and information delay.

As a special case, the state-feedback (SF) SLS problem is

min
𝚽𝑥𝑤,𝚽𝑢𝑤

‖‖‖‖‖

[
𝑄1∕2 0
0 𝑅1∕2

] [
𝚽𝑥𝑤
𝚽𝑢𝑤

]‖‖‖‖‖2

s.t. Constraints (4) (SF-SLS)
Φ𝑥𝑤[𝑘] ∈ 𝑆𝑥[𝑘], Φ𝑢𝑤[𝑘] ∈ 𝑆𝑢[𝑘] for 𝑘 ∈ ℕ+ .

In this section, we derive the optimal solution to (SF-SLS). This generalizes [Yu
et al., 2021] to account for the delayed localization constraints. This solution allows
the subsequent output-feedback controller synthesis.

localize them. For ease of exposition, here we consider a communication delay pattern among sub-
systems that matches the dynamics. The results in this paper can be generalized to broader classes of
communication patterns.
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Because (SF-SLS) is column-wise separable [Wang et al., 2018], we will syn-
thesize the closed-loop maps one column at a time so that each subsystem can syn-
thesize the columns corresponds to its local states, in a parallel fashion. Such paral-
lel synthesis scales favorably with the number of subsystems in the network. From
here on, everything will be seen by the 𝑖th subsystem2. Let 𝝋𝒙 ∶= 𝚽𝑥𝑤(∶, 𝑖) and
𝝋𝒖 ∶= 𝚽𝑢𝑤(∶, 𝑖) with kernels 𝜑𝑥[𝑘] and 𝜑𝑢[𝑘] for 𝑘 ∈ ℕ+, respectively corre-
sponding to the 𝑖th column of 𝚽𝑥𝑤 and 𝚽𝑢𝑤. Furthermore, we use 𝑠𝑥[𝑘] and 𝑠𝑢[𝑘]denote the 𝑖th column of 𝑆𝑥[𝑘] and 𝑆𝑢[𝑘] respectively. Each corresponding column
problem to be solved locally by subsystem 𝑖 becomes

min
𝝋𝒙,𝝋𝒖

∞∑
𝑘=1

𝜑𝑥[𝑘]𝖳𝑄𝜑𝑥[𝑘] + 𝜑𝑢[𝑘]𝖳𝑅𝜑𝑢[𝑘]

s.t. 𝜑𝑥[𝑘 + 1] = 𝐴𝜑𝑥[𝑘] + 𝐵𝜑𝑢[𝑘] (7a)
𝜑𝑥[0] = 0, 𝜑𝑥[1] = 𝑒𝑖
𝜑𝑥[𝑘] ∈ 𝑠𝑥[𝑘], 𝜑𝑢[𝑘] ∈ 𝑠𝑢[𝑘]. (7b)

This new problem is a constrained linear quadratic optimal control problem, and
would be a standard infinite-horizon LQR problem if not for the sparsity con-
straints (7b). We will show how to transform this problem to a finite-horizon LQR
problem with time-varying dynamics.

3. Derivation of the Optimal Solution

Let 𝑛𝑥[𝑘] be the number of nonzero elements in the 𝑛-dimensional vector 𝑠𝑥[𝑘] and
𝑛𝑢[𝑘] be the number of nonzero elements in 𝑠𝑢[𝑘]. Then there exists a surjective
matrix 𝑀𝑥[𝑘] ∈ ℝ(𝑛−𝑛𝑥[𝑘])×𝑛 and an injective matrix 𝑀𝑢[𝑘] ∈ ℝ𝑚×𝑛𝑢[𝑘] such that
(7b) is equivalent to

𝑀𝑥[𝑘]𝜑𝑥[𝑘] = 0, 𝜑𝑢[𝑘] = 𝑀𝑢[𝑘]𝑞[𝑘], (8)
where 𝑞[𝑘] ∈ ℝ𝑛𝑢[𝑘] becomes the new variable. In particular, one can construct
𝑀𝑥[𝑘] by horizontally stacking standard basis vectors with nonzero positions cor-
responding to the positions that are zero in 𝜑𝑥[𝑘]. On the other hand, 𝑀𝑢[𝑘] can be
obtained similarly but with basis vectors corresponding to the nonzero positions in
𝜑𝑢[𝑘]. Since 𝜑𝑥[𝑘 + 1] is uniquely determined by 𝜑𝑥[𝑘] and 𝜑𝑢[𝑘], substitution of
(8) into (7a) yields

𝑀𝑥[𝑘 + 1]𝐴𝜑𝑥[𝑘] +𝑀𝑥[𝑘 + 1]𝐵𝑀𝑢[𝑘]
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝐹 [𝑘]

𝑞[𝑘] = 0. (9)

2 To reduce notation, we assume each subsystem has scalar dynamics. One can alleviate this assumption
by running the algorithm for multiple columns per subsystem.
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The solutions to (9) can be expressed as

𝑞[𝑘] = 𝐹 [𝑘]†𝑀𝑥[𝑘 + 1]𝐴𝜑𝑥[𝑘] +𝑁𝐹 [𝑘]𝑟[𝑘], (10)

where 𝑁𝐹 [𝑘] ∈ ℝ𝑛𝑢[𝑘]×𝑛𝑟[𝑘] is a bijection onto the nullspace of 𝐹 [𝑘]. The vector
𝑟[𝑘] ∈ ℝ𝑛𝑟[𝑘] is now our new unconstrained optimization variable. Substituting
𝜑𝑢[𝑘] = 𝑀𝑢[𝑘]𝑞[𝑘] and (10) into the optimal control problem we get the equiv-
alent time-varying LQR problem

min
𝑟[𝑘]∈ℝ𝑛𝑟[𝑘]

∞∑
𝑘=1

(
𝜑𝑥[𝑘]𝖳�̃�[𝑘]𝜑𝑥[𝑘]+

2𝑟[𝑘]𝖳�̃�𝜑𝑥[𝑘] + 𝑟[𝑘]𝖳�̃�[𝑘]𝑟[𝑘]
)

s.t. 𝜑𝑥[𝑘 + 1] = �̃�𝜑𝑥[𝑘] + �̃�[𝑘]𝑟[𝑘] (11)
𝜑𝑥[0] = 0, 𝜑𝑥[1] = 𝑒𝑖,

where

𝜅[𝑘] = 𝑀𝑢[𝑘]𝐹 [𝑘]†𝑀𝑥[𝑘 + 1]𝐴
�̃�[𝑘] = 𝑁𝐹 [𝑘]𝖳𝑀𝑢[𝑘]𝖳𝑅𝜅[𝑘], �̃�[𝑘] = 𝑄 + 𝜅[𝑘]𝖳𝑅𝜅[𝑘]
�̃�[𝑘] = (𝑀𝑢[𝑘]𝑁𝐹 [𝑘])𝖳𝑅[𝑘]𝑀𝑢[𝑘]𝑁𝐹 [𝑘] (12)
�̃�[𝑘] = 𝐴 − 𝐵𝜅[𝑘], �̃�[𝑘] = 𝐵𝑀𝑢[𝑘]𝑁𝐹 [𝑘].

Finally, we note that for 𝑘 ≥ 𝑑 + 1, the localization patterns are constant, implying
that the dynamics matrices of the transformed problem are static for 𝑘 ≥ 𝑑+1. Stan-
dard dynamic programming arguments allow us to first solve the Riccati equation
for the time-invariant problem for 𝑘 ≥ 𝑑 + 1 to get the positive definite solution �̃�⋆and the feedback gain �̃�⋆, and then to solve a finite-horizon time-varying problem
by replacing the cost function of each column problem (11) with equivalent cost
function

𝐽 =
𝑑∑

𝑘=1

(
𝜑𝑥[𝑘]𝖳�̃�[𝑘]𝜑𝑥[𝑘] + 2𝑟[𝑘]𝖳�̃�𝜑𝑥[𝑘] + 𝑟[𝑘]𝖳�̃�[𝑘]𝑟[𝑘]

)

+ 𝜑𝑥[𝑑 + 1]𝖳�̃�⋆𝜑𝑥[𝑑 + 1]. (13)

To obtain �̃�⋆ and �̃�⋆, we invoke the results in [Yu et al., 2021] for the time-
invariant problem for with staic localization pattern. Finally, the solution to the time-
varying finite-horizon problem (11) with cost (13) is given by the Riccati iteration
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3 Derivation of the Optimal Solution

with �̃�[𝑑 + 1] = �̃�⋆, and for 𝑘 = 1,… , 𝑑,
�̃�[𝑘] = �̃�[𝑘] + �̃�[𝑘]𝖳�̃�[𝑘 + 1]�̃�[𝑘]−(

�̃�[𝑘]𝖳�̃�[𝑘 + 1]�̃�[𝑘] + �̃�[𝑘]
)

⋅
(
�̃�[𝑘] + �̃�[𝑘]𝖳�̃�[𝑘 + 1]𝐵[𝑘]

)−1 (�̃�[𝑘]𝖳�̃�[𝑘 + 1]�̃�[𝑘]
)

�̃�[𝑘] =
(
�̃�[𝑘] + �̃�[𝑘]�̃�[𝑘 + 1]�̃�[𝑘]

)−1
⋅
(
�̃�[𝑘]𝖳�̃�[𝑘 + 1]�̃�[𝑘] + �̃�[𝑘]𝖳

)
. (14)

Substituting 𝑟[𝑘] = �̃�[𝑘]𝜑𝑥[𝑘] into (10) and further into (9), one can obtain the
solution to the original problem (7). We formally state the optimality of the proposed
solution.
THEOREM 16
Fix delayed localization SLCs𝑥 and𝑢. The optimal solution to the infinite-horizon
state-feedback SLS problem in (SF-SLS) is given, in a column-wise fashion, by

𝚽⋆
𝑥𝑤(∶, 𝑖) =

[
𝐴𝑖

SF 𝐵𝑖
SF

𝐶 𝑖
SF 0

]
, 𝚽⋆

𝑢𝑤(∶, 𝑖) =
[

𝐴𝑖
SF 𝐵𝑖

SF
𝐾 𝑖

SF 0

]
, (15)

where

𝐴𝑖
SF =

⎡⎢⎢⎢⎢⎣

0 … 0
�̃�CL,𝑖[1] 0 … 0

0 �̃�CL,𝑖[2] 0 … 0
0 0 ⋱ ⋮

�̃�CL,𝑖[𝑑] �̃�CL,⋆,𝑖

⎤⎥⎥⎥⎥⎦
𝐵𝑖

SF =
[
𝑒𝖳𝑖 0…0

]𝖳 𝐶 𝑖
SF =

[
𝐼 𝐼 … 𝐼

]

𝐾 𝑖
SF =

[
�̃�𝑖[1] �̃�𝑖[2] … �̃�𝑖[𝑑] �̃�⋆,𝑖

]
, (16)

□

with �̃�𝑖[𝑘] and �̃�CL,𝑖[𝑘] ∶= �̃�[𝑘] − �̃�[𝑘]�̃�[𝑘] computed using (12) and (14) for
the 𝑖th column problem. Matrix �̃�CL,⋆,𝑖 and �̃�⋆,𝑖 are given by the infinite-horizon
solution with static localization SLCs 𝑥 ≡ 𝑆𝑥[𝑑] and 𝑢 ≡ 𝑆𝑢[𝑑] using the method
in [Yu et al., 2021, Section IV.A].

Proof. The optimality follows directly from the column separable property of
(SF-SLS), and the equivalent transformations between (7) and (11). The finite-
horizon LQR problem with cost (13) is equivalent to (11) by Bellman’s optimality
principle. It is straightforward to verify that (15) is a state-space realization of the
solution to (11) by substituting the optimal solution 𝑟[𝑘] via (14) into (10). □
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Paper V. On Infinite-horizon System Level Synthesis Problems

Compared to [Yu et al., 2021], the state-space realization of the optimal CLMs given
by our approach has a higher order because of the first 𝑑-delay pattern. If we let the
first 𝑑 delay sparsity pattern to be the same as the localization pattern, then our
approach subsumes the results in [Yu et al., 2021].

Given the column-wise state-space description of the optimal CLMs 𝚽⋆
𝑥𝑤(∶, 𝑖)and 𝚽⋆

𝑥𝑤(∶, 𝑖), we can adopt the same state-space agent-level controller proposed in
[Yu et al., 2021, Section IV.B] by simply replacing the state-space implementation
of the CLMs with the ones presented here.

3.1 Structured Kalman Filter Design
Theorem 16 can be used to solve the dual problem of optimal structured Kalman filter
design with delayed localization SLCs for (1) [Wang et al., 2015]. In particular, the
optimal structured infinite-horizon CLMs that map 𝐰 and 𝐯 to state estimation error
𝐞 under a linear observer 𝐋 with respect to the mean estimation error is given by the
solution to the dual problem of (SF-SLS) as shown below:

min
𝚽𝑒𝑤,𝚽𝑒𝑣∈

1
𝑧ℝ∞

‖‖‖‖‖

[
𝑊 1∕2 0
0 𝑉 1∕2

] [
𝚽⊤

𝑒𝑤
𝚽⊤

𝑒𝑣

]‖‖‖‖‖2

(17)

subject to [
𝚽𝑒𝑤 𝚽𝑒𝑣

] [𝑧𝐼 − 𝐴
−𝐶

]
= 𝐼 (18)

𝚽𝑒𝑤 ∈ 𝑥, 𝚽𝑒𝑣 ∈ 𝑢.

Readers are referred to [Wang et al., 2015] for detailed derivation. We highlight
the resemblance between constraints (4) and (18), and (2). In what follows, we will
use the optimal solutions from the state-feedback and Kalman-filter SLS problem to
construct a suboptimal solution to the output-feedback SLS problem.

4. A solution Inspired by Separation Principle

It is well known that for a linear system, observer-based feedback is always stabi-
lizing if the observer error dynamics are stable and the feedback gain stabilizes the
state-feedback case. In [Wang et al., 2019], the authors pointed out that a similar
property holds for CLMs from state-feedback and Kalman-filter SLS problems de-
scribed in Section 3.

THEOREM 17—[ANDERSON ET AL., 2019]
Assume there exist stable and strictly proper transfer matrices 𝚽SF = (𝚽SF

𝑥𝑤,𝚽
SF
𝑢𝑤)
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5 Local Controller implementation
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<latexit sha1_base64="r6KF4yV4WXDRtWshRE6YsBP3QKE=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBbBg5REinosePFYwX5AGspmu2mXbnbD7kaoIT/DiwdFvPprvPlv3LY5aOuDgcd7M8zMCxPOtHHdb6e0tr6xuVXeruzs7u0fVA+POlqmitA2kVyqXog15UzQtmGG016iKI5DTrvh5Hbmdx+p0kyKBzNNaBDjkWARI9hYye9HCpPMy7OnfFCtuXV3DrRKvILUoEBrUP3qDyVJYyoM4Vhr33MTE2RYGUY4zSv9VNMEkwkeUd9SgWOqg2x+co7OrDJEkVS2hEFz9fdEhmOtp3FoO2NsxnrZm4n/eX5qopsgYyJJDRVksShKOTISzf5HQ6YoMXxqCSaK2VsRGWObgrEpVWwI3vLLq6RzWfeu6o37Rq15UcRRhhM4hXPw4BqacActaAMBCc/wCm+OcV6cd+dj0Vpyiplj+APn8wei+JFu</latexit>

1

z
<latexit sha1_base64="vTND6UeDsXOf7CPKG5MLy3WA7ew=">AAAB6XicbVDLSgNBEOyNrxhfUY9eBoPgQcOuBPUY8OIxinlAEsLspDcZMju7zMwKcckfePGgiFf/yJt/4yTZgyYWNBRV3XR3+bHg2rjut5NbWV1b38hvFra2d3b3ivsHDR0limGdRSJSLZ9qFFxi3XAjsBUrpKEvsOmPbqZ+8xGV5pF8MOMYuyEdSB5wRo2V7s+fesWSW3ZnIMvEy0gJMtR6xa9OP2JJiNIwQbVue25suilVhjOBk0In0RhTNqIDbFsqaYi6m84unZATq/RJEClb0pCZ+nsipaHW49C3nSE1Q73oTcX/vHZigutuymWcGJRsvihIBDERmb5N+lwhM2JsCWWK21sJG1JFmbHhFGwI3uLLy6RxUfYuy5W7Sql6lsWRhyM4hlPw4AqqcAs1qAODAJ7hFd6ckfPivDsf89ack80cwh84nz9O5Y0o</latexit>�z

<latexit sha1_base64="S4HoLIGNNSzkN8IP05jAaRSvezo=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoPgQcKuBPUY8OIxAfOAZAmzk95kzOzsMjMrxJAv8OJBEa9+kjf/xkmyB00saCiquunuChLBtXHdbye3tr6xuZXfLuzs7u0fFA+PmjpOFcMGi0Ws2gHVKLjEhuFGYDtRSKNAYCsY3c781iMqzWN5b8YJ+hEdSB5yRo2V6k+9Ysktu3OQVeJlpAQZar3iV7cfszRCaZigWnc8NzH+hCrDmcBpoZtqTCgb0QF2LJU0Qu1P5odOyZlV+iSMlS1pyFz9PTGhkdbjKLCdETVDvezNxP+8TmrCG3/CZZIalGyxKEwFMTGZfU36XCEzYmwJZYrbWwkbUkWZsdkUbAje8surpHlZ9q7KlXqlVL3I4sjDCZzCOXhwDVW4gxo0gAHCM7zCm/PgvDjvzseiNedkM8fwB87nD+WRjPE=</latexit>z

<latexit sha1_base64="09i0N5pQ1ZeenQ+gejbQQTW1x4U=">AAAB8HicbVBNSwMxEJ31s9avqkcvwSJUsGVXinqseNFbBfsh7VKyabYNTbJLkhVq6a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz321laXlldW89sZDe3tnd2c3v7dR0litAaiXikmgHWlDNJa4YZTpuxolgEnDaCwfXEbzxSpVkk780wpr7APclCRrCx0kOx8HSLiujqpJPLuyV3CrRIvJTkIUW1k/tqdyOSCCoN4VjrlufGxh9hZRjhdJxtJ5rGmAxwj7YslVhQ7Y+mB4/RsVW6KIyULWnQVP09McJC66EIbKfApq/nvYn4n9dKTHjpj5iME0MlmS0KE45MhCbfoy5TlBg+tAQTxeytiPSxwsTYjLI2BG/+5UVSPyt556XyXTlfOU3jyMAhHEEBPLiACtxAFWpAQMAzvMKbo5wX5935mLUuOenMAfyB8/kDSsqOtg==</latexit>�(zI � A)

<latexit sha1_base64="09i0N5pQ1ZeenQ+gejbQQTW1x4U=">AAAB8HicbVBNSwMxEJ31s9avqkcvwSJUsGVXinqseNFbBfsh7VKyabYNTbJLkhVq6a/w4kERr/4cb/4b03YP2vpg4PHeDDPzgpgzbVz321laXlldW89sZDe3tnd2c3v7dR0litAaiXikmgHWlDNJa4YZTpuxolgEnDaCwfXEbzxSpVkk780wpr7APclCRrCx0kOx8HSLiujqpJPLuyV3CrRIvJTkIUW1k/tqdyOSCCoN4VjrlufGxh9hZRjhdJxtJ5rGmAxwj7YslVhQ7Y+mB4/RsVW6KIyULWnQVP09McJC66EIbKfApq/nvYn4n9dKTHjpj5iME0MlmS0KE45MhCbfoy5TlBg+tAQTxeytiPSxwsTYjLI2BG/+5UVSPyt556XyXTlfOU3jyMAhHEEBPLiACtxAFWpAQMAzvMKbo5wX5935mLUuOenMAfyB8/kDSsqOtg==</latexit>�(zI � A)

<latexit sha1_base64="UbGf3VfjcVsevoKIwx6WM3st/uo=">AAACAXicdVDJSgNBEO1xjXGLehG8NAbBgww92UxuAS8eI5gFMsPQ0+lJmvQsdPeIYRgv/ooXD4p49S+8+Td2FkFFHxQ83quiqp4XcyYVQh/G0vLK6tp6biO/ubW9s1vY2+/IKBGEtknEI9HzsKSchbStmOK0FwuKA4/Trje+mPrdGyoki8JrNYmpE+BhyHxGsNKSWzi0A6xGnp/aI6xSuzVimZsmt1nmForILNeQZZUgMlGjXmtYmlSr9TKqQMtEMxTBAi238G4PIpIENFSEYyn7FoqVk2KhGOE0y9uJpDEmYzykfU1DHFDppLMPMniilQH0I6ErVHCmfp9IcSDlJPB05/Re+dubin95/UT5dSdlYZwoGpL5Ij/hUEVwGgccMEGJ4hNNMBFM3wrJCAtMlA4tr0P4+hT+Tzol06qZlatKsXm2iCMHjsAxOAUWOAdNcAlaoA0IuAMP4Ak8G/fGo/FivM5bl4zFzAH4AePtExxcl+0=</latexit>

�̂ux

<latexit sha1_base64="RTQ384P73W0ymPJfONA3HR3ybpA=">AAACAXicdVDJSgNBEO1xjXGLehG8NAbBgwyzhCy3gBePEcwCmWHo6fQkTXoWunskYRgv/ooXD4p49S+8+Td2FkFFHxQ83quiqp6fMCqkYXxoK6tr6xubha3i9s7u3n7p4LAj4pRj0sYxi3nPR4IwGpG2pJKRXsIJCn1Guv74cuZ3bwkXNI5u5DQhboiGEQ0oRlJJXunYCZEc+UHmjJDMnNaI5l42meS5Vyobul2z7YYFDb1q1S27rohlVs2GAU3dmKMMlmh5pXdnEOM0JJHEDAnRN41EuhnikmJG8qKTCpIgPEZD0lc0QiERbjb/IIdnShnAIOaqIgnn6veJDIVCTENfdc7uFb+9mfiX109lUHczGiWpJBFeLApSBmUMZ3HAAeUESzZVBGFO1a0QjxBHWKrQiiqEr0/h/6Rj6WZVr1xXys2LZRwFcAJOwTkwQQ00wRVogTbA4A48gCfwrN1rj9qL9rpoXdGWM0fgB7S3TydSl/Q=</latexit>

�̂xx

<latexit sha1_base64="IJgkJ9Rt67bih02vV/pcFZaG5YE=">AAACAXicdVDLSsNAFJ34rPVVdSO4GSyCCwkTG5q6K7hxWcE+oAllMp20QycPZiZCCXHjr7hxoYhb/8Kdf+OkraCiBy4czrmXe+/xE86kQujDWFpeWV1bL22UN7e2d3Yre/sdGaeC0DaJeSx6PpaUs4i2FVOc9hJBcehz2vUnl4XfvaVCsji6UdOEeiEeRSxgBCstDSqHbojV2A8yd4xV5rbGLB9k6TTPB5UqMi8QchwEkWkjp1araWLZTr3RgJaJZqiCBVqDyrs7jEka0kgRjqXsWyhRXoaFYoTTvOymkiaYTPCI9jWNcEill80+yOGJVoYwiIWuSMGZ+n0iw6GU09DXncW98rdXiH95/VQFDS9jUZIqGpH5oiDlUMWwiAMOmaBE8akmmAimb4VkjAUmSodW1iF8fQr/J51z06qb9rVdbZ4t4iiBI3AMToEFHNAEV6AF2oCAO/AAnsCzcW88Gi/G67x1yVjMHIAfMN4+ASZ3l/Q=</latexit>

�̂uy

<latexit sha1_base64="LuVPqntQRmOvDENRn+/IYiG4sBs=">AAACAXicdVDLSgMxFM3UV62vqhvBTbAILmTI1L7cFdy4rGAf0BlKJs20oZkHSUYsw7jxV9y4UMStf+HOvzHTVlDRAxcO59zLvfe4EWdSIfRh5JaWV1bX8uuFjc2t7Z3i7l5HhrEgtE1CHoqeiyXlLKBtxRSnvUhQ7Lucdt3JReZ3b6iQLAyu1TSijo9HAfMYwUpLg+KB7WM1dr3EHmOV2K0xSwfJ7TRNB8USMssWQjUEkXlWbVStmiZ167xqlaFlohlKYIHWoPhuD0MS+zRQhGMp+xaKlJNgoRjhNC3YsaQRJhM8on1NA+xT6SSzD1J4rJUh9EKhK1Bwpn6fSLAv5dR3dWd2r/ztZeJfXj9WXsNJWBDFigZkvsiLOVQhzOKAQyYoUXyqCSaC6VshGWOBidKhFXQIX5/C/0mnbFo1s3JVKTVPF3HkwSE4AifAAnXQBJegBdqAgDvwAJ7As3FvPBovxuu8NWcsZvbBDxhvnxVEl+g=</latexit>

�̂xy

<latexit sha1_base64="Z/Ws96h0CZYSOUGbq5rpskQvmwY=">AAACB3icbVDLSsNAFJ34rPUVdSlIsAiuSiJFXRYEcVnRPqCJYTKdtEMnD2ZutCVk58ZfceNCEbf+gjv/xkmbhbYeuHA4517uvceLOZNgmt/awuLS8spqaa28vrG5ta3v7LZklAhCmyTikeh4WFLOQtoEBpx2YkFx4HHa9oYXud++p0KyKLyFcUydAPdD5jOCQUmufmAHGAaen9qNAcvuUhvoCNKbyyxz09FD5uoVs2pOYMwTqyAVVKDh6l92LyJJQEMgHEvZtcwYnBQLYITTrGwnksaYDHGfdhUNcUClk07+yIwjpfQMPxKqQjAm6u+JFAdSjgNPdeZXy1kvF//zugn4507KwjgBGpLpIj/hBkRGHorRY4IS4GNFMBFM3WqQARaYgIqurEKwZl+eJ62TqnVarV3XKnWziKOE9tEhOkYWOkN1dIUaqIkIekTP6BW9aU/ai/aufUxbF7RiZg/9gfb5A5cmml8=</latexit>

�SF
xw

<latexit sha1_base64="Z/Ws96h0CZYSOUGbq5rpskQvmwY=">AAACB3icbVDLSsNAFJ34rPUVdSlIsAiuSiJFXRYEcVnRPqCJYTKdtEMnD2ZutCVk58ZfceNCEbf+gjv/xkmbhbYeuHA4517uvceLOZNgmt/awuLS8spqaa28vrG5ta3v7LZklAhCmyTikeh4WFLOQtoEBpx2YkFx4HHa9oYXud++p0KyKLyFcUydAPdD5jOCQUmufmAHGAaen9qNAcvuUhvoCNKbyyxz09FD5uoVs2pOYMwTqyAVVKDh6l92LyJJQEMgHEvZtcwYnBQLYITTrGwnksaYDHGfdhUNcUClk07+yIwjpfQMPxKqQjAm6u+JFAdSjgNPdeZXy1kvF//zugn4507KwjgBGpLpIj/hBkRGHorRY4IS4GNFMBFM3WqQARaYgIqurEKwZl+eJ62TqnVarV3XKnWziKOE9tEhOkYWOkN1dIUaqIkIekTP6BW9aU/ai/aufUxbF7RiZg/9gfb5A5cmml8=</latexit>

�SF
xw

<latexit sha1_base64="Mztj5/kFKD99jCws5KcXreFHhX8=">AAACB3icbVDJSgNBEO2JW4zbqEdBBoPgKcxIUI8BQQQvEcwCmRh6OjVJk56F7ho1DHPz4q948aCIV3/Bm39jZzlo4oOCx3tVVNXzYsEV2va3kVtYXFpeya8W1tY3NrfM7Z26ihLJoMYiEcmmRxUIHkINOQpoxhJo4AloeIPzkd+4A6l4FN7gMIZ2QHsh9zmjqKWOue8GFPuen7rVPs9uUxfhAdOriyzrpHCfdcyiXbLHsOaJMyVFMkW1Y3653YglAYTIBFWq5dgxtlMqkTMBWcFNFMSUDWgPWpqGNADVTsd/ZNahVrqWH0ldIVpj9fdESgOlhoGnO0dXq1lvJP7ntRL0z9opD+MEIWSTRX4iLIysUShWl0tgKIaaUCa5vtVifSopQx1dQYfgzL48T+rHJeekVL4uFyv2NI482SMH5Ig45JRUyCWpkhph5JE8k1fyZjwZL8a78TFpzRnTmV3yB8bnD23UmkQ=</latexit>

�KF
ew

<latexit sha1_base64="jHeBQrd/4uQH2V+X96N1+tpWv/0=">AAACB3icbVDJSgNBEO2JW4zbqEdBBoPgKcxIUI8BQQQvEcwCmRh6OjVJk56F7ppgGObmxV/x4kERr/6CN//GznLQxAcFj/eqqKrnxYIrtO1vI7e0vLK6ll8vbGxube+Yu3t1FSWSQY1FIpJNjyoQPIQachTQjCXQwBPQ8AaXY78xBKl4FN7hKIZ2QHsh9zmjqKWOeegGFPuen7rVPs/uUxfhAdObqyzrpDDMOmbRLtkTWIvEmZEimaHaMb/cbsSSAEJkgirVcuwY2ymVyJmArOAmCmLKBrQHLU1DGoBqp5M/MutYK13Lj6SuEK2J+nsipYFSo8DTneOr1bw3Fv/zWgn6F+2Uh3GCELLpIj8RFkbWOBSryyUwFCNNKJNc32qxPpWUoY6uoENw5l9eJPXTknNWKt+WixV7FkeeHJAjckIcck4q5JpUSY0w8kieySt5M56MF+Pd+Ji25ozZzD75A+PzB2xPmkM=</latexit>

�KF
ev

Figure 2. Controller implementation of Fig. 1 after plugging (19) in the controller (3).

and 𝚽KF = (𝚽KF
𝑒𝑤 ,𝚽

KF
𝑒𝑣 ) satisfying

[
𝑧𝐼 − 𝐴 −𝐵

] [𝚽SF
𝑥𝑤

𝚽SF
𝑢𝑤

]
= 𝐼,

[
𝚽KF

𝑒𝑤 𝚽KF
𝑒𝑣

] [𝑧𝐼 − 𝐴
−𝐶

]
= 𝐼.

The transfer functions

𝚽𝑥𝑥 = 𝚽SF
𝑥𝑤 +𝚽KF

𝑒𝑤 −𝚽SF
𝑥𝑤(𝑧𝐼 − 𝐴)𝚽KF

𝑒𝑤

𝚽𝑢𝑥 = 𝚽SF
𝑢𝑤 −𝚽SF

𝑢𝑤(𝑧𝐼 − 𝐴)𝚽KF
𝑒𝑤

𝚽𝑥𝑦 = 𝚽KF
𝑒𝑣 −𝚽SF

𝑥𝑤(𝑧𝐼 − 𝐴)𝚽KF
𝑒𝑣

𝚽𝑢𝑦 = −𝚽SF
𝑢𝑤(𝑧𝐼 − 𝐴)𝚽KF

𝑒𝑣

(19)

are strictly proper and satisfy (2). □

Then, output-feedback controller (3) can be constructed using CLMs from (19)
to stabilize (1) while respecting the prescribed localization and communication delay
constraints.

5. Local Controller implementation

This section describes Algorithm 2, which summarizes the local implementation of
the global controller (3) in Fig. 1 using the localized state-feedback controllers and
Kalman filters of Section 3 and Theorem 17.

Globally, the controller after plugging (19) in the controller (3) is shown in Fig. 2.
Consider the intermediate signals in Fig. 2,
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𝜻 = −𝚽SF
𝑥𝑤

𝐯
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
(𝑧𝐼 − 𝐴)𝚽KF

𝑒𝑣 𝐲+

𝐯
⏞⏞⏞
𝚽KF

𝑒𝑣 𝐲
𝜽 = −𝚽SF

𝑢𝑤(𝑧𝐼 − 𝐴)𝚽KF
𝑒𝑣 𝐲

𝜶 = 𝚽SF
𝑥𝑤

�̃�
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
(𝜷 − (𝑧𝐼 − 𝐴)𝚽KF

𝑒𝑤𝜷) +

�̂�
⏞⏞⏞
𝚽KF

𝑒𝑤𝜷 ,

𝜸 = 𝚽SF
𝑢𝑤(𝜷 − (𝑧𝐼 − 𝐴)𝚽KF

𝑒𝑤𝜷).

(20)

With these intermediate signals, we can compute the controller internal state 𝜷 and
the control signal 𝐮 in Fig. 1 from 𝑧𝜷 = −𝑧(𝐴𝜶 + 𝐵2𝜸) − 𝑧𝜻 , and 𝐮 = 𝑧𝜸 + 𝜽.

Locally, due to the communication constraints specified in Section 2.2, one can
not carry out the computation described above in a centralized way. In particular,
the local computation of each signal in (20) involves delayed and locally available
information. We now describe the information exchange among subsystems and how
they compute (20). Recall that the state-feedback solution 𝚽SF and Kalman-filters
𝚽KF from (15) are synthesized to respect the communication constraints expressed
as d-Delayed localization SLCs. Denote

𝚽SF
𝑤 (∶, 𝑖) =

[
𝐴𝑖

SF 𝐵𝑖
SF

𝐼 0

]
. (21)

Then 𝚽SF
𝑥𝑤(∶, 𝑖) = 𝐶 𝑖

SF𝚽
SF
𝑤 (∶, 𝑖) and 𝚽SF

𝑢𝑤(∶, 𝑖) = 𝐾 𝑖
SF𝚽

SF
𝑤 (∶, 𝑖) where 𝐶 𝑖

SF and 𝐾 𝑖
SFare from (16). Computing the local components of 𝜶 and 𝜷 requires only one real-

ization of 𝚽SF
𝑤 as they can share the same copy of the states within each subsystem.

An analogous statement holds true for 𝜻 and 𝜽. Denote the two realizations of (21)
as 𝚽SF

𝑤,𝛼 and 𝚽SF
𝑤,𝜁 . During each time step 𝑡, every node observes its local output 𝑦𝑖(𝑡)

and goes through four stages of computation and communication with its neighbors
leading to an update to the internal controller states and the application of the actua-
tor signal 𝑢𝑖(𝑡). This is summarized in Algorithm 2 with subroutines 1–4 describing
these computations in detail.

Control signal computation at subsystem 𝑖 begins by receiving the measurements
from neighbors 𝑗 at most 𝑑 steps away (line 8) and computing the 𝑖th element of the
internal signals �̂�(𝑡+ 1) and �̂�(𝑡+ 1) via Subroutine 1, which is illustrated in Fig. 1.
Here the function step(𝐺, 𝑢) means that the internal dynamics of the system 𝐺 is
propagated one time-step with the input 𝑢.

In the second stage, the node receives 𝑣𝑗(𝑡) and �̂�𝑗(𝑡) from its closest neigh-
bors (line 10) and computes the outgoing components of (20). The computations
are outlined in Subroutine 2 and illustrated in Fig. 4.

In the third stage, which is demonstrated in Fig. 5, the node receives the com-
ponents pertaining to its element of the signals in (19) from other nodes a distance
at most 𝑑 steps away with delayed information (line 12) and sums them to compute
the 𝑖th element of each signal in (20). This step is described in Subroutine 3.
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5 Local Controller implementation

Algorithm 2 Local computation of controller signals
1: for Each node 𝑖 = 1,… , 𝑁 do
2: Input 𝚽SF

𝑤,𝛼(∶, 𝑖), 𝚽SF
𝑤,𝜁 (∶, 𝑖), 𝚽KF

𝑒𝑤(∶, 𝑖), 𝚽KF
𝑒𝑣 (∶, 𝑖)

3: Initialize 𝛽𝑖(0) ← 0, 𝑤𝑖(𝑡) ← 0, 𝑣𝑖(𝑡) ← 0
4: end for
5: for 𝑡 = 0, 1,… do
6: for Each node 𝑖 = {1,… , 𝑁} do ⊳ parallel
7: Observe 𝑦𝑖(𝑡)
8: Receive 𝛽𝑗(𝑡) and 𝑦𝑗(𝑡) from 𝑗 ∈  𝑑

in(𝑖)
9: subroutine1()

10: Receive �̂�𝑗(𝑡) and 𝑣𝑗(𝑡) from 𝑗 ∈  1
in(𝑖)

11: subroutine2()
12: Receive 𝛼( 𝑑out(𝑗))(𝑡+1), 𝜁 ( 𝑑out(𝑗))(𝑡+1), �̂� ( 𝑑out(𝑗))(𝑡+1) and 𝜃( 𝑑out(𝑗))(𝑡)

from 𝑗 ∈  𝑑
in(𝑖).

13: subroutine3()
14: Receive 𝛼𝑗(𝑡 + 1) and 𝛾𝑗(𝑡 + 1) from 𝑗 ∈  1

in(𝑖)
15: subroutine4()
16: Apply 𝑢𝑖(𝑡)
17: end for
18: end for

Subroutine 1 Compute �̂�𝑖(𝑡 + 1) and 𝑣𝑖(𝑡 + 1)

Receive 𝛽𝑗(𝑡) and 𝑦𝑗(𝑡) from 𝑗 ∈  𝑑
in(𝑖)

𝛽[ 𝑑
in(𝑖)]

(𝑡) ← vec(𝛽𝑗1 (𝑡),… , 𝛽𝑗𝑚 (𝑡))
𝑦[ 𝑑

in(𝑖)]
(𝑡) ← vec(𝑦𝑗1 (𝑡),… , 𝑦𝑗𝑚 (𝑡))

�̂�𝑖(𝑡 + 1) ← step(𝑧𝚽KF
𝑒𝑤(𝑖, ∶), 𝛽[ 𝑑

in(𝑖)]
(𝑡))

𝑣𝑖(𝑡 + 1) ← step(𝑧𝚽KF
𝑒𝑣 (𝑖, ∶), 𝑦[ 𝑑

in(𝑖)]
(𝑡))

𝐲𝑖

𝐲𝑗1

𝐲𝑗𝑚

⋮

⋮

𝚽KF
𝑒𝑣 (𝑖, ∶) 𝐯𝑖𝐲[ 𝑑

in(𝑖)]

Figure 3. Illustration of subroutine 1. The computation of �̂� is similar.
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𝐯𝑖

𝐯𝑗1

𝐯𝑗𝑚

⋮

⋮

𝐴(𝑖, ∶)

−𝑧

+ 𝐯𝑖
𝐯[ 1

in(𝑖)]

𝚽SF
𝑤 (∶, 𝑖) 𝐶 𝑖

𝑆𝐹

out

out

out

⋮

⋮

𝝃𝑖 𝜻
( 1out(𝑖))

𝜻
( 1out(𝑖))
𝑗1

𝜻
( 1out(𝑖))
𝑖

𝜻
( 1out(𝑖))
𝑗𝑚𝐾 𝑖

𝑆𝐹

�̂�
( 1out(𝑖))

Figure 4. Illustration of subroutine 2.

Subroutine 2 Compute the outgoing components of (20)
�̂�[ 1

in(𝑖)]
(𝑡) ← vec(�̂�𝑗1 (𝑡),… , �̂�𝑗𝑚 (𝑡))

𝑣[ 1
in(𝑖)]

(𝑡) ← vec(𝑣𝑗1 (𝑡),… , 𝑣𝑗𝑚 (𝑡))

�̃�𝑖(𝑡) = 𝛽𝑖(𝑡) + 𝐴�̂�[ 1
in(𝑖)]

(𝑡) − �̂�𝑖(𝑡 + 1)
𝑣𝑖(𝑡) = 𝐴𝑣[ 1

in(𝑖)]
(𝑡) − 𝑣𝑖(𝑡 + 1)

𝜆𝑖(𝑡 + 1) ← step(𝚽SF
𝑤,𝛼(∶, 𝑖), 𝑒𝑖�̃�𝑖(𝑡))

𝜉𝑖(𝑡 + 1) ← step(𝚽SF
𝑤,𝜁 (∶, 𝑖), 𝑒𝑖𝑣𝑖(𝑡))

𝛼( 𝑑out(𝑗))(𝑡 + 1) ← 𝐶 𝑖
𝑆𝐹𝜆𝑖(𝑡 + 1)

𝜁 ( 𝑑out(𝑗))(𝑡 + 1) ← 𝐶 𝑖
𝑆𝐹 𝜉𝑖(𝑡 + 1)

�̂� ( 𝑑out(𝑗))(𝑡 + 1) ← 𝐾 𝑖
𝑆𝐹𝜆𝑖(𝑡 + 1)

𝜃( 𝑑out(𝑗))(𝑡) ← 𝐾 𝑖
𝑆𝐹 𝜉𝑖(𝑡 + 1)

in

in

in

⋮

⋮

+ +

𝐯𝑖

𝜻 𝑖

𝜻
(out(𝑗1))
𝑖

𝜻
(out(𝑗𝑛))
𝑖

𝜻
(out(𝑖))
𝑖

Figure 5. Illustration of subroutine 3.
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5 Local Controller implementation

Subroutine 3 Compute the local elements of (20)
𝛼𝑖(𝑡 + 1) ← �̂�𝑖(𝑡 + 1) +

∑
𝑗 𝛼

( 1out(𝑗))
𝑖 (𝑡 + 1)

𝛾𝑖(𝑡 + 1) ←
∑

𝑗 �̂�
( 1out(𝑗))
𝑖 (𝑡 + 1)

𝜁𝑖(𝑡 + 1) ← 𝑣𝑖(𝑡 + 1) +
∑

𝑗 𝜁
( 1out(𝑗))
𝑖 (𝑡 + 1)

𝜃𝑖(𝑡) ←
∑

𝑗 𝜃
( 1out(𝑗))
𝑖 (𝑡)

In the final stage (Subroutine 4) the node receives 𝛼𝑗(𝑡+1) and 𝛾𝑗(𝑡+1) from its
closest neighbors (line 14) and computes 𝛽𝑖(𝑡 + 1) and 𝑢𝑖(𝑡). We conclude that the
node has now received information from nodes at most 2𝑑 + 2 steps away.

Subroutine 4 Compute 𝑢𝑖(𝑡) and 𝛽𝑖(𝑡 + 1)

𝛼[ 1
in(𝑖)]

(𝑡 + 1) ← vec
(
𝛼𝑗1 (𝑡 + 1),… , 𝛼𝑗𝑚 (𝑡 + 1)

)

𝛾[ 1
in(𝑖)]

(𝑡 + 1) ← vec
(
𝛾𝑗1 (𝑡 + 1),… , �̂�𝑗𝑚 (𝑡 + 1)

)

𝛽𝑖(𝑡 + 1) ← −𝐴(𝑖, ∶)𝛼[ 1
in(𝑖)]

(𝑡 + 1)

− 𝐵(𝑖, ∶)𝛾[ 1
in(𝑖)]

(𝑡 + 1) − 𝜁𝑖(𝑡 + 1)

𝑢𝑖(𝑡) ← 𝛾𝑖(𝑡 + 1) + 𝜃𝑖(𝑡)

We summarize the stability properties of Algorithm 2 in the following theorem:
THEOREM 18
Algorithm 2 with 𝚽SF

𝑤 as in (21), 𝚽KF
𝑒𝑤 and 𝚽KF

𝑒𝑣 as in Section 3 internally stabilizes
system (1). Moreover if 𝚽SF

𝑤 , 𝚽KF
𝑒𝑤 and 𝚽KF

𝑒𝑣 are 𝑑-localized, the closed-loop is at
most 2𝑑 + 2-localized. □

Proof. By Theorem 17 the closed-loop maps satisfy (2a) and (2b). Concatenating
𝐲𝑖, 𝜷 𝑖 and 𝐮𝑖 we get precisely the signals in Fig. 1 which is internally stable [An-
derson et al., 2019], we need to show that the closed-loop is internally stable for
perturbations entering in the intermediate steps outlined in Subroutines 1–4. Note
that a perturbation entering at any of the intermediate signals can be modeled as
a disturbance entering as 𝜹𝑥, 𝜹𝑦 or 𝜹𝛽 pre-filtered through a stable linear system.
Similarly, probing any of the internal signals can be represented as probing 𝐲, 𝐮 or
𝜷 post-filtered through a stable system. We conclude Algorithm 2 is internally sta-
ble in feedback with System 1. Finally, as 𝑑-localization is closed under addition,
and composition of a 𝑑- and a 𝑘-localized operator is at most 𝑑 + 𝑘-localized, (19)
implies that the closed loop is at most 2𝑑 + 2-localized. □
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Figure 6. The infinite-horizon SLS solution achieves the optimal cost.

6. Numerical simulations

Consider a bi-directional scalar chain network parameterized by 𝛼 and 𝜌:
𝑥𝑖[𝑡 + 1] = 𝜌(1 − 2𝛼)𝑥𝑖[𝑡] + 𝜌𝛼

∑
𝑗∈{𝑖±1}

𝑥𝑗[𝑡] + 𝑢𝑖[𝑡] +𝑤𝑖[𝑡]

where 𝛼 is a coupling constant and 𝜌 is the spectral radius of the global state-transition matrix 𝐴, with 𝜌 ≥ 1 being unstable. We first verify the optimality of
the infinite-horizon state-feedback solution given in Section 3. In this simulation,
we choose the number of scalar subsystems to be 15, 𝛼 = 0.6 and 𝜌 = 1. For the
quadratic cost matrices, we let 𝑄 = 𝐼 and 𝑅 = 300 ⋅ 𝐼 . For SLCs, we let the de-
layed localization parameter be 𝑑 = 3. The result is shown in Figure 6, where the
optimality of our approach is clear. Due to the high penalty on the control actions,
the performance degradation under FIR approximation can be significant.

Next, we investigate the optimality gap between the suboptimal infinite-horizon
output-feedback solution proposed in this work against the FIR output-feedback so-
lution computed numerically with a fixed FIR horizon of 20. We let all other param-
eters remain the same as before, and change the number of subsystems to 10 in this
simulation. First, we study how the 𝑑 delayed localization parameter influence the
optimality gap. This is illustrated in Figure 7. As expected, the more localized the
output-feedback problem is, the bigger the optimality gap is between the constructed
solution using separation principle and the direct FIR output-feedback solution. As
the delayed localization pattern becomes more global, the proposed output-feedback
solution becomes more optimal. When the delayed localization SLCs become non-
binding (for 𝑑 ≥ 6), we see that the proposed infinite-horizon output-feedback so-
lution actually becomes optimal and achieves lower cost than the FIR solution. This
is due to the separation principle of centralized LQG.

Next, we investigate how the optimality gap grows with the number of subsys-
tems in the network. Here we have fixed the delayed localization parameter to be
𝑑 = 3. As can be seen in Figure 8, we observe that the optimality gap grows ap-
parently linearly in the number of subsystems. However, we highlight the numerical
efficiency and stability of our approach despite the suboptimality. When the number
of subsystems exceeds 12 with FIR horizon of 20, the FIR solution solved in MAT-
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subsystems in the network.

LAB using CVX renders NaN due to numerical instability (total of 11520 variables).

References

Anderson, J., J. C. Doyle, S. H. Low, and N. Matni (2019). “System level synthesis”.
Annual Reviews in Control 47, pp. 364–393.

Feyzmahdavian, H. R., A. Alam, and A. Gattami (2012). “Optimal distributed con-
troller design with communication delays: application to vehicle formations”.
In: 2012 IEEE 51st IEEE Conference on Decision and Control (CDC). IEEE,
pp. 2232–2237.

Fisher, M. W., G. Hug, and F. Dörfler (2022). “System level synthesis beyond fi-
nite impulse response using approximation by simple poles”. arXiv preprint
arXiv:2203.16765.

Furieri, L., Y. Zheng, A. Papachristodoulou, and M. Kamgarpour (2019). “An input–
output parametrization of stabilizing controllers: amidst youla and system level
synthesis”. IEEE Control Systems Letters 3:4, pp. 1014–1019.

115



Paper V. On Infinite-horizon System Level Synthesis Problems

Kalman, R. E. et al. (1960). “Contributions to the theory of optimal control”. Bol.
soc. mat. mexicana 5:2, pp. 102–119.

Lessard, L. and S. Lall (2012). “Optimal controller synthesis for the decentralized
two-player problem with output feedback”. In: 2012 American Control Confer-
ence (ACC). IEEE, pp. 6314–6321.

Rotkowitz, M. and S. Lall (2005). “A characterization of convex problems in de-
centralized control”. IEEE transactions on Automatic Control 50:12, pp. 1984–
1996.

Sab𝐮𝑎u, Ş., A. Speril𝐮𝑎, C. Oar𝐮𝑎, and A. Jadbabaie (2021). “Network realization
functions for optimal distributed control”. arXiv preprint arXiv:2112.09093.

Wang, Y.-S., N. Matni, and J. C. Doyle (2014). “Localized LQR optimal control”.
In: 53rd IEEE Conference on Decision and Control. IEEE, pp. 1661–1668.

Wang, Y.-S., N. Matni, and J. C. Doyle (2018). “Separable and localized system-
level synthesis for large-scale systems”. IEEE Transactions on Automatic Con-
trol 63:12, pp. 4234–4249.

Wang, Y.-S., N. Matni, and J. C. Doyle (2019). “A system-level approach to con-
troller synthesis”. IEEE Transactions on Automatic Control 64:10, pp. 4079–
4093.

Wang, Y.-S., S. You, and N. Matni (2015). “Localized distributed Kalman filters for
large-scale systems”. IFAC-PapersOnLine 48:22, pp. 52–57.

Wonham, W. M. (1968). “On the separation theorem of stochastic control”. SIAM
Journal on Control 6:2, pp. 312–326.

Yu, J., Y.-S. Wang, and J. Anderson (2021). “Localized and distributed2 state feed-
back control”. In: 2021 American Control Conference (ACC). IEEE, pp. 2732–
2738.

Zheng, Y., L. Furieri, M. Kamgarpour, and N. Li (2022). “System-level, input–
output and new parameterizations of stabilizing controllers, and their numerical
computation”. Automatica 140, p. 110211.

116



Paper VI

Learning Optimal Team-Decisions

Abstract

In this paper, we linear quadratic team decision problems, where a team of
agents minimizes a convex quadratic cost function over 𝑇 time steps subject
to possibly distinct linear measurements of the state of nature. We assume that
the state of nature is a Gaussian random variable and that the agents do not
know the cost function nor the linear functions mapping the state of nature to
their measurements. We present a gradient-descent based algorithm with an ex-
pected regret of 𝑂(log(𝑇 )) for full information gradient feedback and 𝑂(

√
(𝑇 ))

for bandit feedback. In the case of bandit feedback, the expected regret has an
additional multiplicative term 𝑂(𝑑) where 𝑑 reflects the number of learned pa-
rameters.

1. Introduction

Team decision problems originate from economics, where optimal decentralized de-
cisions in organizations were studied in the papers by Marschak [Marschak, 1955],
and Radner [Radner, 1962] under stochastic settings. In these studies, the agents in
the team know the problem parameters. The agents use the information of the prob-
lem parameters to find the optimal decentralized decision. Decentralized decisions
only depend on local measurements of the state of nature, where the measurements
of the agents are typically not identical. Gattami [Gattami et al., 2012] studied linear
quadratic robust team decision problems and showed that optimal decisions are lin-
ear and can be found by solving a convex (in fact, semi-definite) optimization prob-
lem. Team-decision theory has been helpful in understanding distributed control
research [Mahajan et al., 2012]. Witsenhausens famous counterexample [Witsen-
hausen, 1968] established that linear decisions are not always optimal for distributed
LQG problems and sparked an interest into research of team problems in the control
community. Ho and Chu [Ho and Chu, 1972] showed how linear-quadratic problems
with partially nested information can be rewritten as static team-decision problems
of the type in this paper and Witsenhausen showed that a general class of dynamic
team decision problems can be reduced to static ones via a change of measures [Wit-
senhausen, 1988]. Static reductions for more exotic information structures is still an
active research field [Gupta et al., 2014; Sanjari et al., 2021].
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In this article, we study learning of optimal decentralized decisions with linear
information constraints and quadratic cost functions in the stochastic setting, with-
out the knowledge of the problem parameters. We consider learning with gradient
feedback and bandit feedback. We study expected regret against the optimal policy
in hindsight. Our key contributions are:

• We propose a first and a zeroth-order algorithm to learn optimal decentral-
ized decisions with linear information constraints and quadratic cost functions
through repeated interactions.

• We extend the regret analysis of online gradient descent to the case with a
possibly unbounded gradient oracle that has bounded second-moment.

• We show that our algorithms have expected regret bounded by 𝑂(𝑙𝑜𝑔(𝑇 )) if
the gradient is observed and 𝑂(

√
𝑇 ) if only the incurred loss is observed in

each step.

1.1 Outline
We give some background and establish notation in Section 2 and formalize the
learning problem in Section 3. Section 4 is devoted to properties of decentralized
stochastic team-decision problems. Section 5 contains our extension to the regret
analysis of online gradient descent and its application to the stochastic team-decision
problem. In Section 7 we summarize our conclusions and give directions for future
research.

2. Preliminaries

2.1 Notation
We denote the space of 𝑛-dimensional real-valued vectors by ℝ𝑛 and real-valued
matrices with 𝑚 rows and 𝑛 columns by ℝ𝑚×𝑛. For a vector 𝑥 ∈ ℝ𝑛, ‖𝑥‖2 =

√
𝑥⊤𝑥

denotes the Euclidean norm and 𝐴⊤ denotes the transpose of a matrix 𝐴. Tr𝑀 de-
notes the trace of a square matrix 𝑀 . For matrices 𝐴,𝐵 ∈ ℝ𝑚×𝑛, we denote the
operator norm of 𝐴 as ‖𝐴‖2 = max‖𝑥‖2=1 ‖𝐴𝑥‖2, the Frobenius inner product as
⟨𝐴,𝐵⟩𝐹 = Tr 𝐴⊤𝐵, and the Frobenius norm as ‖𝐴‖𝐹 =

√⟨𝐴,𝐴⟩𝐹 . We denote the
smallest singular value of a matrix 𝐴 ∈ ℝ𝑚×𝑛 by 𝜎min(𝐴). The set of real-valued
𝑛×𝑛-dimensional symmetric matrices is denoted as 𝕊𝑛. 𝕊𝑛

+ and 𝕊𝑛
++ refer to the sets

of 𝑛×𝑛-dimensional of positive semi-definite and positive definite matrices, respec-
tively. For a matrix 𝐴 ∈ ℝ(𝑚1+⋯+𝑚𝑀 )×(𝑛1+⋯+𝑛𝑁 ), [𝐴]𝑖 ∈ ℝ𝑚𝑖×(𝑛1+⋯+𝑛𝑁 ) denotes
the 𝑖th block row and [𝐴]𝑖𝑗 ∈ ℝ𝑚𝑖×𝑛𝑗 denotes the block element of A in position
(𝑖, 𝑗). The matrix derivative of a differentiable function 𝑓 ∶ ℝ𝑚×𝑛 → ℝ is denoted
𝜕
𝜕𝑋𝑓 (𝑋), where

[
𝜕
𝜕𝑋𝑓 (𝑋)

]
𝑖𝑗
= 𝜕𝑓 (𝑋)∕𝜕𝑋𝑖,𝑗 . The projection of a variable 𝑦 ∈ 
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2 Preliminaries

Algorithm 3 Online Gradient Descent
Input: Convex set  , 𝑇 , 𝑥1 ∈  step-sizes {𝜂𝑡}
for 𝑡 = 1 to 𝑇 do

Play 𝑥𝑡, observe 𝑓𝑡 and pay 𝑓𝑡(𝑥𝑡))Update and project 𝑥𝑡+1 = Π (𝑥𝑡 − ∇𝑓𝑡(𝑥𝑡))
end for

onto a set  ⊆  is denoted by Π (𝑦). 2 means the space of square-integrable ran-
dom variables with the associated inner product ⟨⋅, ⋅⟩2

, and semi-norm ‖ ⋅‖2
. The

set of Gaussian variables with mean 𝑚 and covariance Σ is denoted  (𝑚,Σ) and
𝔼[⋅] denotes the expectation operator.

2.2 Online Convex Optimization
The online convex optimization setting is a repeated leader-follower game between a
minimizing player and an adversary. At each time-step 𝑡, the minimizing player first
makes a decision 𝑥𝑡 from some compact convex set  . The adversary then observes
𝑥𝑡 and selects a convex loss function 𝑓𝑡 that is uniformly bounded and has bounded
gradients. The minimizing player pays 𝑓𝑡(𝑥𝑡) and learns the entire function 𝑓𝑡. The
goal is to minimize the sum, ∑𝑇

𝑡=1 𝑓𝑡(𝑥𝑡) over an arbitrary sequence of loss functions
𝑓1, 𝑓2,… , 𝑓𝑡.Recently, online convex optimization has seen an increasing number of
applications across different fields including generator scheduling in smart
grids [Narayanaswamy et al., 2012], thermal management of multiproces-
sors [Zanini et al., 2010], demand steering via real-time electricity pricing [Kim
and Giannakis, 2014] and on-policy learning of optimal control policies with linear
dynamics [Li et al., 2021; Chen and Hazan, 2021; Hazan et al., 2020; Cohen et al.,
2018].

The performance measure is regret against the optimal policy in hindsight,

𝑅(𝑇 ) =
𝑇∑
𝑡=1

𝑓𝑡(𝑥𝑡) − min
𝑥∈

𝑇∑
𝑡=1

𝑓𝑡(𝑥).

Online gradient descent, introduced by Zinkevich [Zinkevich, 2003], is a sim-
ple, general yet efficient algorithm that applies to many online convex optimization
problems and is given in Algorithm 3. Online gradient descent attains the asymptotic
lower bounds Ω(𝐷𝐺

√
𝑇 ) and 𝑂(log 𝑇 ) for convex functions and 𝛼-strongly convex

functions respectively. 𝐷 bounds the diameter of the feasible set, and 𝐺 bounds the
norm of the gradient.

We will be working with matrix-valued variables and strongly convex functions
for the team decision problem, using the below definition of strong convexity.
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DEFINITION 5—STRONG CONVEXITY, MATRIX CASE
We say that the differentiable function 𝑓 ∶  ⊆ ℝ𝑚×𝑝 → ℝ is strongly convex with
coefficient 𝛼 if for all 𝑋, 𝑌 ∈  ,

𝑓 (𝑋) − 𝑓 (𝑌 ) ≤ ⟨ 𝜕
𝜕𝑋

𝑓 (𝑋), (𝑋 − 𝑌 )
⟩
𝐹
− 𝛼

2
‖𝑥 − 𝑦‖2𝐹 . □

An equivalent characterization is to require that the function 𝑋 ↦ 𝑓 (𝑋) − 𝛼
2‖𝑋‖2𝐹is convex, [Bubeck, 2015]. We refer the reader to [Hazan, 2019] for more details on

online convex optimization.
2.3 Bandit and Zeroth-Order Optimization
The minimizing player observes only the incurred cost 𝑓𝑡(𝑥𝑡) after each round in the
bandit setting, rather than the gradient. This necessitates exploration to learn prop-
erties of the loss functions, such as gradients, to accelerate optimization. Derivative-
free methods have a long history in stochastic optimization. Tight convergence rates
for strongly convex functions were obtained in [Rakhlin et al., 2012] in the first-
and [Shamir, 2013] in the zeroth-order setting. Bandit feedback was introduced to the
online convex optimization setting in [Flaxman et al., 2004] where the authors used
a one-point gradient estimate. Their method has asymptotic regret upper bounded
by 𝑂(𝑇 3∕4).
2.4 Stochastic Team Decision theory
The stochastic team-decision problem, is to solve

minimize
𝜇

𝔼[‖𝑧‖22]
subject to: 𝑧 = 𝐻𝑥 +𝐷𝑢

𝑦𝑖 = 𝐶𝑖𝑥 + 𝑣𝑖
𝑢𝑖 = 𝜇𝑖(𝑦𝑖), 𝑖 = 1,… , 𝑁.

(1)

In (1), 𝑥 ∼  (0, 𝑉𝑥𝑥) and 𝑣 ∼  (0, 𝑉𝑣𝑣) are independent Gaussian variables
taking values in ℝ𝑛 and ℝ𝑝 respectively. 𝑢𝑖 ∈ ℝ𝑚𝑖 denotes a player, and the players
𝑢1,… , 𝑢𝑁 make up a team. The function 𝜇(⋅) ∶ ℝ𝑝 → ℝ𝑚 represents the decision
function of the team, that is, 𝜇(𝐶𝑥) =

[
𝜇1(𝑦1)⊤ ⋯ 𝜇1(𝑦𝑁 )⊤

]⊤ . We further as-
sume that 𝐷⊤𝐷 ∈ 𝕊𝑚

++ where 𝑚 = 𝑚1 +⋯ + 𝑚𝑁 . Radner [Radner, 1962] showed
that the optimal decision functions 𝜇⋆

𝑖 are unique and linear in 𝑦𝑖. This motivates
the search over linear policies in our problem set-up.

3. Problem Formulation

We aim to learn the optimal decision policy through repeated interactions with the
environment. At each time-step 𝑡, each team-member will decide on a decision policy
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3 Problem Formulation

𝐾 𝑡
𝑖 , receive a noisy partial observation of the system state, 𝑦𝑡𝑖, play the decision 𝑢𝑡𝑖 =

𝐾 𝑡
𝑖𝑦

𝑡
𝑖. The team incurs the loss 𝑙𝑡(𝐾𝑡) = ‖𝑧𝑡‖22, generated by

𝑧𝑡 = 𝐻𝑥𝑡 +𝐷𝑢𝑡, 𝑦𝑡𝑖 = 𝐶 𝑡
𝑖𝑥 + 𝑣𝑡𝑖

𝑢𝑡𝑖 = 𝐾 𝑡
𝑖𝑦

𝑡
𝑖, 𝑖 = 1,… , 𝑁.

(2)

The objective is to minimize the sum of the losses, 𝐽 =
∑𝑇

𝑡=1 𝑙𝑡(𝐾𝑡), while maintain-
ing𝐾𝑡 ∈ , learning good policies locally. is the set of real-valued block-diagonal
matrices of appropriate dimensions,

 ∶= {𝐾 ∶ 𝐾 = Diag(𝐾1,… , 𝐾𝑁 ), 𝐾𝑖 ∈ ℝ𝑚𝑖×𝑝𝑖}. (3)
We summarize the interaction in Algorithm 4. Going forward we make the fol-

lowing assumptions.
ASSUMPTION 1
𝑥𝑡 and 𝑣𝑡 have finite covariance matrices 𝔼[𝑥𝑡𝑥⊤𝑡 ] = 𝑉𝑥𝑥 and 𝔼[𝑣𝑡𝑣⊤𝑡 ] = 𝑉𝑣𝑣 and
bounded fourth order moments so that 𝔼[(𝑥⊤𝑡 𝑥𝑡)2] ≤ 𝜅𝑥 and 𝔼[(𝑣⊤𝑡 𝑣𝑡)

2] ≤ 𝜅𝑣. □

ASSUMPTION 2

𝜎min(𝐷⊤𝐷)(𝜎min(𝐶𝑉𝑥𝑥𝐶
⊤) + 𝜎min(𝑉𝑣𝑣)) > 0. □

Assumption 1 is motivated by the fact that the variance of an estimator of the
derivative 𝜕

𝜕𝐾 𝐽 (𝐾) will contain fourth-order moments. Assumption 2 is to the losses
being strongly convex in expectation, which is summarized in Proposition 7. Finally,
we restrict our search to policies with an apriori supplied bound.
ASSUMPTION 3
A bound 𝑏𝐾 on ‖𝐾‖2 is supplied by an oracle. □

Let 𝐾⋆ be the best policy in hindsight,

𝐾⋆ = argmin
𝐾∈,‖𝐾‖2≤𝑏𝐾

𝑇∑
𝑡=1

𝑙𝑡(𝐾). (4)

We measure performance as expected regret,

𝔼[𝑅(𝑇 )] = 𝔼

[ 𝑇∑
𝑡=1

𝑙𝑡(𝐾𝑡) −
𝑇∑
𝑡=1

𝑙𝑡(𝐾⋆)

]
. (5)
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Algorithm 4 Learning with repeated interactions.
for 𝑡 = 1 to 𝑇 do

Sample 𝑥𝑡 ∼  (0, 𝑉𝑥𝑥) and 𝑣𝑡 ∼  (0, 𝑉𝑣𝑣)Agents 1, 2, ..., 𝑁 observes 𝑦𝑡1,… , 𝑦𝑡𝑁 as in (2), respectively.
The agents play 𝐾 𝑡

1,… , 𝐾 𝑡
𝑁 , respectively, and incur a loss 𝑙𝑡(𝐾𝑡) ∶= ‖𝑧𝑡‖22,

with 𝑧𝑡 as in (2).
Each agent 𝑖 observes either

• the partial derivative, 𝜕
𝜕𝐾𝑖

(𝑧𝑡)⊤𝑧𝑡, in the gradient-feedback setting,
• or the incurred loss, ‖𝑧𝑡‖22, in the bandit-feedback setting
The agents update their policies 𝐾 𝑡+1

𝑖 .
end for

4. Properties of Stochastic Team Decisions

The losses 𝑙𝑡 are differentiable with respect to 𝐾𝑡 everywhere. In particular, the
derivative with respect to agent 𝑖 can be viewed as a product of the information
available to the agent 𝑦𝑖, and their contribution to the overall cost, [𝐷⊤]𝑖𝑧.
PROPOSITION 6
𝑙𝑡 is differentiable with respect to 𝐾𝑖 and the derivative is

𝜕
𝜕𝐾𝑖

𝔼[𝑙𝑡(𝐾)] = 𝔼[
[
2[𝐷⊤]𝑖𝑧𝑡(𝑦𝑡𝑖)

⊤] .
□

Proof. By dominated convergence, we can exchange expectation and differentia-
tion.1

𝜕
𝜕𝐾

𝔼[𝑧⊤𝑧] = 𝔼
[ 𝜕
𝜕𝐾

(𝐻𝑥 +𝐷𝐾𝑦)⊤(𝐻𝑥 +𝐷𝐾𝑦)
]

= 𝔼
[
2𝐷⊤𝑧𝑦⊤

]
.

Identifying the local components 𝜕∕𝜕𝐾𝑖 completes the proof. □

The phenomenon that certain large changes to the optimization variable can have
(almost) negligible effects on the value can make optimization difficult. The right
way to quantify this effect on convergence is through strong convexity, a property
we can exploit to get better regret bounds in online convex optimization [Hazan,
2019]. In our regret terms, a lower bound on the strong convexity parameter will
show up directly as a divisor. The following proposition shows that 𝔼[𝑙𝑡] is strongly
convex as a function of 𝐾 .

1 We drop the time-index for readability
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PROPOSITION 7
𝔼[𝑙𝑡] is 𝛼-strongly convex with constant

𝛼 = 2𝜎min(𝐷⊤𝐷)(𝜎min(𝐶𝑉𝑥𝑥𝐶
⊤) + 𝜎min(𝑉𝑣𝑣)). □

Proof. We will verify that 𝔼[𝑙𝑡](𝐾)− 𝛼
2‖𝐾‖2𝐹 is convex. 𝔼[𝑙𝑡] is a quadratic function

of 𝐾 and
𝔼[𝑙𝑡](𝐾) = ‖𝐻𝑥‖22

+ 2⟨𝐻𝑥,𝐷𝐾𝑦⟩2
+ ‖𝐷𝐾𝑦‖22

.

Which is convex if and only if ‖𝐷𝐾𝑦‖22
≥ 𝛼

2‖𝐾‖2𝐹 . Consider,

‖𝐷𝐾𝑦‖22
≥ 𝜎min(𝐷⊤𝐷)‖𝐾𝐶𝑥 +𝐾𝑣‖22

≥ 𝛼
2
‖𝐾‖2𝐹 □

To apply online optimization algorithms to learn the optimal policy through repeated
play, we must bound the second and fourth moments of 𝑧 as we must bound the
variance of our derivative estimates. We get the following bounds on the second and
fourth order moments of 𝑧 by Assumptions 1 and 3.
PROPOSITION 8
For ‖𝐾‖2 ≤ 𝑏𝐾 , the loss 𝑙𝑡(𝐾) in Algorithm 4 is bounded from above in expectation,
𝔼[𝑙𝑡](𝐾) ≤ 𝑏𝑙, where

𝑏𝑙 = (‖𝐻‖2 + ‖𝐷‖2‖𝐶‖2𝑏𝐾 )2 Tr 𝑉𝑥𝑥 + ‖𝐷‖22𝑏2𝐾 Tr 𝑉𝑣𝑣.

Furthermore, 𝔼[(𝑧⊤𝑡 𝑧𝑡)2 ≤ 𝜅𝑧] where

𝜅𝑧 =
(‖𝐻‖2 + ‖𝐷‖2‖𝐶‖2𝑏𝐾 + ‖𝐷‖2𝑏𝐾

)4 ×
(
𝜅𝑥 + Tr 𝑉𝑥𝑥 Tr 𝑉𝑣𝑣 + 𝜅𝑣

) (6)
□

Proof Proof of Proposition 8. We start with bounding the value function. Let ‖⋅‖2be the 2 norm, then
𝔼[𝑙](𝐾) = ‖(𝐻 +𝐷𝐾𝐶)𝑥 +𝐷𝐾𝑣‖2𝐿2

= ‖(𝐻 +𝐷𝐾𝐶)𝑥‖2𝐿2
+ ‖𝐷𝐾𝑣‖2𝐿2

,

as 𝑥 and 𝑣 are independent. By the triangle inequality
‖(𝐻 +𝐷𝐾𝐶)𝑥‖2𝐿2

≤ (‖𝐻‖2 + ‖𝐷‖2‖𝐾‖2‖𝐶‖2)2‖𝑥‖22
.
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Treating the term ‖𝐷𝐾𝑣‖2
similarly and substituting ‖𝐾‖2 ≤ 𝑏𝐾 and ‖𝑥‖22

=
Tr 𝑉𝑥𝑥 completes the proof. To prove the second claim, consider

𝔼[(𝑧⊤𝑧)2] = 𝔼

[‖‖‖‖‖
[
𝐻 +𝐷𝐾𝐶 𝐷𝐾

] [𝑥
𝑣

]‖‖‖‖‖

4

2

]

≤ ‖‖‖
[
𝐻 +𝐷𝐾𝐶 𝐷𝐾

]‖‖‖
4

2
𝔼[(𝑥⊤𝑥 + 𝑣⊤𝑣)2]

≤ (‖𝐻‖2 + ‖𝐷‖2‖𝐶‖2𝑏𝐾 + ‖𝐷‖2𝑏𝐾
)4

×
(
𝜅𝑥 + Tr 𝑉𝑥𝑥 Tr 𝑉𝑣𝑣 + 𝜅𝑣

)
□

5. Learning Optimal Team Decisions

This section describes how to learn the optimal team decision policies using on-
line gradient descent. Due to the stochastic nature of our problem, we cannot hope
to bound the objective function or the gradient for an arbitrary realization. We will
modify the analysis to give results when these properties hold in expectation. This
means our guarantees hold in expectation and are well suited to analyze stochas-
tic problems. We summarize the upper bound for expected regret for strongly con-
vex functions in Theorem 19 The bound is what one would expect; the standard
result [Hazan, 2019, Theorem 3.3] for strongly convex functions holds in expecta-
tion against an adaptive adversary.
THEOREM 19
Let 𝑙1,… , 𝑙𝑇 be independent random functions 𝑙𝑡 ∶ 𝑅𝑚×𝑛 → ℝ such that 𝔼[𝑙𝑡]is 𝛼-strongly convex for all 𝑡 = 1,… , 𝑇 . Let ∇̃𝑡 be a derivative oracle that is
consistent 𝔼[∇̃𝑡] = 𝜕

𝜕𝐾𝔼[𝑙𝑡(𝐾)] and has bounded variance 𝔼
[‖∇̃𝑡‖2𝐹

] ≤ (𝑏𝑡)2

for all 𝐾 ∈ , where  is convex and compact. Set the step size 𝜂𝑡 = 1
𝛼𝑡 . Let

𝐾⋆ = argmin𝐾∈∑𝑇
𝑡=1 𝑙𝑡(𝐾). Online Gradient Descent, Algorithm 3, has expected

regret
𝔼

[ 𝑇∑
𝑡=1

(
𝑙𝑡(𝐾𝑡) − 𝑙𝑡(𝐾⋆)

)] ≤ 1
2

𝑇∑
𝑡=1

𝑏2𝑡
𝛼𝑡

. (7)
□

The proof follows the outline in [Hazan, 2019], but involves some extra book-
keeping:
Proof. Let 𝑡 = 𝜎(𝐽1,… , 𝐽𝑡−1). Then 𝐾𝑡 is a stochastic sequence adapted to 𝑡.
Define for simplicity ∇𝑡 =

𝜕
𝜕𝐾𝔼[𝑙𝑡(𝐾𝑡)]. By strong convexity

2𝔼
[
𝑙𝑡(𝐾𝑡) − 𝑙𝑡(𝐾⋆)|𝑡

] ≤ 2⟨∇𝑡, 𝐾𝑡 −𝐾⋆⟩𝐹 − 𝛼‖𝐾⋆ −𝐾𝑡‖2𝐹 .
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Algorithm 5 Learning with partial gradient information
Input: initial guess 𝐾0, bound 𝑏𝐾 , step-sizes {𝜂𝑡}Each agent plays 𝑢𝑡𝑖 = 𝐾 𝑡

𝑖𝑦
𝑡
𝑖The team incurs cost 𝑙𝑡(𝐾𝑡) = 𝑧⊤𝑡 𝑧𝑡

for 𝑡 = 0 to 𝑇 − 1 do
for 𝑖 = 1 to 𝑁 do

Observe the partial gradient 𝐺𝑡
𝑖 = 2𝐷⊤

𝑖 𝑧𝑡(𝑦
𝑡
𝑖)
⊤

Update 𝐿𝑡+1
𝑖 = 𝐾 𝑡

𝑖 − 𝜂𝑡𝐺𝑡
𝑖

if ‖𝐿𝑡+1
𝑖 ‖2 > 𝑏𝐾 then

𝐾 𝑡+1
𝑖 = 𝐿𝑡+1

𝑖 ∕𝑏𝐾
else

𝐾 𝑡+1
𝑖 = 𝐿𝑡+1

𝑖
end if

end for
end for

To bound ⟨∇𝑡, 𝐾𝑡 −𝐾⋆⟩𝐹 , consider
𝔼
[‖𝐾𝑡+1 −𝐾⋆‖2𝐹 |𝑡

]
= 𝔼

[
‖Π(𝐾𝑡 − 𝜂𝑡∇̃𝑡) −𝐾⋆‖2𝐹 |𝑡

]

≤ ‖𝐾𝑡 −𝐾⋆‖2𝐹 + 𝜂2𝑡 𝑏
2
𝑡 − 2𝜂𝑡⟨∇𝑡, 𝐾𝑡 −𝐾⋆⟩𝐹 .

Taking 𝜂𝑡 = 1
𝛼𝑡 and defining 1

𝜂0
= 0, we get 2𝔼

[∑𝑇
𝑡=1

(
𝑙𝑡(𝐾𝑡) − 𝑙𝑡(𝐾⋆)

)] ≤
∑𝑇

𝑡=1
𝑏2𝑡
𝛼𝑡 . □

We are now ready to apply online gradient descent to learn distributed team
decisions.
5.1 Learning Team Decisions with Partial Gradient Information
We assume that the designer is aware of a lower bound on the strong convexity
parameter, 𝜆, and upper bound on the operator norm of the optimal policy 𝑏𝐾 . The
resulting algorithm, Algorithm 5, is a direct extension of online gradient descent. Its
behavior is summarized in Theorem 20.
THEOREM 20—PARTIAL-GRADIENT FEEDBACK
Assume that Assumptions 1, 2 and 3 hold. Then, Algorithm 5 with step-size 𝜂𝑡 = 1

𝜆𝑡for any 0 < 𝜆 ≤ 𝛼, where 𝛼 is the strong-convexity parameter in Proposition 7, has
bounded expected regret against the optimal policy 𝐾⋆ defined in (4). The bound is
given by

𝑇∑
𝑡=1

𝔼[𝑙𝑡(𝐾𝑡) − 𝑙𝑡(𝐾⋆)] ≤ 𝑏2𝐺
2𝜆

(1 + log(𝑇 )). (8)
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The constant 𝑏𝐺 in (8) is given by

𝑏2𝐺 = 4‖𝐷‖22(‖𝐻‖2 + 𝑏𝐾‖𝐷‖2(‖𝐶‖2 + 1))2(‖𝐶‖2 + 1)2

(𝜅𝑥 + 2Tr 𝑉𝑥𝑥 Tr 𝑉𝑣𝑣 + 𝜅𝑣) □

The regret bound is equivalent to that of online gradient descent in the convex
optimization setting, where 𝑏𝐺 takes the place of the bound on the gradient. The
difference is that the bound holds in expectation and that 𝑏2𝐺 is a bound on the second
moment of the gradient estimator. Before proving Theorem 20 we need the following
lemma to characterize the gradient estimate.
LEMMA 7
For ‖𝐾‖2 ≤ 𝑏𝐾 , the gradient estimate 𝐺𝑡

𝑖 ∶= 2[𝐷⊤]𝑖𝑧𝑡(𝑦𝑡𝑖)
⊤ is consistent:

𝔼[𝐺𝑡
𝑖] =

𝜕
𝜕𝐾𝑖

𝔼[𝑙𝑡(𝐾)], and has bounded variance: 𝔼 [‖𝐺𝑡‖2𝐹
] ≤ 𝑏2𝐺, where 𝐺𝑡 =

Diag(𝐺𝑡
1,… , 𝐺𝑡

𝑁 ) and 𝑏𝐺 satisfies

𝑏2𝐺 = 4‖𝐷‖22(‖𝐻‖2 + 𝑏𝐾‖𝐷‖2(‖𝐶‖2 + 1))2(‖𝐶‖2 + 1)2

(𝜅𝑥 + 2Tr 𝑉𝑥𝑥 Tr 𝑉𝑣𝑣 + 𝜅𝑣). (9)
□

Proof Proof of Theorem 20.. Since all agents have the same loss functions, the par-
tial gradient update is equivalent to a full gradient update. The result thus follows
directly from Theorem 19 with the covariance-bounded gradient oracle in Lemma 7
and the strong convexity coefficient from Proposition 7. □

5.2 Learning Team Decisions with Bandit Feedback
Towards constructing an estimator for the derivative, in addition to requiring the es-
timate to be consistent and have bounded variance, we insist that each agent must
be able to compute her estimate independently. The last requirement invalidates the
one-point estimate used in [Flaxman et al., 2004] as sampling from the unit sphere
would require communication between agents. In [Shamir, 2013], the authors found
that sampling uniformly and independently from the unit hypercube leads to consis-
tent and bounded estimators for quadratic problems. Sampling from the hypercube
reduces to sampling independent Rademacher variables coordinate-wise and can be
done in a distributed fashion. Algorithm 6 is constructed by applying a matrix ver-
sion of the estimate from [Shamir, 2013] and shrinking the exploration parameter 𝜖𝑡each time-step. The regret properties of Algorithm 6 is summarized in Theorem 21.
THEOREM 21—BANDIT FEEDBACK
Assume that Assumptions 1, 2 and 3 hold. Then, Algorithm 6 with step-sizes 𝜂𝑡 = 1

𝜆𝑡for any 0 < 𝜆 ≤ 𝛼 where 𝛼 is the strong-convexity parameter in Proposition 7, and
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Algorithm 6 Learning with bandit feedback
Input: initial guess𝐾0, bound 𝑏𝐾 , step-sizes {𝜂𝑡} and exploration parameters {𝜖𝑡}
for 𝑡 = 1 to 𝑇 do

for 𝑖 = 1 to 𝑁 do
Sample 𝑅𝑡

𝑖 ∈ {−1, 1}𝑚𝑖×𝑝𝑖 ∼ Uniform
Play 𝑢𝑡𝑖 = (𝐾 𝑡

𝑖 + 𝑅𝑡
𝑖 𝑡

𝑖 )𝑦
𝑡
𝑖 where  𝑡

𝑖 =
𝜖𝑡√
𝑚𝑖𝑝𝑖

end for
The team incurs loss 𝑙𝑡(𝐾𝑡 + 𝑅𝑡 𝑡) = 𝑧⊤𝑡 𝑧𝑡
for 𝑖 = 1 to 𝑁 do

Observe loss 𝑙𝑡 = 𝑧⊤𝑡 𝑧𝑡Set gradient estimate �̃�𝑡
𝑖 = 𝑙𝑡𝑅𝑡

𝑖( 𝑡
𝑖 )
−1

Update 𝐿𝑡+1
𝑖 = 𝐾 𝑡

𝑖 − 𝜂𝑡�̃�𝑡
𝑖

if ‖𝐿𝑡+1
𝑖 ‖2 > 𝑏𝐾 then

𝐾 𝑡+1
𝑖 = 𝐿𝑡+1

𝑖 ∕𝑏𝐾
else

𝐾 𝑡+1
𝑖 = 𝐿𝑡+1

𝑖
end if

end for
end for

exploration parameters 𝜖𝑡 = 𝑡−1∕4
(∑𝑁

𝑖=1 𝑚
2
𝑖 𝑝

2
𝑖

)−1∕4 has bounded expected regret
against the optimal policy 𝐾⋆ defined in (4). The bound is given by

𝑇∑
𝑡=1

𝔼[𝑙𝑡(�̃�𝑡) − 𝑙𝑡(𝐾⋆)] ≤ 2
(
𝑀1 +

𝑀2
𝜆

)( 𝑁∑
𝑖=1

𝑚2
𝑖 𝑝

2
𝑖

)1∕2√
𝑇 . (10)

In (10) �̃�𝑡 = 𝐾𝑡 + 𝑅𝑡𝑡 is the policy played by the agents at time-step 𝑡. The
problem-dependent constants 𝑀1 and 𝑀2 are given by

𝑀1 = ‖𝐷‖22
(‖𝐶‖22 Tr 𝑉𝑥𝑥 + Tr 𝑉𝑣𝑣

)

𝑀2 =
(‖𝐻‖2 + ‖𝐷‖2(𝑏𝐾 + 1)(‖𝐶‖2 + 1)

)4
× (𝜅𝑥 + 2Tr 𝑉𝑥𝑥 Tr 𝑉𝑣𝑣 + 𝜅𝑣). □

To prove 21 we need the following lemma, which states that the gradient esti-
mator used in Algorithm 6 is consistent and has bounded variance.
LEMMA 8—VARIANT OF LEMMA 2 IN [SHAMIR, 2013]
Let 𝑅𝑖 ∈ {−1, 1}𝑚𝑖×𝑝𝑖 be independent random variables following uniform distri-

butions. Let 𝑅 = Diag{𝑅1,… , 𝑅𝑁}, and  = 𝜖Diag{𝐼∕
√
𝑚1𝑝1,… , 𝐼∕

√
𝑚𝑁𝑝𝑁}.

Define the zeroth-order gradient estimator
�̃�𝑡
𝑖 ∶= 𝑙𝑡 (𝐾 + 𝑅)𝑅𝑖−1

𝑖 ,
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and let �̃�𝑡 ∶= Diag{�̃�𝑡
1,… , �̃�𝑡

𝑁}. Under assumptions 1–3, �̃�𝑡 is consistent:
𝔼𝑅,𝑥,𝑣

[
�̃�𝑡
𝑖
]
= 𝜕

𝜕𝐾𝑖
𝐽 (𝐾) and has bounded variance 𝔼𝑅,𝑥,𝑣

[‖�̃�𝑡‖2𝐹
] ≤ �̃�2𝐺. The

bound, �̃�𝐺 can be taken as

�̃�2𝐺 =
(‖𝐻‖2 + ‖𝐷‖2(𝑏𝐾 + 𝜖))(‖𝐶‖2 + 1)

)4

× (𝜅𝑥 + 2Tr 𝑉𝑥𝑥 Tr 𝑉𝑣𝑣 + 𝜅𝑣)
𝑁∑
𝑖=1

𝑚2
𝑖 𝑝

2
𝑖 ∕𝜖

2. (11)
□

Note that the bound �̃�𝐺 is decreasing in the exploration parameter 𝜖𝑡, leading to an
exploration/exploitation trade-off. The choice of 𝜖𝑡 minimizes the regret asymptotic
upper bound.
Proof Proof of Theorem 21.. We will first quantify the added loss due to the per-
turbation term 𝑅𝑡𝑡. Let �̃�𝑡 = 𝐾𝑡 + 𝑅𝑡𝑡, then

𝔼[𝑙𝑡(�̃�𝑡)] = 𝔼
[‖𝐻𝑥𝑡 +𝐷(𝐾𝑡 + 𝑅𝑡𝑡)𝐶𝑦𝑡‖22

]

= 𝔼
[
‖𝐻𝑥𝑡 +𝐷𝐾𝑦𝑡‖22 + ‖𝐷𝑅𝑡𝑡𝑦𝑡‖22

+ 2(𝐻𝑥𝑡 +𝐷𝐾𝑦𝑡)⊤𝑅𝑡𝑡𝑦𝑡
]
.

By the first property of Lemma 9 we know that 𝔼[𝑅𝑡] = 0. Applying the fifth prop-
erty we conclude that

𝔼[𝑙𝑡(�̃�𝑡)] ≤ 𝔼[𝑙𝑡(𝐾𝑡)] + 𝜖2𝑡 ‖𝐷‖22
(‖𝐶‖22 Tr 𝑉𝑥𝑥 + Tr 𝑉𝑣𝑣

)
.

Combining this with Lemma 19, we get
𝑇∑
𝑡=1

𝔼[𝐽 (�̃�𝑡) − 𝐽 (𝐾⋆)] ≤ 𝑇∑
𝑡=1

(�̃�𝑡𝐺)
2

𝜆𝑡
+𝑀1

𝑇∑
𝑡=1

𝜖2𝑡 .

Substituting 𝜖𝑡 into �̃�𝑡𝐺 from Lemma 8 and the inequality∑𝑇
𝑡=1

1√
𝑡
≤ 2

√
𝑇 completes

the proof. □

6. Numerical example

In Fig. 1 we apply the algorithms to [Gattami, 2007, Example 4.1] for two players,
where 𝐶1 = 𝐶2 = 1, 𝑥, 𝑣1, 𝑣2 ∼  (0, 1) and

𝐻 =
[
1 0 0

]⊤ , 𝐷 =
[
1 1 0
1 0 1

]⊤
.
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100 101 102 103
100
101
102
103

Step / 𝑡

Re
gre

t
Gradient feedback
Bandit feedback

Figure 1. The average (solid lines) ± one standard deviation (shaded area) from 1280 sim-
ulations of Example 4.1 in [Gattami, 2007] using Algorithm 5 (gradient feedback, blue) and
Algorithm 6 (bandit feedback, red).

Regret is bounded for Algorithm 5 by 46000(1 + log(𝑡)) and for Algorithm 6 by
1.42 ⋅ 106

√
𝑇 . The results from the 1280 simulations2 in Fig. 1 indicates far better

performance.

7. Conclusions and Future Research

We have proposed algorithms that efficiently learn optimal team decisions in a de-
centralized manner without knowing the problem parameters. The exploration re-
quired with bandit feedback gives worse asymptotic regret, both with respect to
time and the number of parameters to be learned. Our work gives a first approach,
and there are several interesting open questions to answer. Interesting directions for
future research include learning when the covariance matrices change over time,
applications to feedback control of dynamical systems, and empirical convergence
studies.

8. Appendix

LEMMA 9
Let 𝑅𝑖 ∈ {−1, 1}𝑚𝑖×𝑝𝑖 for 𝑖 = 1,… , 𝑁 be independent random variables following
uniform distributions, and take 𝑅 = Diag{𝑅1, 𝑅2,… , 𝑅𝑁}. Define 𝑚 = 𝑚1 +⋯ +
𝑚𝑁 and 𝑝 = 𝑝1 + ⋅𝑝𝑁 . Define the set

𝑅 ∶=
{
(𝑖, 𝑘, 𝑙) ∈ ℕ3 ∶ 𝑖 ∈ {1,… , 𝑁}, 𝑘 ∈ {1,… , 𝑚𝑖}, 𝑙 ∈ {1,… , 𝑝𝑖}

}
.

Let (𝑖, 𝑘, 𝑙), (𝑖′, 𝑘′, 𝑙′) and (𝑖, �̂�, 𝑙) ∈ 𝑅. Them the following hold
2 For a Julia implementation, See https://github.com/kjellqvist/
LearningTeamDecisions.jl

129

https://github.com/kjellqvist/LearningTeamDecisions.jl
https://github.com/kjellqvist/LearningTeamDecisions.jl


Paper VI. Learning Optimal Team-Decisions

1. 𝔼[𝑅𝑖(𝑘, 𝑙)] = 0,
2. 𝔼[𝑅𝑖(𝑘, 𝑙)𝑅𝑖′ (𝑘′, 𝑙′)] = 𝛿(𝑖,𝑘,𝑙)=(𝑖′,𝑘′,𝑙′),
3. 𝔼[𝑅𝑖(𝑘, 𝑙)𝑅𝑖′ (𝑘′, 𝑙′)𝑅𝑖(�̂�, 𝑙)] = 0,
4. 𝔼

[
Tr(𝐴𝑅⊤)𝑅𝑖

]
= [𝐴]𝑖 for all 𝐴 ∈ ℝ𝑚×𝑝,

5. ‖𝑅𝑖‖𝐹 =
√
𝑚𝑖𝑝𝑖. □
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