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Swedish Abstract

Institutioner har betydelse f6r ekonomisk utveckling. Denna avhandling bestar av
tre fristdende artiklar som bidrar till olika grenar inom institutionell ekonomi.

I den forsta artikeln underséks kortsiktiga forindringar av konsnormer. Artikeln
tar tillvara pd senare tids utveckling av maskininlirningsalgoritmer for att studera
normforindringar i svenska tweets. Mer specifikt sa trinas en LSTM neural net-
work- modell till att definiera kdnsnormer pé ett omfattande och datadrivet sitt.
Modellen anvinds som ett verktyg for att ta fram ett matt pa konsnormer som
minniskor méter i vardagslivet, vilket anvinds for att studera normférindringar i
samband med Metoo-rérelsen. Metoo startade den 17 Oktober 2017 efter att en
amerikansk skidespelerska uppmuntrade kvinnor att dela med sig av sina erfaren-
heter av sexuellt ofredande. Datumet for hindelsen ar orelaterat till svenska kon-
snormer och dirmed tilliter kontexten att en effeke skattas utan jamforelseprob-
lem. Tweets som innehéller Metoo-hashtagen eller relaterade hashtags tas bort fran
analysen for att inte effekten av en mer intensiv konsdebatt ska mitas. Artikeln
finner att svenska tweets reflekterar kdnsnormer i en mindre utstrickning sex ma-
nader efter Metoo-hindelsen i jimforelse med fem manader innan. Foregiende
ars normférindringar anvinds som en jimforelsegrupp. Resultatet dr robust gen-
temot att anvinda fixa effekter f6r kalenderdagar och Twitter-anvindare. Resul-
tatet fir dven stdd genom att istillet undersoka en orelaterad norm som inte borde
forindras med placebo-test. Studien ger ett exempel pé att normer kan forindras
snabbt, vilket visar pd att tidigare litteratur borde omvirdera sitt synsitt pi normer
som relativt oférinderliga.

Den andra artikeln undersoker effekten pa ekonomisk tillvixt av att byta frin ett
indirekt (parlamentariske) till ett direkt (presidentiellt) demokratiskt valsystem i
Indonesien. Under indirekta val viljs den lokala ledaren av distriktsparlamenten



och under direkta val viljs den lokala ledaren av befolkningen. Denna artikel
avhjilper de jimforelseproblem som existerat i den tidigare litteraturen genom att
studera forindringen i en specifik politisk institution. Férindringen av valsys-
temet skedde vid olika ar for olika distrike. Vilket ar ett distrikt bytte valsystem
beror pa nir den forre diktatorn Suharto installerade lokala ledare, och dirmed
forvintas inte distrikten ha nagra skillnader mellan sig som péaverkar tillvixt utéver
forindringen i valsystem. I artikeln jamfors tillvixt i distrikt som bytte valsystem
tidigt gentemot de som bytte senare. Artikeln finner inga tillvixteffekter av forin-
dringen. En maijlig forklaring till resultatet ir att valsystem har ringa betydelse
for forekomsten av palitliga, opartiska och effektiva samhillsinstitutioner (gover-
nance). Artikeln finner stod for detta genom att undersoka ett stort antal gover-
nance-indikatorer (t.ex. om den lokala ledaren anses korrupt). Resultatet pekar pa
att det inte finns ndgra skillnader i tillvixt mellan indirekta och direkt valsystem,
vilket kan anvindas vid framtida beslut angiende institutionella ramverk.

Den tredje och sista artikeln estimerarar matt pd inkomstojamlikhet i svenska
kommuner for 1871 och 1892. Utvecklingen av ojimlikhet under 18oo-talet ir
relativt okind, speciellt med avseende pd inkomst, och artikeln bidrar med en
deskriptiv pusselbit fran den tidiga fasen i den svenska industrialiseringsprocessen.
De nya estimaten pa kommunal nivd konstrueras fran data pa distributionen av
roster vid kommunala val. T det kommunala valsystemet fick ménniskor roster
efter hur mycket de betalade i skatt, vilket gor det mojligt att hirleda person-
ers inkomst frin datakillan. Artikeln finner att den rikaste procentenhetens an-
del av totalinkomsten inom den industriella sektorn 6kar i mediankommunen,
medan densamma inom jordbrukssektorn ir oforindrad. Artikeln kompletterar
den tidigare forskningen pd formégenhetsojimlikhet pa nationell niva genom att
stirka resultatet angiende 6kande ojamlikhet under den senare delen av 18o0-talet.
Forskare kan anvinda de nya estimaten, tillgingliga under en open-source licens
online, i vidare studier.

Keywords: Konsnormer, Metoo, Sverige, LSTM neural network, Asien, Indone-
sien, Demokrati, Val, Ekonomiske tillvixt, Inkomstojamlikhet, Ekonomisk utveck-
ling

JEL Classification: Bs2, J16, Z13, Hi1, O10, O43, N33, D31, O1s



English Abstract

Institutions matter for economic development. This thesis consists of three self-
contained articles which provide different contributions to institutional economics.

The first article studies short-run changes in gender norms. It takes advantage of
recent developments in machine learning algorithms to study changes in norms
in Swedish tweets. More specifically, gender norms are defined in a comprehen-
sive data-driven manner by training an LSTM neural network model. The model
functions as a tool to create a measure on gender norms experienced by people in
their everyday life, which is used to study norm-changes in relation to the Metoo
movement. After an American actress encouraged women to share their experi-
ences of sexual harassment under the Metoo hashtag, the Metoo movement spread
to Sweden the 17th of October 2017. The event’s date of occurrence is unrelated
to the Swedish gender norm environment and, thus, provides a credible context
for identifying an effect. Tweets with the Metoo-hashtag and related hashtags are
removed from the analysis to ensure not to capture the effect of a more intensive
gender debate. The article shows that Swedish tweets reflect gender norms less six
months after the Metoo event, compared to five months before. The norm changes
of the previous year function as a comparison group. The result is robust to the in-
clusion of calendar day and Twitter-user fixed effects. The result is also supported
with placebo tests on an unrelated norm which is not expected to change. The
article provides an example of norms changing rapidly, raising questions about
previous literature’s conceptualization of norms as being constant.

The second article investigates the effect of changing from an indirect (parliamen-
tary) to a direct (presidential) democratic system on economic growth in Indone-
sia. In an indirect system, the local leader is appointed by the local parliament,
whereas, in a direct system, the local leader is elected by the people. The main con-
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tribution of the article is to have a credible identification strategy to investigate the
effect of a change in one specific political institution. The date of switching from
the indirect to the direct democratic system differed for the various districts. The
date of the switch is dependent on when the former dictator Suharto installed dis-
trict heads, and therefore one expects no inherent differences in the growth rates of
the districts other than from the change of system. The article relies on comparing
districts that had direct elections earlier to districts that had them later. It shows
no effect on economic growth. The results suggest that the form of democracy has
a limited impact on governance, which is confirmed by examining a large number
of indicators on governance (such as, the district head being corrupt). The result
points to no effects of the forms of democracy on growth, which can inform policy
regarding the choice of institutional design.

The third and last article presents new estimates of municipality-level income in-
equality for Sweden in 1871 and 1892. There exists scant information on the evolu-
tion of inequality during the nineteenth century, especially on income inequality,
and the article contributes with a descriptive piece of evidence from the early phase
of the Swedish industrialization process. The new municipality-level estimates are
based on data on the vote distribution. In the electoral system at this time, votes
were allocated in proportion to people’s income, which renders it possible to re-
trieve income figures from the data source. The article shows that the income share
of the top one percent richest in the industrial sector in the median municipality
increases between 1871 and 1892, whereas inequality in the agricultural sector is
stable. The article complements prior research on national-level wealth inequality
by strengthening the interpretation of increasing inequality in the second half of
the nineteenth century. Researchers can use the new estimates, available under an
open-access license online, in further studies.

Keywords: Gender Norms, Metoo, Sweden, LSTM Neural Network, Asia, Indone-
sia, Democracy, Elections, Economic Growth, Income Inequality, Economic De-
velopment

JEL Classification: Bs2, J16, Z13, Hi1, O10, O43, N33, D31, O1s
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Introduction

This thesis contains three self-standing empirical papers related to new institu-
tional economics (NIE).

1 New Institutional Economics

In his landmark work, North (1990) argued in favor of incorporating institutions
into the neoclassical economics framework, since they drive economic develop-
ment. North (1990) defines institutions as ‘the humanly devised constraints that
shape human interaction’ (p.3). Institutions can be informal, such as norms, or
formal, such as laws.

Following Putnam et al.’s (1994) contribution, one research line within institu-
tional economics focuses on interpersonal trust. The literature highlights that mar-
kets do not exist in a vacuum: it is easier for an economic exchange to take place if
people trust each other. Countries where the average person is of the opinion that
“most people can be trusted” exhibit higher economic development and growth
(e.g. Knack and Keefer, 1997; Algan and Cahuc, 2010; Tabellini, 2010). Norms
of trust and cooperation are upheld by individuals (e.g. Herrmann et al., 2008),
but various formal institutions, such as an impartial juridical system, can facilitate
economic exchanges (e.g. Knack and Keefer, 1995; La Porta et al., 1997; Acemoglu
et al., 2001; Easterly and Levine, 2003; Rodrik et al., 2004).

The rise of institutional economics favors the concept that, to deliver development
in low income countries, one first needs to get the institutions right. In the last 20
years, policy institutions, such as the Word Bank, have refocused policy with this
aim in mind (e.g. the World Development Reports of 2002; 2004; 2011).



Institutions are conceptualized as evolving slowly. Engerman and Sokoloff (2002)
argue that geographic factors give rise to various levels of inequality, which in turn
give rise to institutions that retain those levels of inequality. For most countries,
such institutions also hinder development. A complementary perspective is put
forward by North et al. (2009) and Acemoglu and Robinson (2012). The authors
argue that elites obstruct development in developing countries. They also find that
the reason behind the development of Western European countries lies with the
elites gradually managing to implement impersonal organizations in Britain — such
as political parties and limited holding companies — as an intra-elite bargaining
solution. The gradual transformation spurred economic development and further
extension of elite rights to non-elites.

L1. Embeddedness

informal institutions, customs, traditions, norms, religion

L2. Institutional environment

formal rules of the game, es. property (polity, judiciary, bureaucracy)

L3. Governance

play of the game, es. contract

L4. Resource allocation and employment

prices and quantities

Figure 1: Williamson's conceptualization of institutions (2000, p. 597)

A conceptualization of institutions, development and change is provided by Willia-
mson (2000), as illustrated in figure 1. He divides institutions into four levels, with
feedback loops between them: the first level (L1. Embeddedness), which includes
norms, changes over centuries or millennia, whereas the fourth level (L4. Resource
allocation and employment) changes continuously. Williamson (2000) regards neo-
classical economics as mostly dealing with the fourth level, whilst taking the other
levels for granted. Since publishing his article, institutions have become more in-
corporated into the economic utility framework (e.g. Akerlof and Kranton, 2000;
Bisin and Verdier, 2001). Furthermore, Williamson (2000) conceptualizes insti-
tutional economics as mostly dealing with L2. 7he institutional environment and



L3. Governance. Generally, institutional economics overlap with other sub-fields
in economics, such as cultural economics and political economy. Institutions and
change are wide-spanning concepts and the following paragraphs present the thesis
papers’ relationship to Williamson’s (2000) framework.

The first paper, Using Artificial Intelligence to Recapture Norms: Did #Metoo Change
Gender Norms in Sweden? investigates gender norms, an example of an institution
(level 1). There might be norms surrounding what men and women are supposed
to do, for example, men might be expected to be bread-winners while women
might be expected to care for children. The paper investigates whether gender
norms can change quickly, although existing literature usually finds support for in-
stitutional persistence. One related paper is Nunn and Wantchekon (2011), which
shows that the slave trade caused lower levels of trust in modern-day Africa. More-
over, Voigtlinder and Voth (2012) find that pogroms in relation to the Black Death
are linked to Nazi support in the 1920s and 1930s. Finally, Guiso et al. (2016) in-
vestigates a part of Putnam et al.’s (1994) original hypothesis: that northern Italy
is more developed than its southern counterpart, due to its stronger civic society,
which arose by historically having free city states. They find that free cities in
northern Italy, established in medieval times, have higher civic capital today.

The second paper, Democracy and Economic Growth: Results from a Natural Ex-
periment in Indonesia, investigates whether the change from an indirect to a direct
democratic system enhances economic growth (indicated by the arrows from levels
2 to 4 on the right-hand side). In an indirect system, the executive (the president)
is indirectly elected by the legislature (the parliament); however, in a direct system,
both the executive and the legislature are elected by the people. The paper isolates
the effect of one formal institutional change on economic growth. Some authors
argue that informal institutions affect formal ones (Greif, 1994), others that polit-
ical institutions affect economic ones (Acemoglu and Robinson, 2012); however,
few papers manage to isolate the effect of one specific institutional change in a
credible way. One exception is Olken (2010), who shows that satisfaction and
willingness to contribute to development projects increases with a direct decision-
making mechanism at the village-level, compared to that of a representative one,
in Indonesia. Moreover, Tyrefors and Pettersson-Lidbom (2014) find that welfare
spending was lower under a direct democratic system, compared to that of a repre-
sentative one, in Swedish municipalities in the 1920-40s. They attribute the result
to the former being more prone to local elite capture.



The third and final paper, Explorative Analysis of Municipality-level Inequality in
Late Nineteenth Century Sweden, investigates the change in income inequality in
Swedish municipalities between 1871 and 1892. The feedback loop from higher
institutional levels to lower ones (indicated by the arrow from level 4 to level 1 on
the right-hand side) is rarely investigated; however, as mentioned previously, one
potential factor that may explain why various growth-enhancing institutions arise
in a country is the level of inequality. To further investigations of this hypothesis,
the third paper contributes with descriptive evidence and a new dataset.

2 Applied Microeconometrics

Economics can be divided into two branches: theoretical and empirical. Com-
pared to other subjects, empirical economics investigates questions related to ag-
gregated human behavior and has a tradition of using observational (real-world)
data, as opposed to using experimental data. Where other disciplines use exper-
iments to identify causal mechanisms, empirical economists typically cannot, as
it is hard to find an experimental design which mimics aggregate group behavior.
The last 20 years, the methodological toolbox in Economics has grown to incorpo-
rate various methods striving to emulate experimental designs using observational
data. Such estimation strategies are commonly referred to as applied microecono-
metrics and the first and second papers of the thesis are examples thereof. The push
for using methods striving to emulate experimental designs leads to a greater focus
on internal validity, ensuring that the effects measured are without bias. At the
same time, this push leads to a lesser focus on external validity, ensuring that the
effects measured are relevant to another context. Therefore, one can also discern a
discussion on how to prioritize among internal and external validity in the profes-
sion. It might be the case that economics will always balance between internal and
external validity, due to the form of research questions that define the discipline.
Most likely, empirical economics will not be able to completely move over to us-
ing experimental-like research designs but will continue to use more descriptive
methods: the third paper is an example thereof.



3 Overview of the thesis

Using Artificial Intelligence to Recapture Norms: Did #Metoo Change Gender
Norms in Sweden?

The first paper contributes to the literature on institutional change through study-
ing short-run changes in gender norms. Gender norms, although hard to prove
empirically, likely affect the overall economy (Spencer et al., 1999; Mueller and
Plug, 2006; Bowles et al., 2007; Guiso et al., 2008; Fryer and Levitt, 2010; Pope
and Sydnor, 2010; Leibbrandt and List, 2014; Bertrand et al., 2015; Mazei et al.,
2015; Nollenberger et al., 2016). Prior research portrays norms as changing slowly
(Williamson, 2000) and provide evidence of gender norms being constant over
generations (Ferndndez et al., 2004; Alesina et al., 2013; Nollenberger et al., 2016).

The paper takes advantage of the recent developments in machine learning algo-
rithms to study norm changes in Swedish tweets. A more data-driven and compre-
hensive definition of gender norms is used, compared to prior research. The paper
studies whether tweets reflect gender norms to a greater or smaller extent due to
the Metoo event. On the 16th of October 2017, an American actress encouraged
females to share their experiences of sexual harassment under the Metoo hashtag
and, by the 17th of October 2017, the Metoo movement had spread to Sweden.
The Metoo event is exogenous to the Swedish gender norm environment. The es-
timation strategy relies on comparing how gender norms change half a year before
and after the Metoo event, while utilizing data from the previous year as a compar-
ison group. The identification strategy resembles the one used in the difference-in-
differences, or a regression discontinuity in time (RDIT), framework. Tweets that
contain the Metoo hashtag and related hashtags are removed from the analysis.
The paper shows that Swedish tweets reflect gender norms to a lesser degree in the
six months after the metoo-event, compared to the five months before. The result
is robust to, for example, including Twitter user fixed effect. The paper gives an
example of gender norms changing in the short term, which raises the question of
whether the literature’s stance on norms being constant needs re-visiting.



Democracy and Economic Growth: Results from a Natural Experiment in In-
donesia

The second paper investigates the effect of changing from an indirect to a direct
democratic system on economic growth. Previous research does not provide any
clear empirical results (Persson, 2005; Persson and Tabellini, 2006; Knutsen, 2011);
however, Persson and Tabellini (2006) suggest that countries democratizing to
become indirect (parliamentary) democracies grow, whereas direct (presidential)
ones do not to the same degree.

It is difficult to untangle the relationships between political institutions, economic
institutions, and development due to possible feedback loops between them. The
major contribution of this paper is to have a credible identification strategy to in-
vestigate the effect of a change in one specific political institution. In Indonesia,
the date for switching from an indirect to a direct democratic system differed for
various districts. The date of the switch depends on when the former dictator,
Suharto, historically installed district heads, which he did on a range of dates.
The paper supports the date of the switch being exogenous, through testing pre-
treatment variables related to governance and growth. It relies on comparing dis-
tricts that have had direct elections, to those that have not yet had such elections,
in the difference-in-differences framework. The paper shows that growth rates do
not differ between districts with and without direct elections. The result is consis-
tent with scant evidence of differences in governance between the districts. Hence,
the paper suggests that the exact form of democracy not is crucial for economic
growth.

Explorative Analysis of Municipality-level Inequality in Late Nineteenth Cen-
tury Sweden

The third paper contributes to the Swedish development puzzle with one descrip-
tive piece of evidence. Although the Scandinavian countries today have low levels
of inequality compared to other countries, there is limited quantitative evidence to
support that inequality was comparatively low historically. Bengtsson et al. (2018)
show that wealth inequality in Sweden was lower than that in Great Britain and
France, but higher than in the US, in 1750 and 1800 (the few countries where data
exists). Wealth inequality increased relatively more in Sweden between 1850 and
1900, reaching the same levels as the other three countries in 1900. In contrast,



during the 20th century, income and wealth inequality decreases from around
1900 to the 1970s and 8os (Roine and Waldenstrom, 2008, 2009).

The paper constructs inequality measures for Swedish municipalities in 1871 and
1892. The paper compares how the top one percent income share has changed
within the municipalities between the two time points. The paper shows that in-
equality in the industrial sector increases in the median municipality, suggesting
an upward trend in the early stages of the Swedish industrialization process. In
contrast, it also demonstrates that inequality in the agricultural sector remains sta-
ble. The paper corroborates Bengtsson et al.’s (2018) finding, which supports the
notion of Sweden being unusually equal historically. It also complements Roine
and Waldenstrom’s (2008) analysis in suggesting an upward trend in income in-
equality before the turn of the 20th century.

One difficulty with cross-country datasets used in the current inequality literature
is the problem of isolating the effect of inequality in a credible way. Hopefully,
the constructed inequality measures can be used in further studies on the effect of
inequality on other municipality-level variables.
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Using Artificial Intelligence to
Recapture Norms: Did #Metoo
Change Gender Norms in

Sweden?

Abstract

Norms are challenging to define and measure, but this paper takes advantage of text data
and the recent development in machine learning to create an encompassing measure of
norms. An LSTM neural network is trained to detect gendered language. The network
functions as a tool to create a measure on how gender norms changes in relation to the
Metoo movement on Swedish Twitter. This paper shows that gender norms on average
are less salient half a year after the date of the first appearance of the hashtag #Metoo.
Previous literature suggests that gender norms change over generations, but the current
result suggests that norms can change in the short run.

Key Words: Gender norms, Metoo, Sweden, LSTM neural network
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1 Introduction

Norms are informal institutions thought to be passed down from parents to chil-
dren through generations. But when do the children stop following the ways of
their parents and start changing the norms? The Metoo movement might pro-
vide one such example, and maybe for the first time in history has such a popular
movement left an easily accessible trace as more and more private conversations
take place online on social media. This article contributes to institutional eco-
nomics, firstly, by providing a method for automatically detecting norms in text
data. Then, the article shows that Swedish Twitter reflects gender norms less in
the period after the Metoo event.

Previous research conceptualizes norms as long-run phenomena and authors present
evidence of gender norms being constant over generations (Williamson, 2000;
Bisin and Verdier, 2001; Ferndndez et al., 2004; Alesina et al., 2013; Nollenberger
etal., 2016). At the same time, gender norms seem to be important: gender norms
explain a part of the gender gap in mathematical test scores (Spencer et al., 1999;
Guiso et al., 2008; Fryer and Levitt, 2010; Pope and Sydnor, 2010; Nollenberger
et al., 2016) and indications exist of them also affecting the gender gap in the
propensity to negotiate (Bowles et al., 2007; Leibbrandt and List, 2014; Mazei
et al., 2015).! Gender norms are hard to measure, which limits the research field.
Bertrand et al. (2015) provide the most recent contribution to the measurement
of gender norms. They ingeniously measure the norm “a man should earn more
than the woman in a couple” directly from observational data. The usage of ob-
servational data overcomes social desirability bias: that participants in surveys or
experiments act according to what they think is acceptable behavior. Unfortu-
nately, the type of observational data they use only measures hard life choices,
such as educational decisions and marriages. One major contribution of this ar-
ticle is to use observational data while comprehensively measuring gender norms.
The comprehensive definition of gender norms includes the myriads of aspects
defining the gender roles women and men face in their everyday life. The other
major contribution of this article is to show that gender norms are less followed
in Swedish tweets in the wake of the Metoo event, which complement existing
studies by suggesting that gender norms can change in the short run.

1Some indication also exists of various personality traits, foremost agreeableness, being differ-
ently rewarded in the labor market depending on if it is a woman or man exhibiting it (Mueller and
Plug, 2006).
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Norms are informal institutions, and North defines institutions to be ‘the humanly
devised constraints that shape human interaction’ (1990, p. 3). Akerlof and Kran-
ton (2000) brought norms into the economic utility framework. In their identity
framework, people belong to different social categories with different prescriptions
for how they should behave. This paper postulates the following data generating
process: unobserved gender norms give rise to observed gendered language, i.e.
males and females are being depicted differently in texts. To obtain a tool for
automatically detecting gender norms, I censor Swedish tweets by replacing all in-
stances of the words /e and she with a blank spot (___) and train a neural network
algorithm to fill in the correct word. Neural networks are overarching machine
learning algorithms which allow analysts to do broad searches for good models.
They are state-of-the-art methods in natural language processing to translate be-
tween languages and capture the sentiment of a text. A person asked to fill in a
blank spot with /e or she would use previous knowledge of gender prescriptions to
make a good guess. Instead, with my data setup, the training yields a model defin-
ing the gender prescriptions as the average of Twitter users’ differential portrayals
of males and females in the training tweets.

The current method entails an objective definition of gender norms. One dimen-
sion of gendered language (he/she) is used to infer the rest of the dimensions. The
objective approach is important insofar that analysts can hold norms implicitly
affecting their choices regarding what they count as a sub-norm. Bolukbasi et al.
(2016) create an algorithm to remove unwanted gendered words in word vectors,
which necessitates that an analyst provides a list of unwanted words. Word vec-
tors are vector representation of words obtained through clustering, also used in
this paper. Wu (2018) finds that words related to physical appearance are high-
predictors for posts on the Economics Job Market Rumors forum and interprets
such words as indicating the presence of gender norms. She uses a penalized logis-
tic regression with the counts of words as the independent variables, which, again,
is a model-technical building block in this paper. The main difference between the
two other articles and this one is in the end goal: This article strives to encapsulate
norms into a model to be used as an evaluation tool on a new sample in a research

design.

I have downloaded all Swedish tweets from Twitters API; be and she are frequent
words and the total sample size of the he/she dataset is large at 2 million tweets.
Twitter data is written directly by people without an editor and norms are there-
fore more likely to be reflected in tweets than in, for example, newspapers. This
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paper contrasts an long short-term memory (LSTM) neural network algorithm
to a baseline Naive Bayes algorithm. The main difference between them is that
the neural network model has the ability to learn phrases, i.e. it takes word order
into account, whereas the Naive Bayes model does not. In the main version of
the models are highly-gendered words, such as mum and dad, censored to allow
for a more nuanced definition of gender norms. The models are trained on 800
000 he/she tweets. On a new set of 200 000 out-of-sample tweets, the neural net-
work model predicts 77 percent correct whereas the Naive Bayes model predicts
75 percent correct. Words related to sport are high predictors for males and words
related to personal relationships are high predictors for females. Then, this model
is used as a tool to measure the change in gender norms adherence in relation to
the Metoo movement.

The Metoo movement started when an American actress asked other women to
report misogynistic behavior. The hashtag peaked on Swedish Twitter on 17th of
October 2017 and did not exist before that. The Metoo event provides a good
context for evaluating if gender norms change rapidly, the exact date for its oc-
currence is exogenous while it spurred a collective response in the Swedish society.
The movement lead to women sharing their experience of sexual harassment and
it is likely that it leads to a norm shift towards more awareness and less acceptance
of the sexualization of women. The movement also spurred an intensive public de-
bate on gender issues and the norm shift may equally well include less acceptance
towards stereotyping the genders in general. The current encompassing measure
capture the possible norm shift. The model is used to investigate how much gender
norms are followed by measuring its predictive accuracy, i.e. how often it predicts
the correct word /e or she in the blank spot in tweets. For example, let us assume
that the model has encoded “struggle”, “math” and “homework” as following a
female gender stereotype and, before the event, tweets such as “my daughter she
struggles with her math homework” are prevalent, then the model has high pre-
dictive accuracy indicating that gender norms are followed. If after Metoo many
daughters are called “competing for good grades” instead and this is encoded as
indicating a male gender stereotype, the model would detect the change by a de-
crease in its predictive accuracy.

The research design uses an additional 1 million out-of-sample he/she tweets from
May 2017 to May 2018, data from five months leading up to the event to six months
after, to evaluate the Metoo movement. The model is trained on data one year
before, from May 2016 to May 2017, which defined gender norms to the average of
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this time period. Tweets that contain the hashtag #Metoo and correlated hashtags
are filtered out to avoid capturing the effect of a more intensive gender debate. The
Metoo movement is colinear with time and the measured effect always runs the
risk of being driven by a third factor. To decrease such possibilities, the research
design is such that the 200 000 out-of-samples tweets mentioned before (used to
test model performance) match the year before and can be used as a comparison
group. In my preferred specification, those tweets allow controlling flexibly for
time trends by time fixed effects. The tweets include user identification numbers
which allow for user fixed effects on the 35 000 users that tweets at least once
on cither side of the Metoo event as a robustness check. Before the Metoo event
gender norms are on average more followed in tweets than the year before, but after
the Metoo event my preferred estimate shows that norms on average are followed
1.9 percent less over the sample mean. The gender norms followed before the event
on Swedish Twitter would be erased by 18 Metoo movements. The comparison is
not normative since the data-driven definition of gender norms does not include
judgment.

Swedish Twitter users are younger and slightly more male than the general popu-
lation (ISS, 2016) rendering the norms and the effect on this demographic to be
estimated. At the same time, younger persons are likely to have got a stronger
experience of the Metoo event as it was largely an online movement. The result
should be interpreted in the broader context of changing norms in the short run.
The Metoo movement is an example of the newer kind of popular movement
spread via social media, a form of bottom-up revolution. The current result of
changes in the following of gender norms, therefore, points to online mass popu-
lation movements affecting an overall norm in the short run. For the women and
men participating in such movements, it is important to see that they do bring
change.

The rest of the paper is organized as follows: Section 2 reviews articles investigating
gender norms. Section 3 presents the proposed method for measuring norms and
discusses how it differs compared to previous measures. Section 4 presents the
data. Section s illustrates the neural network model, whereas Appendix A presents
model selections and specifications in closer detail. Section 6 presents the model
results. Section 7 describes the Metoo event in Sweden and Section 8 the research
design behind the evaluation of the Metoo event. Section 9 presents the results on
how Metoo have impacted gender norms and section 10 concludes.
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2 Previous Literature

Norms are informal institutions. North define institutions to be ‘the humanly
devised constraints that shape human interaction’ (1990, p. 3). Norms are infor-
mal since other people punish a person for breaking them, rather than a formal
third-party, such as the police. In Akerlof and Kranton (2000)’s identity frame-
work people belong to different social categories defined by prescriptions for how
they should behave. Breaking the prescriptions affect one’s own and other’s utility,
essentially imposing an externality, leading to people being punished for following
a specific identity.

Norms are generally thought to be changing slowly, over the course of centuries
or millennia (Williamson, 2000). Bisin and Verdier (2001) formalize theoreti-
cally how parents and the surrounding environment transmit norms to children.
Alesina et al. (2013) show that gender roles transmit over long time periods; immi-
grant children of parents from societies in which the plow historically was used (a
proxy for a norm of males working outside the household) think that a woman’s
place is in the household to a greater extent. Ferndndez et al. (2004) provide ev-
idence of gender attitudes transferring within families; the wives of men whose
mothers had been working during WW2 are more likely to participate in the
American labor force.? At the same time, norms can change quickly by external
shocks. Fortin (2015) shows how the evolution of gender norms and female labor
force participation co-varies over time. She argues that the AIDS scare changed
gender norm attitudes, explaining parts of the slow-down of the increasing trend
in female labor force participation from the mid-1990s in the US. Goldin (2006)
argues that young women in the 1960s anticipated a life in the labor market giving
rise to a “revolutionary phase” observed in a multitude of variables from the late
1970s in the US. In this article, the newer method and the exogenous Metoo event
makes it possible to investigate if gender norms can change in a shorter time span.

In the last twenty years, norms have been recognized as important in explaining
economic phenomena, but the lack of available data on norms most likely ham-
pers the research field in Economics. To my knowledge, Bertrand et al. (2015) is
the first paper which investigates a gender norm directly from observational data.
More specifically, they investigate how the norm “a man should earn more than his
wife” affects a multitude of variables such as sorting into couples and labor mar-

?Nollenberger et al. (2016) corroborates transfers of attitudes within families.
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ket participation. Strikingly, they show that the gender gap in non-market work
increases with a rising share of female family income. Also, Wu (2018) uses ob-
servational data, in this case, blog posts from the Economics Job Market Rumors
forum. She finds that words related to physical appearance frequently appear in
posts related to females. A need for more observational data on norms, in general,
exists to further the field. Observational data overcome social desirability bias, i.e.
participants in a survey or an experiment change their answer or behavior due to
being surveyed. In addition, it is difficult to obtain survey data. The lower half of
Table 1 lists the two papers pertaining to gender norms reviewed which measure
gender norms directly from surveys.

Many papers are reactionary in their research design; researchers try to disprove
that various observed differences between men and women are due to biology.
One observed difference between men and women is the gender gap in mathe-
matical test scores, where boys usually achieve higher grades. The gap varies over
states/countries and is positively correlated with measures of gender inequality
(Guiso et al., 2008; Fryer and Levitt, 2010; Pope and Sydnor, 2010). Biologi-
cal differences are unlikely to vary over states/countries and the pattern points to
the importance of gender norms. Nollenberger et al. (2016) show that the gen-
der gap decreases in second-generation immigrant children if their parents’ source
country is more gender equal. Their research design rules out possible confound-
ing state/country factors, thereby strengthening the interpretation. Alike research
designs are inventive, but the outcome variable becomes the gender dimension
investigated, for instance, mathematical test scores, which unfortunately is quite
limited in scope.
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3 Presentation of My Method and How It Compares to Pre-
vious Measures of Norms

This paper assumes the following the data generating process: There exists an un-
observed gender norm (or at least it is hard to quantify what it consists of and
how strong it is) giving rise to observed gendered language. Gendered language is
that people write differently depending on if they depict a male or female. As an
illustrative example, a nurse of female sex would be referred to as a nurse, whereas
a nurse of male sex would be referred to as a male nurse. The method used in
this paper consists of training a model to detect gendered language. Table 2 illus-
trates it: The model learns to put in the correct word, be or she, in tweets where
blank spots have replaced those two words. A binary he/she variable, made up
of the correct words, is used as a dependent variable to infer gendered language.
The independent variables are the sequence of all words in the training dataset
vocabulary, including the blank spot.

A person that would guess if the tweets in Table 2 should be filled with /e or she
would use previous knowledge of gender prescriptions to make a good guess. The
model does the same but uses previous knowledge from all the tweets it has been
trained on. More specifically, the model learns the average of how Twitter users
choose to depict women and men in separate ways in the training data. It learns
to separate because the training setup renders the model to be discriminatory. For
instance, it can only use words and phrases describing /e more than she to predict
to the he class. Targue this is equivalent to learning a definition of gender prescrip-
tions. If there were no gender norms, the Twitter users would not systematically
choose to portray females and males in specific ways, and the model would not
learn any words and phrases that help it in predicting /e and she. The stronger the
gender norms, the more differential depictions of the genders exists in tweets, and
the easier it is for the model to learn words and phrases that predict the genders.
Thus, this paper defines the gender norms to be a set of boundaries of different
intensity that defines “being a woman” and “being a man”, which follows North’s
and Akerlof and Kranton’s definitions (1990; 2000). For example, in the tweets,
women are overrepresented as pictured to be involved in personal relations, such
as being friends and colleagues, and the model learns that this defines “being a
woman”. The interpretation becomes that the social punishment for not being
involved in such personal relations is higher for a woman than a man.
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Table 2: Examples of Input Tweets

Tweets Predicted Class
English

>>... Don't know which reality ___ lives in. *Smiling Face With Open She
Mouth and Cold Sweat Emoji*

<user> I dont like Pippi either. Hate how ___ always buys <female She
friends/male friends> and all prudence.

<user> <user> Swedish nazi brags about that ___ has killed in Ukraine He
white Europe is a common utopia among SD:s ... <url>

What was it ___ was called at FIFA? Infantilo ? He
Swedish

>>... Vet inte vilken verklighet __ lever i. *Smiling Face With Open Hon
Mouth and Cold Sweat Emoji*

<user> jag gillar inte heller Pippi. Avskyr hur __ stindigt koper sina Hon
<vininnor/ vinner> och all priktighet.

<user> <user> Svensk nazist skryter om att ___ har dédat i Ukraina vitt Han
Europa ir en utopi vanliga SD:are ... <url>

Vad var det ___ hette p& FIFA? Infantilo ? Han

Note: The dependent variable, if she or be should be placed in the blank spot, is binary. The
model uses the sequence of words, the fill-in-the-blank tweet, to predict which class, he or
she, it belongs to. In the table, the predicted class is equivalent to the true class. Words are
masked both due to protect privacy and to reduce noise, e.g. <user> and <url>. Other words
are masked to take away an “obvious” gender dimension. For example, there exists a female
and a male version of the word friends in Swedish, female friends (vinninor) and male friends
(vinner). The masking is illustrated by <female friend/ male friend> being considered a word
instead of the original two. The translation from Swedish is made by the author.

Persons can on a qualitative basis observe the gender norms, but quantifying their
changes is more difficult. A model capturing a definition of gender norms can be
used to measure change over different samples, both by investigating sequences of
words used and the overall predictive accuracy. This paper uses predictive accu-
racy, i.e. how many he and she tweets the model predicts correct, to measure if
a new sample of tweets reflects the already-defined norms. The measure reflects
the extent to which third-party persons will experience the past gender norms by
reading the new tweets. Another possible interpretation of the measure is that it
reflects the average following of the past gender norms by the users posting the
new tweets. If a user chooses not to tweet due to a change in the following of the
past norms, the missing tweet does contribute to the norm change by its absence,
i.e. nobody experiences the tweet. According to North (1990), the humanly de-
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vised constraints (the norms) are shaped by human interaction (the posting and
the reading of tweets). In sum, the measure indicates a change of norms.

The proposed method will yield a much more encompassing definition of norms
than previously employed. It uses all the myriads of aspects that Twitter users
choose to write to depict the genders in separate ways to create the definition.
With the proposed method, the analyst only selects one group feature to infer
the rest whereas with surveys, experiments or research designs, the researcher de-
cides which sub-norm to investigate. I expect the data-driven method to take into
account male gender roles to a much larger extent than what has previously been
done in research. For example, by using surveys, researchers ask respondents ques-
tions about how they feel about women working in the labor market, but usually
do not ask questions about males taking a larger responsibility for working in the
household (see Appendix Table B.1). Also, the proposed method will yield an ob-
jective definition of gender norms. An alternative way of quantifying gendered
language would be to let persons mark tweets as gendered. Using such training
data would teach the model to capture an average of the marking persons” gender
stereotypes. Since persons might hold norms subconsciously, the marking might
be biased. The current method not only allows for the use of text data, but it
also lets the data decide what the norm consists of, yielding an encompassing and
objective definition.

4 Data

I have downloaded 100 million tweets marked with being in Swedish from May
2016 until May 2018 from Twitter’s API. Twitter data is published directly by peo-
ple without an editor. Since people write messages to each other that is more
closely related to how they speak in real life, it is more likely that tweets capture
gender norms than, for example, books and news articles. The data used do not
include retweeted tweets. The main dataset consists of tweets which include the
words be (han) or she (hon). I replace the true word indicating gender (be, she)
with a placeholder and the true word becomes a variable in the dataset. It is am-
bivalent which gender tweets containing both /e and she is about. Such tweets are
not included in the dataset as they only constitute 0.7 percent of tweets containing
any of the two words. Twitter users are anonymous for all practical purposes; for
example, there is no information on if it is a man or a woman who writes a specific
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tweet.3

Table 3: Sets and sample sizes

Count of tweets

Set Function Time . No #metoo
Original ~ 10-25 words
and related
Training Estimate parameters ~ Year 1 984337 676 466
Validation =~ Model selection Year 1 246 085 169 184
Test Evaluate model Year 1 307 606 211 242 203 691
Evaluation ~ Evaluate model Year 2 1396 705 1017 414 989 028

From the he/she tweets, several subsets are formed. I create two main sets; Year
1 at 1.5 million tweets spanning 2016-05-13 to 2017-04-30 and Year 2 at 1.4 mil-
lion tweets spanning 2017-05-01 to 2018-04-30. The Metoo event takes place in
the middle of Year 2. Table 3 displays the sets, their functions and their sample
sizes. The he/she tweets of Year 1 are further subdivided into a training, validation
and test set according to a random 64-16-20 percent split. The subdivision to a
training, validation and test set is standard in the machine learning paradigm. The
training set is used to estimate parameters. The validation set is used for model
selection, i.e. to estimate hyperparameters. The test set is reserved for evaluating
the chosen model on unseen data. The tweets of Year 2 is also a test set in the
machine learning sense, but as it performs a separate function in the evaluation
of the Metoo movement, I make it distinct and call it the evaluation set. Because
tweets with very different word counts are difficult to handle in the same model,
the sets are subsampled only to contain tweets that include 10-25 words. The re-
moval cuts the sample sizes to about 70 percent of the original. An alternative
would be to train various submodels, but as the main goal is to capture gendered
language, the current solution is deemed sufficient. An additional reason for the
sample cut is that tweets with a word count below 10 contain little information
to predict on. The models are trained and validated on 845 0oo tweets and tested
on 211 000 tweets. The tweets of Year 2, the evaluation set, is used to evaluate
the Metoo movement by measuring the change in gender norms vis-a-vis the test
set of Year 1. The two sets are subsampled to only include tweets which do not

¥The name chosen by a Twitter user is given in the data and might indicate the gender of the
user. However, since there is no easy way of judging the measurement error by approximating the
user’s gender from the Twitter name I refrain from using the information. In general, see Steinert-
Threlkeld (2018, pp. 83-84) for a discussion on common background variables that does not exist
on Twitter users.
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have a hashtag associated with the metoo hashtag and by removing missing dates.*
The final sample size for assessing the effect of the Metoo movement is 1.2 million
tweets.

A model will learn that names, such as Erik and Anna, refer to males and females. A
definition of gender norms is not nuanced if the model simply learns such names.
Thus, in the main version of the model, all first names are censored. The name list
is retrieved from Statistics Sweden (Statistics Sweden, 2016a,b). It contains all first
names used by any Swedish residence and the number of female and male name

holders.

s Model Specification

An LSTM neural network model is presented in this section as it outperforms
other models, as shown in Appendix A. The appendix presents the model spec-
ifications and selection in much greater detail with the terminology used in the
neural network literature.

5.1 Overview of machine learning concepts

Machine learning techniques have recently found increasing applications in eco-
nomics (see Mullainathan and Spiess, 2017, pp. 99-103, for an overview). The
methods are characterized by the functional form being learned from the data.
Although papers within economics use machine learning methods, papers in the
finance literature have mostly adopted neural networks. A neural network is not
a model, it is an algorithm in the sense that the analyst sets up limits and a good
model is searched for within those.> Neural networks are universal function ap-
proximators (Hornik, 1991). Theoretically, they can approximate any functional
form and therefore the algorithm can find any model. The result is based on the
network searching in such broad limits that it is computationally infeasible and,
in practice, the analyst creates boundaries within which the network chooses the

“Due to downloading issues data are partly missing for 22 dates from Year 1 and 44 dates for
Year 2 as displayed in Appendix Table B.1.

"However, the convention of referring to neural networks as models seems established and
consequently I refer to neural networks as models in this paper.
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best fit. In general, networks are used for high-dimensional data and designed to
contain many other types of machine learning algorithms.

A common task is to predict Y from the data, D = [Y, X]. More precisely, the
analyst forms an error function (loss, objective, cost function):

E = —P(}/’LaFc(leAagaB)) (I)

where P() is a performance measure of the model as a function of the dependent
variable Y and the candidate model F,(X;, A, ), B). The error function (1) be-
hind a neural network can include many different specifications of P and Fp(),
i.e. networks can be differently designed. I introduce the concept of having a
candidate model, F;(), to be able to compare machine learning versus more stan-
dard statistical approaches. The reason for calling it a candidate model is that the
specification also includes regularization, €2, various features existing to penalize
overfitting (overtraining/ model complexity), and adherent hyperparameters, A,
that guide model selection. The candidate model is not akin to the model obtained
by training the network. The functional form of the obtained model is learned by
splitting the original data into two parts: a validation set used for model selection
and a training set used for estimating model parameters. By choosing the A hy-
perparameters that give the lowest error in eq. (1) on the validation set, a model
is selected that is not overfitted, i.e. which has good generalization performance.
The model parameters, B, are estimated on the training set for each hyperparam-
eter combination. By estimating hyperparameters on a new sample, the valida-
tion set, new error terms are drawn, and data not used to estimate its parameters
evaluates the candidate model.® In the more standard statistical framework the
training-validation set split is absent, and the data analyst proposes a candidate
model Fi.().” Residuals from the same data approximate the error terms. On a

¢In the above framework, the lasso regression seems to be most commonly used in eco-
nomics and is therefore exemplified. For the general error function in eq. (1) to be equivalent
to a lasso regression the analyst selects the performance measure to be the mean square error,
P = Zizl(Yi — Fo(X:, A, 9, B))?. Also, the analyst decides that the candidate model is
Fo(Xi,A,Q,B) = X b+a Z;zl | br |- Thus, the analyst decides to investigate the set of
linear functions (first part) and to regularize the model by shrinking large coefficients with the Lz
norm (second part).

7The major exception is in time series analysis when the forecast error on out-of-sample data de-
cides model selection, which is equivalent to minimizing the performance measure on the validation
dataset.

30



conceptual level, in a more standard statistics framework, the analysts are more in-
volved in the algorithmic process of finding a good model (especially if an analyst
tests a model proposed by another on new data) whereas, in machine learning, an
automated algorithm performs more of the task.

Verification of the model is achieved by evaluating the learned model on unseen
data, a test set, separate from the training and validation set mentioned previously.
Machine learning methods generally and neural networks specifically are “black
box” approaches. “The black box™ exists since networks are designed to handle
high-dimensional problems and consequently it is hard for the analyst to interpret
the parameters of the learned model. Neural networks tend to be used to solve
predictive tasks; they are congruent with inference on the model level.

5.2 Model specification

The LSTM neural network model specifies as follows:

1
P = ZKIOgFC(XZaAaQ’B)+(1 _Yl)log(l _FC(XhAaQ’B))

n=1

where Y; is a binary indicator on if /e or she is written in the blank spot in tweet
i. The performance measure P is the cross-entropy error. P is in itself equivalent
to optimizing the log-likelihood function behind a Logit model. The candidate
model F.(X;, A, 2, B) is a large parametric model which will search a large scope
of possible functional forms to learn:

M
FC(Xi7 A> Qa BZ) — fO(Z b'(r)nfh(hm,t:T) + Ch)
m=1

Fulz) = { z  ifz>1

o ifz<1
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Regularization in the designed network enters by the hyperparameter the number
of hidden nodes (M), which decides the number of b), coeflicients and Ay, y—7-
processes. The number of hidden nodes generally guides how large a neural net-
work model should be and thus, how well the model can fit the data.® The candi-
date model is a panel-data model as each h,,, ;—7-process is specified by:

Bt = tanh (e ¢)o (24 B + Byt 1 B2 + %)
Cmt :cm7t_1a(:vt7iB,fll + hmvt_leq? + czﬁb) + tanh(a:t,iBfﬁ—i—

huni—1Bry + €,)0 (20,3 Bhy + hn -1 Bh: + chy)

The presentation of the specification is brief, the above equation is a short form
of an LSTM node which is explained in Appendix A, subsection (3) LSTM. The
main takeaway message of the current presentation is that the candidate model is
a large parametric model which will be reduced during training.

The inputs @y ;, representing the z:th word in the i:th tweet, to the network are
word vectors. The usage of word vectors is today common within natural language
processing. The word vectors are parameters to the network which are already
specified, 2¢; = d;;B". Dummy-variable encoded vectors, d; get reduced by
the B" matrix to word vectors ;. Each word vector is a k-dimensional vector
representing one word and each word vector element is a parameter “looked up”
in the B" matrix.

5.3 Word vectors

I choose to train my own word vectors by the Skip-Gram method of Mikolov
et al. (2013). Available Swedish word vectors are based on Wikipedia text and as
the type of language used differs a lot to Twitter, using my own encoded vectors
likely enhances the performance of the model.

8Regularization enters in three ways but only one is explicitly shown in the specification. The
other two hyperparameters are the following: The second hyperparameter is training time because
the error function is numerically optimized by updating the candidate model with a number of
randomly selected observations at each round (stochastic gradient descent). The third hyperparam-
eter is the percentage of by, :s present for each individual update, which pertains to a computational
efficient model averaging technique (dropout).
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Figure 1: Example of dummy variable representation (left) and word vector representation (right)

An intuitive explanation of the dimensionality reduction performed in the first
part of the model, going from dummy-variable encoded vectors to word vectors,
follows. Words are usually thought of as dummy variables, but it might not be
a good representation. Let us take cow, women, and bull as an example. Formu-
lated as being three dummy variables would mean that they are orthogonal to each
other, as visualized to the left in Figure 1. This is clearly not the case as cow and
women are both of female gender and they have some relation that is not captured
with a dummy variable encoding. Words can be encoded into many different
vector spaces without any inherent truth about whether it provides a good repre-
sentation or not. One example of such a vector space is the right one in Figure
1, which illustrates the encoding of words to word vectors developed by Mikolov
et al. (2013). Such word vectors have good properties, for example, it is possible
to perform vector algebra on them and get sensible results, which is illustrated in
the figure.” When using the pre-trained word vectors, this paper uses a represen-
tation, again with no inherent truth of whether or not it is good. If it is a good
representation or not is judged by how good the obtained model is at predicting
on the test set.

In a related paper, Bolukbasi et al. (2016) classify certain words as gendered in an
unwanted way and show that this dimension exists in the word vectors trained on
English Google News. They provide an algorithm to remove the unwanted gender
dimension in the word vectors for usage in different downstream applications.
Bolukbasi et al. (2016) find that one dimension is sufficient to detect unwanted
gendered words in the word vector space. If this pattern generalizes to gendered
words in general, it suggests that a weighted sum of word vector elements would

“Various papers exist evaluating the properties of word vectors. For example, Arora et al. (2016)
investigate polysemous words, words where the letters are the same but where the meaning differs
and find that they are placed in the center of their respective meanings.
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be a good representation for the gendered-words intensity of a sentence. Appendix
A shows that performance increases with the non-linear LSTM model, showing
that additional predictability over a weighted sum exists for the present case. The
main difference between the papers is that this paper detects gendered language in
sentences, instead of removing predefined unwanted gendered words from word
vectors.

s.4 Masking of words

A model will use words such as boy - girl and Anna - Erik to predict if a tweet is
about a man or woman. One could argue that a good definition of gender norms
ought to be more nuanced than capturing such “too obvious” gender-colored lan-
guage. Thus, this paper also trains the models on masked data where “too obvious”
gendered colored words are censored. As an example, in the masked data, the fic-
tive word boygirl replaces the original words boy and girl. Both raw/unmasked
and masked versions are trained, but when evaluating the Metoo movement, the
masked version is used. The masked version of the main model uses three percent
fewer words than the unmasked version.

The words used for masking divides into three groups; pairs of male-female words,
family names of famous persons and first names. I have selected words to mask in
the following way: Firstly, I selected pairs of male-female words (boy - gir/) from
lists of high predicting words from the Neural Network or Naive Bayes model. I
extended the list with the words’ respective neighbors according to the pre-trained
word vectors (boys - girls, the boy - the girl). 1 deemed some high predicting words
to be impossible to map, such as witch and tinder dude, and such words are not
masked. Secondly, I selected the family names of famous persons from the same
lists. Lastly, I selected all Swedish residents’ first names, except of names that also
is another word in Swedish (kalla, du) or English (star, honey), from the name list
obtained from Statistic Sweden.'® For the two latter groups, the fictive word fam-
ilyname and firstname replaces all names. See the table “Words used for masking”
in the online appendix for the lists.

19For additional details please see Appendix A.
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6 Model Result

Table 4 evaluates the models on the test set of Year 1. Initial model selection in
Appendix A shows that the best-performing model is a one-layer neural network
LSTM model. The table presents it alongside a Naive Bayes model, which func-
tions as a baseline. The Naive Bayes model is a well-established model for similar
tasks (Hastie et al., 2009, pp. 210-211). The main difference between them is that
the neural network model takes into account the sequencing of words, i.e. can
learn phrases, whereas the Naive Bayes model does not. The first row of Table 4
presents the chosen performance metric, ROC AUC scores. A ROC AUC score
of 0.5 means that the model has no predictive power: the model cannot separate
the genders in the text. A score of 1 means that the model has perfect predictive
power: the model can completely separate the genders. The first two columns
present model results for the Neural Network and Naive Bayes models that are
trained and evaluated on the raw/ unmasked data. Those two models use words
such as mum and dad to capture gendered language. Since this might not be in
line with the type of gendered language one wants to capture, the last two columns
of the table present the masked versions of the models. In the masked data, fictive
words such as mumdad replace gendered words such as mum and dad. Inspection
of the ROC AUC scores in Table 4 shows that the Neural Network model always
is better at predicting than the Naive Bayes model. The Neural Network model
is an overarching model type — the Naive Bayes model is a submodel of it. The
differences between them are small, 0.039 and 0.026 ROC AUC score points for
the unmasked and masked version, respectively. The Neural Network model al-
lows for the use of sequential information, namely, that one word comes before
another, and the result indicates this is not very useful in predicting the he/she
variable. The Naive Bayes model only uses the relative frequency of words in each
class to predict. The result shows that genders to a large extent can be discerned
in a text by the words they are bundled with. The table also shows, as expected,
that the scores decrease in the masked versions of the models. The masked version
of the Neural Network model has a ROC AUC score of 0.76, showing that the
genders indeed still can be separated.
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Table 4: Model Evaluation on Test Set

Unmasked Masked
Neural Network — Naive Bayes Neural Network  Naive Bayes

ROC AUC 0.8496 0.8107 0.7629 0.7372
Unbalanced Sample

Accuracy 0.8242 0.8058 0.7748 0.7522
Sensitivity 0.4020 0.401§ 0.2133 0.3708
Specificity 0.9656 0.9412 0.9629 0.8799
Balanced Sample

Accuracy 0.7529 0.7224 0.6850 0.6619
Sensitivity 0.7976 0.7308 0.7459 0.6777
Specificity 0.7091 0.7142 0.6255 0.6464

Note: ROC AUC: a threshold-independent performance measure ranging from o.5 (model
classify as good as random) to 1 (model perfectly classify). Accuracy: correctly predicted tweets
over total tweets. Sensitivity: correctly predicted she tweets over total she tweets. Specificity:
correctly predicted he tweets over total he tweets.

Table 4 further illustrates the main result by measuring accuracy, sensitivity, and
specificity. Accuracy is how many tweets the model correctly classifies. Sensitivity
and specificity investigate how good the model is in either class. Sensitivity is how
many she tweets the model classifies correct over total she tweets. Specificity is how
many he tweets the model classifies correct over total he tweets. The unbalanced
sample panel presents that the masked version of the Neural Network model has an
accuracy of 77 percent as opposed to the Naive Bayes model that has an accuracy
of 75 percent. Also, it shows that the sensitivity of the Neural Network model
is 21 percent and the specificity is 96 percent. In other words, of the total she
tweets, it classifies 21 percent correctly to the she class and, of the total he tweets,
it classifies 96 percent correctly to the he class. The fact that the masked neural
network model mainly uses the simple rule of classifying to the he class is due to
having imbalanced classes while deciding to optimize accuracy. There are around
three times more he tweets than she tweets and by optimizing accuracy, the model
takes into account that the best guess for any tweet is that it belongs to the he
class. The class imbalance is large in magnitude — out of 100 tweets, 74.6 contains
he and 25.4 contains she. The class imbalance does not seem to be specific to
Swedish tweets. The she class ranges from 23 percent on Wikipedia to 43 percent on
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popular Swedish blogs.!! Similar levels of class imbalance exist in the large corpus
of scanned English books available at Google’s Ngram Viewer (Google’s Ngram
Viewer). The class imbalance is not a reflection of gender norms according to my
definition of it as a set of soft boundaries defining a female and male identity. I
interpret the class imbalance as males being talked about to a larger extent than
females are. I choose to optimize accuracy because I want to capture the gender
norms through a continuous gendered language variable while taking into account
that the bulk of tweets is about men. The class imbalance is by itself a result which
should not be understated. Later on in the paper, the masked version of the Neural
Network model, for which accuracy is optimized, evaluates the Metoo event.

The choice of optimizing accuracy withstanding, it is not a convenient standpoint
for illustrating the performance of the model. Table 4, the balanced sample panel,
illustrates that the model captures the gendered language, and does not simply
predict all tweets to belong to the he class. The balanced sample panel shows
results on a balanced sample for the choice of maximizing the predictive power of
the model in either class. The balanced sample is created by randomly throwing
away excess he tweets from the test set until an equal count of he and she tweets
exist. The model is trained with a binary variable representing /e and she, but
I consider gendered language be a continuous variable ranging from o (male) to
1 (female). The training against the he/she variable is a method to capture the
underlying unobserved continuous gendered language variable. The output of the
model is a probability distribution since the last stage of the model is specified
as a logistic function (just as for a Logit model). To classify into either class, a
specific threshold value is specified at the probability distribution. The ROC AUC
score is the preferred performance metric since it is independent of any threshold
chosen. In the preceding section was the threshold chosen to optimize accuracy,
but the threshold can be chosen in many different ways. The balance sample panel
presents results from a threshold optimized for making the model being equally
good at predicting to the two class. Table 4 presents that the masked version of
the Neural Network model now has an accuracy of 68 percent. At the same time,
sensitivity is at 75 percent and specificity at 62 percent. In other words, when

"For examples of Swedish text sources and the class imbalance found in them see Appendix
Table B.2. The class imbalance in the Swedish tweets is not due to females being mentioned in a
passive sense; inclusion of the words Aim (honom) and /er (henne) in the two classes only increase
the she class by 0.7 percentage points. It is not the case that most Twitter users are males that talk
about other males as the likelihood of a random Twitter user being male is 56 - 58 percent (ISS,
2016).
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making a fictive reality where tweets are as much about women as men, the model
predicts she tweets correctly 75 percent of the time.

Table s illustrates which words that the masked Neural Network model uses to
predict. The model uses sentences as input and not words in isolation, which is
hard to visualize in a table. To easier illustrate what the model does, the median
predicted probability ranks the words, termed Word Color (WC) by me since
each word “gets colored” by the prediction for the tweets to which it belongs. The
higher the WC, the more often the word is used in a tweet classified to the she class.
The method is conceptually equivalent to evaluating a Logit model on the sample
mean, except that I strive to preserve the ordering of words taken into account by
the model by using the median of the predicted probability.’? The table displays
the most frequent words over the predicted probability distribution. For example,
the masked word grandfathergandmother (morfarmormor) has a word color of 0.77,
meaning that the word is found in tweets predicted to belong to the she class. Table
s displays that words related to sport are found in tweets predicted to be about a
male. Words related to personal relations are found in tweets predicted to be about
a female, even though the words are masked.!® 14

12Another way of understanding what a neural network model does is to train a generative
network or include an attention mechanism in the network. However, a generative network will
still yield chosen examples of what it found, for example, the “mean” sentence of a tweet containing
the word he. An attention mechanism would only illustrate how the network predicts individual
tweets. Thus, at present, I refrain from making such extensions.

13The outmost left tail in Table 5, where we find credit, free and casino, is due to very few words
having a median predicted probability (WC) close to one. The table also displays the word the lady
(tanten). One could argue that this word should have been masked just as the ladies (tanter), lady
(tant) and neighborhood lady (granntanter) are (seen in the table of words used for masking in the
online appendix). That only one word on the list in Table 5 denotes a gendered subject shows that
most relevant words indeed are masked.

14One might want to control which words are relatively more used in either class by evaluating
on the balanced sample, as opposed to absolutely used in the unbalanced sample. Appendix Table
B.3 replicates the same exercise on a balanced sample and shows that the pattern of sports versus
personal relations still holds.

38



Table 5: Frequent words over the predicted probability distribution for the masked model

wWC English Swedish
0.01 contract kontrake
0.02 united united
0.03 games matcher
0.03 player spelare
0.04 club klubb
0.05 the season sisongen
0.06 goal maél
0.07 the game matchen
0.08 game match
0.09 play spela
0.10 the ball bollen
0.11 team lag

0.13 played spelade
0.14 football fotboll
0.15 penalty straff
0.16 field plan
0.18 ready klar

0.18 play spelar
0.18 miss missar
0.20 em em

0.21 europe europa
0.23 the chance chansen
0.23 worse saimre
0.25 president president
0.25 <familyname> <familyname>
0.27 short kort
0.27 leave limnar
0.27 last forra
0.28 score poing
0.30 bad dalig
0.32 smallest minst
0.32 latest senaste
0.34 manage lyckas
0.34 still there kvar
0.35 before fore

0.35 against mot
0.37 were varit
0.39 good bra

0.40 fuck fan

0.40 in in

0.43 like ju

Continued on next page
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Table 5 — Continued from previous page

wWC English Swedish

0.43 come kommer

0.44 in i

0.44 had hade

0.44

0.45 <user> <user>

0.46 S s

0.47 _ _

0.48 are ar

0.48 at att

0.50 <hashtag> <hashtag>

0.51 and och

0.52

0.53 1 jag

0.54 <url> <url>

0.55 you dig

0.57 love ilskar

0.58 me mig

0.59 my mitt

0.59 <boygirl> <killegjejkillle>
0.61 my mina

0.62 *heart eyes* *heart eyes*
0.63 children barn

0.63

0.64 *heart* *heart*

0.66 <womenmen> <kvinnormin>
0.66 <thedaughtertheson> <dotternsonen>
0.66 my min

0.67 <brothersister> <brorsyster>
0.69 <sondaugther> <dotterson>
0.71 friend <vininnavin>
0.72 <mum’sdad’s> <mammaspappas>
0.72 <grandfathergrandmother> <farfarfarmor>
0.74 beautiful vacker

0.75 <mumdad> <mammapappa>
0.76 fi

0.77 <thewomenthemen> <kvinnornaminnen>
0.77 <grandfathergrandmother> <morfarmormor>
0.78 pink rosa

0.80 yearly driga

0.81 makeup smink

0.81 nails naglar

0.82 hagen hagen

0.82 the cookie kakan

Continued on next page
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Table 5 — Continued from previous page

WwWC English Swedish
0.82 pippi pippi
0.86 noora noora
0.87 book book
0.87 thatcher thatcher
0.88 raped véldtagen
0.90 zara zara

0.90 dress klinning
0.91 pregnant gravid
0.92 veil slja

0.94 the lady tanten
0.94 <hishers> <hanshennes>
1.00 life lyft

1.00 credit credit
1.00 free free

1.00 casino casino
1.00 code code

Note: The most “male” word with a WC of close to zero is at the top of the table
and the most “female” word with a WC close to one is at the bottom of the table.
The table is generated in the following way: The median predicted probability
for each word is calculated from the predicted probability of each tweet, named
Word Color (WC). The WC of all words is binned into 20 groups and for each
quantile is the 5 most frequent words displayed. The table is generated on the
test set and evaluated by the masked neural network model. The translation
from Swedish is made by the author.

7 The Metoo Movement in Sweden

The Metoo movement started in the US and quickly spread to Sweden. On the
morning of the 17th October 2017, people started to share and read the metoo post
on social media:

#MeToo.

If all the women who have been sexually harassed or assaulted wrote
"Me t00.” as a status, we might give people a sense of the magnitude

of the problem.
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During the following hours, people shared more and more metoo posts. Figure
2 displays the Metoo movement on Swedish Twitter. On the 17th of October
2017, 0.63 percent of all Swedish non-retweeted tweets contains the hashtag.!®
The hashtag peaks the 22nd of October at 0.65 percent of all tweets. As displayed
in the figure, there is virtually no appearances of the hashtag before the 16th of
October 2017. Specifically, there is a total of 10 appearances of the hashtag for the
five months before the Metoo event. This paper argues that the Metoo event’s exact
date of occurrence, the 17th of October, is exogenous in regards to the following of
gender norms. The Metoo movement continued in the subsequent weeks after the
initial event in Sweden with women in different sectors of the Swedish economy
collecting their experiences at the workplace under different hashtags.’® Figure 2
also shows a leveling out. For the last included month, April 2018, on average,
0.028 percent of all tweets contain the hashtag.
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Note: The “metoo hashtag” series includes appearances of the hashtag. The “metoo hashtag +
word” series additionally includes appearances of the word metoo, not prefixed with #. The shaded
regions represent missing dates.

Figure 2: The #Metoo event

15T choose to present the Metoo movement with total tweets in the denominator as the event
in itself is correlated with a rise in the share of hashtagged tweets, which might be due to the event
itself. Those considerations withstanding, the previously quoted figure for the 17th of October is
equivalent to 4 percent of all hashtagged tweets containing the metoo hashtag.

16To give examples, #teknisktfel, #tystnadtagning and #medvilkenritt (#technicalerror, #silenc-
etake, #bywhichright).
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The Metoo event and the following movement raised general awareness of the
sexualization of women. This might lead to people changing their gender norms
regarding women and, thus, how they express themselves in a text. The discus-
sions following the event spilled over to gender issues in general. Such debates
might lead to persons wishing to categorize people as men and women to a lesser
extent. The persons participating in the movement most likely hoped for a less
gender-stereotypical environment, but it is possible that it became more gender-
stereotypical as well.

There are likely differences in how persons of different ages experienced the Metoo
event. The younger generation is more prone to consume social media. Younger
persons are more likely impacted by having friends and acquaintances sharing ex-
periences of sexual harassment online. In comparison, the older generation to a
greater extent consumes traditional media, such as TV news broadcasts and news-
papers. Without a presence on social media, the impact of the Metoo event is
more likely the notion of media personalities being accused of sexual harassment,
which might not yield an equally strong experience.

This paper captures the norms and the effect on Swedish Twitter users. According
to a survey performed by ISS (2016), 18 percent of Internet users use Twitter and
8 percent post tweets in Sweden. The age distribution is skewed: the highest share
of Twitter users is among 16 to 25-year-olds at 35 percent and declines with age.
Men use Twitter more than females; the likelihood of a random Twitter user being
male is 56 to 58 percent. Hence, the gender norms the younger generation holds
are defined and investigated, with a slight bias towards men.

8 Research Design

The main dependent variable Follow Norms evaluates if gender norms changes in
relation to the Metoo movement. The exact model version used for the evalua-
tion is the masked version of the neural network model where accuracy has been
optimized, henceforth called Gini for short. Follow Norms is a binary indicator of
whether Geni predicts a tweet ¢ correct:

1 if Prediction; = TrueGender;

FollowNorms; = o
0 if Prediction; # TrueGender;
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An average of Follow Norms for a sample of tweets is equivalent to the predictive
accuracy of Geni. The variable Follow Norms indicates if the norms in Year 1 are
followed because Geni is trained on data from this year. In other words, norm
changes are benchmarked against a definition of the gender norms obtained in
Year 1.

The Metoo event occurred on the 17th of October 2017. To be sure not to capture
the effect of the Metoo movement leading to a more intensive debate about gen-
der, tweets containing the metoo hashtag and other related hashtags are removed.!”
Although the event’s exact date of occurrence is exogenous to the Swedish society,
identification relies on having a counterfactual scenario. Figure 3 illustrates the
baseline research design. There might exist time trends in norm following. The
tweets of Year 2 (where the Metoo event takes place) allow us to investigate pos-
sible time trends five months before the event. There might also exist seasonal
variation in the following of gender norms. We can use the tweets of Year 1 (the
previous year) as a comparison group to approximate such seasonal variation by
calendar day fixed effects. Only the test set of Year 1 functions as a comparison
group because Geni is not trained on those tweets. They better approximate the
predictive accuracy of Geni, the level of Follow Norms, which one expects in Year
2 in the absence of any effect.

Year 2: Evaluation set

May 2017 May 2018

L
#Metoo: 17 Oct 2017

Figure 3: Research design

The baseline specification becomes:

FollowNorms;w,, = by * Year2; + by x After Metooy + vy + Uiy, (3)

where each observation is a tweet ¢ posted at calendar day ¢ by user u. The variable
Yearz is a binary indicator on if the tweet belongs to Year 2. The main independent

17This cuts the sample size to 97-98 percent of the original.
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variable AfterMetoo is a binary indicator of whether the tweet is posted in Year 2
after the Metoo event. The tweets of Year 2 are compared to the tweets from the
test set of Year 1 with calendar days time fixed effects vy to control for seasonal
variation. Time is indexed to start at 2017-05-01 for both years, and thus each
calendar day has its own intercept (for example, 2016-05-01 and 2017-05-01 have
one intercept).

The set-up used in this paper is a difference-in-differences setup, but compared to
many other cases when this research design is used, many timepoints exist (large t).
Itis also similar to regression discontinuity in time (RDIT). As norms are supposed
to be slowly changing, the approximately 5-6 month before and after the Metoo
event can be seen as the window size used for the RDIT estimate. There is an
ongoing discussion on how to cluster standard errors for similar settings as the
current one (Bertrand et al., 2004; Abadie et al., 2017). The approach taken in this
paper is to present conservative estimates, although they might be unnecessarily
harsh. For specifications including calendar day fixed effects or time trends, such
as the baseline, standard errors are clustered on calendar days since it provides a
framework which easily extends to user fixed effects.

In robustness checks, autocorrelation in the residuals is taken into account as one
could argue for calendar day clustered standard errors being problematic since they
miss such variation. The data is aggregated per calendar day, Y;; = >, group g
Yitug/I where g refers to the group (Year 1 or 2). With the transformed data, the
baseline specification (3) becomes (}7}79:}/6”2—}7},9:3/@”1) = ct+After Metoos
+(Ut,g=year2 — Ut,g—year1) and autocorrelation is estimated by Newey-West
standard errors with a lag length of 4 (a bandwidth of 5). Since the data is ag-
gregated, weights — equal to the sum of observations for the two groups — are
applied during estimation.

In additional robustness specifications, I extend the baseline specification (3) with
user fixed effects. This is feasible since each tweet contains a user id. Standard
errors are clustered on calendar days and users with the correction to the variance-
covariance matrix estimator presented in Cameron et al. (2011). I choose the base-
line specification without including user fixed effects since I want to investigate the
change in tweets. If users stop posting tweets due to the event, third-party persons
are less affected by the norms no longer followed, and I would like to capture such
composition effects. There is no  priori reason to expect users to leave Twitter for
another online forum, but the user fixed effects control for alike possibilities.
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In the robustness analysis, a second control strategy is also employed. Theoreti-
cally, Geni should perform worse over time only since users introduce new words
and phrases for describing the same thing as the words and phrases she already
knows. At first-hand, this is not a great worry because Geni’s accuracy on aver-
age increases in Year 2 as compared to the test set of Year 1 (not shown). Another
model has been trained to predict the words / and we in the equivalent way that
Geni was trained to predict se and she.'® The 1/We series approximates a togeth-
erness norm, as it captures words and phrases depicting what people do alone or
together. The Togetherness series function as a placebo test — it is not expected to
change due to the Metoo movement. The series mainly control for the evolution
of the Swedish language. In the analysis, a decrease in Geni’s accuracy, the Follow
Norms variable, is interpreted as norms being less followed but it might just arise
since the language evolves. The Togetherness series will respond in the same way
and is therefore used to filter out possible language evolution effects.

9 Results

Table 6 presents the main result on whether the Metoo event changes gender norms
on Swedish Twitter. The first column presents a raw estimate of -0.003 show-
ing that gender norms on average are less followed in tweets six months after the
Metoo event compared to five months before. The magnitude is small, attributing
the decrease of 0.3 percentage points in Follow Norms to the Metoo movement;
the estimate indicates the following of gender norms decreasing by 0.4 percent
over the sample mean of the five months before. The implicit counterfactual in
the comparison is the average level of Follow Norms in the five months before. Al-
though the Follow Norms- series does not exhibit pre-trends (Appendix Table B.4),
the estimate might be biased. There might be seasonal variation in gender norms
adherence, which would have changed norm following even in the absence of the
Metoo movement.

The second column in Table 6 displays the baseline specification. The test set of
Year 1 functions as a comparison group. Seasonal variation is filtered out by allow-
ing the same calendar day to have its own effect and only the variation around the
calendar day means contributes to the estimate of Affer Metoo. The coeflicient of
-0.015 shows gender norms on average being less reflected in tweets after the event.

18See Appendix A for details.

46



Table 6: Metoo results without user fixed effects

Raw Baseline Curoff independence  Female Focus
(1) (2) (3) (4)
Dep Var Follow Norms ~ Follow Norms ~ Gendered Language She
After Metoo -0.003™** -0.01§5™** 0.013*** 0.022***
(0.001) (0.005) (0.004) (0.007)
Time FE No Yes Yes Yes
User FE No No No No
SE:s Robust Clustered Clustered Clustered
on day on day on day
Tweets 989 028 1192719 1192719 1192719
Days (T) 319 365 365 365
Users (N) 95 025 114 040 114 040 114 040
Data Year2 Year2/1 Year2/1 Year2/1

Note: *** p<o.or1, ** p<o.05, * p<o.1.

The magnitude of the estimate is fairly large, 1.9 percent of the sample mean before
the event. Extrapolating the difference implies that tweets would not reflect any
of the gender norms followed before the event after 18 Metoo movements (based
on counting a level of Follow Norms of so percent as indicating no adherence to
past gender norms, since this is the level achieved when Geni has lost all predic-
tive power). Geni does not make any discrepancy between wanted and unwanted
gender norms, and the comparison is not normative.

Like any dependent variable, Follow Norms include measurement errors. For the
present case, additional errors are introduced in the Follow Norms- variable because
Geni binarizes the probability for a tweet to be about a male or a female (a contin-
uous variable from o to 1) by having a specific cutoff for predicting either gender.
The specific cutoff yields the predicted value needed to create Follow Norms. To
verify the main result, Table 6 column (3) presents estimates with the probability
as a dependent variable, which includes fewer measurement errors. The variable
does not carry the same interpretation as Follow Norms: it measures the degree of
genderedness in a tweet and 1, therefore, call it Gendered Language. The estimate
of 0.013 shows that the language in the tweets after the Metoo event is congruent
with it being about a female to a higher degree. The magnitude is fairly large,
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3.0 percent of the sample mean. If Geni went 45 years into a future, she would
think that all tweets are about women without any hesitation. A direction towards
“more female” gendered language does not mean that the tweets are about females,
as it can equally well describe men.

The Follow Norms variable implements a cutoff making Geni good at predicting
independent of the choice of writing either he or she since it is not included in
the operationalized definition of the gender norms. If there were many more ap-
pearances of she tweets after Metoo, the model would still predict those tweets to
belong to the she class, conditional on there being the same level of gendered lan-
guage in the additional she tweets, and the Follow Norms variable would indicate
adherence to gender norms. One could argue that it would be beneficial for the
model to consider how many tweets mention males and females. Instead of in-
cluding such aspects in the definition of gender norms, I choose to present results
on the count of she tweets as a way to measure which gender the tweet is about.
Table 6, column (4) shows that there are 2.2 percentage points more she-tweets
after the Metoo event than before. This translates to an effect size of 9.2 percent of
the sample mean. Before Metoo, 76.3 percent of all tweets are he tweets, and the
estimate indicates that it would take 35 Metoo movements to replace all he tweets
with she tweets on Twitter. The large volume of talk about men is decreasing.

Table 7 shows the baseline specification for the subsets of she and he tweets sepa-
rately. Column (1) and (2) show that for both she and he tweets, gendered language
increases. Both women and men are more described as women were the previous
year. Column (3) shows that for she tweets this, on average, entails following the
norms found in Year 1 to a greater extent. Column (4) presents that for the he
tweets, the increase in gendered language, on average, is congruent with follow-
ing the norms found in Year 1 to a smaller extent. I hypothesized that the Metoo
movement leads to a norm shift away from stereotyping the genders, implying
that women should be described more as men were the previous year, with a re-
sulting decrease in the following of past gender norms for she tweets. Instead, the
overall gender norm shifts towards describing both genders more as females were
the previous year. After some thought, the finding is quite reasonable — z priori
there is no reason why a norm shift implies convergence between the genders. The
finding is possible because the operationalized definition of gender norms does
not include which gender the tweet, in reality, is about. The current table points
to males being described less according to past gender stereotypes as contributing
to the baseline effect. The estimate of -0.005 only indicates an effect size of 0.5
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percent of the sample mean before the event. Even though he tweets contributes
more to the average baseline effect since they occur around three times more of-
ten, the size of the baseline effect of -o0.015 in Table 6, column (2), cannot only
be explained by he tweets being less gender stereotypical. The current table also
points to she tweets driving the baseline effect, but in the “wrong” direction. The
baseline effect might arise since there are more she tweets for which norms are less
followed due to the event, but females on average are pictured more according to
past gender norms after Metoo.

Table 7: Metoo results estimated separately for tweets about females and males

She He She He
(1) (2) (3) (4)
Dep Var Gendered Language ~ Gendered Language  Follow Norms ~ Follow Norms
After Metoo 0.013*** 0.007* 0.020™** -0.00§***
(0.003) (0.004) (0.005) (0.001)
Time FE Yes Yes Yes Yes
User FE No No No No
SE:s Clustered Clustered Clustered Clustered
on day on day on day on day
Tweets 293 869 898 850 293 869 898 850
Days (T) 365 365 365 365
Data Year2/1 Year2/1 Year2/1 Year2/1

Note: *** p<o.o1, ** p<o0.05, * p<o.L.

Compared to previous authors, I measure gender norms in a much more compre-
hensive way and it might be that some specific dimension of the gender norms
has changed, for example, the tweets might sexualize women less. To investigate if
any such patterns exist, Table 8 presents the words which experienced the largest
change in accuracy, i.e. in Follow Norms. The top of the table presents the top
of the differences; Geni predicts those specific words more correctly in Year 1 and
more incorrectly after the Metoo event in Year 2. The method employed is for
illustrative purposes only, no formal tests are conducted on the words. A word
is dependent on other words surrounding it; thus, the main method employed
in this paper is to model tweets and conduct inference on them. In Table 8, the
“Diff” column displays the change in accuracy by calculating the mean predictive
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accuracy for each word. Due to this reduction, and since Geni might not use a
specific word to a high degree, the table is noisy. I can infer what the model uses
to predict on and analyze the change by analyzing the underlying tweets.?® For
example, the word cutie (s6tis) marks a gender stereotype insofar that males are
called cutie (with a slightly derogatory tone) when they do specific things, and
in Year 2 females are called cutie as well. The *Beating Heart- emoji* is used in
combination with other words, such as being nice or able, by males and females
mostly for describing their partners. In Year 2, the pattern changes: the *Beating
Heart- emoji* is used in combination with qualities that the model does not cor-
rectly predict, such as males being very good (jitteduktig). Relating to the word
those opinions (asikterna), o have opinions (ha asikter) is encoded as indicating a
male gender stereotype, as it is mostly males that have opinions in Year 1, but in
Year 2 women are described as having opinions to a higher degree.?’ The above
are selected examples but indicate that there is not one clear-cut dimension of the
gender norms that change.

19A longer version of the table is available in the online appendix (in Swedish). As far as I
understand, I cannot redistribute the tweets according to the terms and services for the Twitter API.

20The words highly pregnant (hoggravid) and pregnant (gravid) unsurprisingly describe females
to a high degree. In Year 2, the two words are used as an explanation for why a woman experiences
an action performed by a man, a pattern the model has not learned. Insofar that pregnant indicates
a gender stereotype by just being a state of the world without having any explanatory power, the
pattern still indicates a change.
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Table 8: Change in accuracy on word- level

Diff English Swedish
0.78 highly pregnant héggravid
0.73 inspiration source inspirationskilla
0.71 coco coco

0.68 prisoner finge

0.63 cutie sOtis

0.63 main main

0.63 pregnant gravida

0.63 handlebars styret

0.61 N N

0.60 the universe’s universums
0.60 nuv nuv

0.58 scared to death skrickslagen
0.57 paranoid paranoid
0.57 =( =(

0.57 put forward framstilla
0.55 cute <gulligegulliga>
0.55 fringe lugg

0.55 thai thai

0.54 remix remix

0.53 k-g k-g

0.53 horse horse

0.52 jemen jemen

0.50 kreml kreml

0.48 relate relatera

0.48 give joy gladjer

0.47 *Beamed Eighth Notes- emoji* *Beamed Eighth Notes- emoji*
0.46 quick hastigt

0.46 necessary nédvindig
0.45 draw tecknar

0.45 tattooed tatuerade
0.45 disagreeing osams

0.45 misunderstanding missforstind
0.44 copy kopierar
0.43 bodyguard livvakt

0.43 nato nato

0.43 *Beating Heart- emoji* *Beating Heart- emoji*
0.42 mean taskiga

0.42 svts SVts

0.42 brainwashed hjirntvittad
0.42 spokesperson talesperson
0.42 06 06

Continued on next page
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Table 8 — Continued from previous page

Diff English Swedish

0.41 pre-band/dressing of wound forband

0.37 loaded laddat

0.37 foe ovin

0.37 those opinions sikterna

0.37 cheat fuskar

0.36 rinkeby rinkeby

0.36 melin melin

0.36 babe babe

0.36 the dinner middagen
0.35 claesson claesson

0.35 finance minister finansminister
0.34 <brother/sister-in-law> <svagersvigerska>
0.33 sexist sexist

0.31 wrestling brottas

Note: The top of the table shows words included in tweets that were correctly predicted before the
metoo-event and became incorrectly predicted afterward. The table is generated in the following
way; the data included is five months of the test set, from 2016-10-18 and forward, and five months
from the evaluation set, from 2017-10-18 and forward. For each of the periods the mean accuracy
of each word is calculated. The difference, named “Diff” in the table, is formed by subtracting the
evaluation set period’s mean accuracy from the test set’s mean accuracy. The difference is discretized
to 20 groups of 0.005 step intervals and the 10 most frequent words from the test set are selected for
each group, as long as the word is included in at least 5 tweets for both periods. Due to space limi-
tations, the table displays only the top of the difference distribution. The full table and underlying
tweets in Swedish are included in the online appendix. The translation from Swedish is made by the
author.

9.1 Robustness checks

Depending on what one considers the unit of observation to be, one might wish to
have different standard errors. So far we have investigated how tweets changes, but
one could also wish to consider how the level of norm following per day changes
over time. Therefore, Appendix Table B.5 and B.6 replicate the preceding two
tables, namely, 6 and 7, but display estimates for daily aggregated data, where
autocorrelation in the residuals are taken into account by Newey-West standard
errors. Now, the baseline estimate is only significant at the 10 percent level. The
estimate in Appendix Table B.s is smaller, but the effect size is the same as in the
original baseline specification. In general, the standard error increases somewhat
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but the size of the original standard errors is similar to the size of the Newey-West
standard errors, and but all except two coefhicients retain their significance.?!

Table 9: Metoo results with user fixed effects

Raw: Sample Cut  Baseline: Sample Cut User FE Baseline: User FE

(1) (2) (3) (4)
Dep Var Follow Norms Follow Norms Follow Norms Follow Norms
After Metoo -0.003™** -0.016™** -0.00§*** -0.012**
(0.001) (0.005) (0.001) (0.005)
Time FE No Yes No Yes
User FE No No Yes Yes
SE:s Robust Clustered Clustered Clustered on
on day on user day & user
Tweets 849 518 1053 209 849 518 1053 209
Days (T) 319 365 319 365
Users (N) 35338 65 165 35338 65 165
...inyear 2 35338 35338 35338 35338
...in year 1 51352 51352
Data Year2 Year2/1 Year2 Year2/1

Note: *** p<o.o1, ** p<o.05, * p<o.1.

The selection process behind generating the he/she-sample might be affected by
the Metoo event in itself. To address this issue, Table 9 replicates the specifications
but with user fixed included.?? For the Year 2 data, 35 0oo users who have tweeted
at least once on either side of the Metoo date, are included, which cut the sample
of users to 37 percent of the original. An included user typically tweets 8 tweets in
Year 2, but some users tweet much more than others, rendering the mean much
higher than the presented median of 8. For the baseline specification, the 51 000
users of Year 1 are added regardless of them tweeting at either side of the Metoo

210ne exception is the raw estimate, which only was included in the original table for illustrating
the raw data. The other exception is Gendered Language for the subset of he tweets. The p-value for
the latter is 10.2 percent. The coeflicient and the standard errors are equivalent in the following two
tables: Table 7 column (2) and Appendix Table B.6 column (2). Thus, regardless of the estimation
method, the coefficient is close to the 10 percent significance threshold.

22A¢ first, the worry seems unnecessary. I can calculate the day of the first and the last tweet for
any user: the entry and the exit rate. On the full sample of tweets, neither the entry nor the exit
rate exhibit any immediate apparent trend break around the event (see Appendix Figure B.2).
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event since the tweets of Year 1 are included to allow for time fixed effects. Cutting
the sample runs the risk of making it less representative of all users and tweets,
but column (1) and (2) replicate the raw and baseline estimate, respectively, on
the cut sample and find them to be very similar to their respective counterparts
estimated on the full samples. Column (3) extends the raw estimate by including
user fixed effects. Each user is allowed its own intercept and only the variation
around a user’s mean of Follow Norms contribute to the estimate of After Metoo.
The estimate of -0.005 is lower than the baseline because it shows the average
over the post-time period, whereas a U-shaped pattern exists: directly after the
initial event users tweet more norm-following tweets; right before Christmas, they
start to tweet significantly less norm-following; in the middle of March, they are
back at the pre-event norm-following level (see Appendix Table B.4, column 3).
Column (4) extends the baseline estimate with user fixed effects. The U-shaped
pattern disappears when the seasonal variation is taken into account (see Appendix
Table B.4, column 4), rendering the average estimate representative. The average
individual user decreases his/her level of following norms in the post-period, as
compared to how users change their level in Year 1. The estimate of -0.012 is,
again, similar to the baseline specification and quite sizable at 1.6 percent of the
sample mean before the event. The estimate implies that it would take 22 Metoo
movements to change users’ tweets not to reflect any gender norms found in Year 1.
A comparison of the baseline estimate with and without user fixed effect concludes

that most of the average effect stems from users changing their behavior.??

23The sample size of the Year 1 tweets is 20 percent of the original because I have subsampled it
to allow for model training. Thus, the calendar day means will be weighted by 80 percent towards
the daily means of Year 2, leading to attenuation bias in estimates. In other words, possible trends
do not contribute towards the estimate of Affer Metoo to the same degree it would have done if the
sample sizes were equal. Weighting the specifications to take into account the inclusion probability
of 20 percent for the tweets of Year 1 does not change any of the estimates (not shown).
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Table 10: Metoo results comparing to Togetherness

Togetherness Time Trends Time FE Time & User FE
(Placebo)
(1) (2) (3) (4)
Dep Var Follow Norms  Follow Norms  Follow Norms ~ Follow Norms
*100 *100 *100 *100
After Metoo 1.531 11.449%* 10.659* 19.153%**
(1.237) (5.646) (5.763) (5.069)
After Metoo*t -0.010 -0.107™** -0.103™* -0.150%**
(0.010) (0.048) (0.049) (0.039)
After Metoo*t"2 0.000 0.000™** 0.000* 0.000™**
(0.000) (0.000) (0.000) (0.000)
Time FE No No Yes Yes
User FE No No No Yes
SEs Clustered Clustered Clustered Clustered on
on day on day on day day & user
Tweets 1014356 2 003 384 2 003 384 1 706 588
Days (T) 319 319 319 319
Users (N) 116 376 211 401 211 401 77 863
Data Togetherness Year2/ Year2/ Year2/
Togetherness ~ Togetherness Togetherness

Note: The coefficients in the table can directly be interpreted as percentage points since the
binary dependent variable has been multiplied by one hundred. The specifications interact
various indicator variables with time trends. No indicator variables interacted with time is
significant more than for Affer Metoo, and hence they are omitted from the table. Specifica-
tion (1): Yie = 1(bo + b1t + bat?®) + AfterMetoo(bs 4 bat + bst®) 4 ws. Only for
this placebo regression is After Metoo coded to take the value one also for the Togetherness
series. Specification (2): Y = 1(bo + b1t + b2t2) + After Metoo(bs + bat + bst?) +
HeShe(bs + brt + bth) + wir where the HeShe variable is a binary indicator on using
the main series in the paper. Specification (3): Yi: = AfterMetoo(by + b1t + b2t2) +
HeShe(bs + bat + bst?) + vt + Ui Specification (4): Yi: = After Metoo(bo + b1t +
bat?) + vg + my; + s, where a user which tweets in both series is counted as two sepa-
rate users. Aggregating the data to days in specification (1) - (3) and estimating Newey-West
standard errors with a lag length of 4 does not change the results, except for in specification
(2) where the coeflicient of the common linear time trend b1 (not shown) becomes signifi-
cant at the 5 percent level.

Another source of bias can be that Geni performs worse because users introduce
new words and phrases that she does not know, which would lead to a decrease
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in accuracy, in the level of Follow Norms, even in the absence of the Metoo event.
So far, we have relied on the test set of Year 1, in which Geni was not trained, for
approximating the level. However, the decrease in accuracy due to the language
evolving is most likely enhanced by time. Table 10 uses the Togetherness series as
a comparison group. We do not expect the main series Follow Norms and the To-
getherness series to follow the same time trends, and thus such are included in the
specifications. Column (1) shows a placebo regression on the Togetherness series
and displays that the series is stable over time. The result points to no decreases in
accuracy due to the language evolving. The rest of Table 10 re-estimate the main
specifications because the predictive accuracy can be worse certain days due to the
unrecognition of new words and phrases. Column (2) - (4) present that the pre-
viously mentioned U-shaped pattern exists in the main series, as compared to the
stable Togetherness series, after the Metoo event. In column (4), user fixed effects
are included in addition to the calendar day fixed effects. A user is counted as two
separate users even if the user tweets in both series, since the two different norms
might be held separately. The users behind the Togetherness series are included on
the same basis as the main series, i.e. by tweeting on either side of the event. The
specification compares how users on average change their tweeting pattern after
the event while controlling for decreases in accuracy due to the language evolving
within calendar days. Column (4) exhibits the strongest U-shaped pattern. More
specifically, the daily averages of how users tweet from the 8th of December to
the 28th of March are significantly lower, at the 5 percent- level, than the average
level of Follow Norms before the event (not shown). The combined result shows
that decreases in accuracy due to users introducing new words and phrases do not
drive the main results. Using the tweets of Year 1 as a comparison group is pre-
ferred since they allow for controlling for seasonal variation; the baseline estimate
in Table 6 column (2) is the preferred one.

10 Conclusion

This paper interprets the exact date for the Metoo event as exogenous and uses
it to evaluate if gender norms can change rapidly. Previous authors present evi-
dence of gender norms being constant over generations (Ferndndez et al., 2004;
Alesina et al., 2013; Nollenberger et al., 2016), but this paper finds that gender
norms change in relation to the Metoo movement. More and more conversations
take place online which generates text data, and this paper utilizes the newer data
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source efficiently due to the recent developments in machine learning algorithms.
In the paper, gender norms are defined in a comprehensive data-driven manner
by an LSTM neural network model, allowing for a measure on gender norms ex-
perienced by people in their everyday life.

In Swedish tweets six months after the Metoo event, gender norms are on average
less adhered to than the five months before. My preferred estimate indicates that 18
Metoo movements would erase adherence to the gender norms that existed the year
before. Most tweets are about males, but they start to talk more about females after
Metoo. The tweets on average depict both males and females as following female
gender roles to a greater extent. The Swedish Twitter sample is not representative
of the average gender norm environment in Sweden, and the result is an indication
of the possibility for norms to change rapidly.

The quite strong effect found is surprising, and further work could investigate
which subpopulations contribute to it. An analysis of which topics contributing
tweets cover can be performed to further our understanding of which type of users
and tweets that change.
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Appendix A. Model Specifications and Selection

A.1  Overview

This appendix covers how natural language processing (NPL) type of deep learn-
ing models are trained to detect gendered language in an unsupervised fashion.
The models learn to predict whether the word /e and she should fill the blank
spots (which originally contained the words) in Swedish tweets. One dimension
of gendered language is used to infer the rest of the dimensions. This appendix
covers specifications and model selection. The final model selected is evaluated
on test data in the main article and is additionally used as a measurement tool to
evaluate the #Metoo movement on another test data set. A “control” model is also
trained to predict / and we in an equivalent manner. The “control” model is used
to generate a comparison series for use in the evaluation of the #Metoo movement.

A.2 Data

I have downloaded 58 million non-retweeted Swedish tweets from 2016-05-01 to
2017-04-30 (called Year 1 in the main article) from Twitter’s API. Word embeddings
are pre-trained on the full dataset, but for the model training, two main sets are
created. The he/she set contains tweets with either the word /e or she appearing
and the I/we set contains tweets with either the word / or we appearing.

Table A.1: Sets and sample sizes

Original Adjusted
Set Count Class imbalance Count Count 10-25 words
(millions) (fraction) (millions) (millions)
He/she 1.5 0.255 .5 I.I
I/we 8.3 0.240 .5 I.I

Table A.1 (Original, Count) presents that the total count of the I/we tweets are
larger at 8.3 million than the he/she tweets at 1.5 million. Since the I/we tweets
yield a “control” model, whose performance is dependent on the size of the input
dataset, the I/we tweets are sub-sampled to have the same sample size as the he/she
tweets, e.g. 1.5 million (Adjusted, Count). Also, Table A.1 (Original, Class imbal-
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ance) presents the class imbalance as the percent of appearances of the infrequent
class, she or we. There are 25.5 percent she tweets in the he/she set and 24 percent
we-tweets in the I/we set. The two sets are similarly imbalanced, and, hence, no
adjustment is needed for the I/we tweets to yield a good “control” model in this

regard.

Table A.1 (Adjusted, Count 10-25 words) displays the sample sizes of 1.1 million
for both sets after they are cut to only include tweets with a word count between
10 and 25 words. The lower bound of 10 words is motivated by tweets below
containing little information to predict on and reduces the original sample by
around 10 percent. The upper bound is motivated by model technical reasons.
When the input tweets are of similar length, a better performing model is easier
to find. The upper bound reduced the original sample by around 20 percent. An
alternative would be to train multiple sub-models and thereby take into account
input tweets of various length, but as the main goal is to detect gendered language,
a model using 10-25 words is deemed sufficient.! Finally, the two sets are further
subdivided by a 64-16-20 random split to a training, validation and test set.

One can expect noise in the binary variable indicating if /e or she should be put
in place of the placeholder. In Swedish dialects, 4e (han) can be substituted for
him (honom), e.g. the “grammatically correct” sentence / gave the ball to him
(Jag gav bollen till honom) can be transformed to 7 gave the ball to he (Jag gav
bollen till han). The expectation is due to language-historical reasons. I find that
‘grammatically incorrect’” Swedish dialects only introduce label noise at around 2
percent in the /e class.? This level of noise is not a concern for the deep type of
networks considered in this appendix.

'The two sets are still similarly imbalanced at 25.1 and 23.9 percent, respectively.

?To investigate the concern of substitution due to “grammatically incorrect” Swedish dialects,
I evaluated a randomized balanced sample of 1000 he/she tweets. The substitution occurs in he
tweets at a rate of I.I to 3.9 percent, with a point estimate of 2.2 percent. (From an exact binomial
test where the null hypothesis is that the proportion is equal to zero). There is no language-historical
reason to expect the same kind of substitution for the female pronouns she (hon) and ber (henne)
and no substitution was found.
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A.3 Preprocessing

The tweets are preprocessed by replacing all user names, URLs and hashtags with
corresponding placeholders. NLTK Tuwitter Tokenizer is used to divide the tweets
into words. It is chosen since it preserves emoticons, such as ®, that oftentimes
are not considered to be words.

A.3.1  Word embeddings

A word vector (word embedding) is a d-dimensional vector striving to represent
a word’s relationship with other words and it is used as input to the networks.
Available word embeddings for Swedish are exclusively trained on Wikipedia text
which most likely does not include the same type of language as Twitter, and hence
I have trained my own. The word embeddings are trained with the Skip Gram
algorithm of Mikolov et al. (2013) since it is a standard training method. They are
trained on the full §8 million-tweet data with Gensim. Implementation details are
presented in Table A.2. There are 575 000 tokens and 2.4 billion tokens to train on
after the window length is set to ten. The words with a count lower than ten are
replaced with a placeholder to be able to initialize such words during training. The
Swedish language does not use compound nouns to the same degree as the English
language, i.e. a “full moon” would be written “fullmoon” in Swedish (fullmane),
meaning that the model will have more word vectors but fewer co-references to
solve than the standard English case.

Table A.2: Word embedding implementation details

Hyperparameter Value
Word vector dimension 300
Window Length 10
Negative sample size 5
Min Count 10

Nr of epochs 5
Feature Counts
Sentences 58 million
Tokens 3.4 billion
Tokens >Window Length 2.4 billion

Unique tokens >Window Length 575 000
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A.3.2  Masking of gendered words

It can be argued that the model should capture more nuanced gender-colored lan-
guage than simply using words such as boyfriend and grandma to predict. Therefore
is in the main model ’too obviously’ gender-colored words masked. In the masked
data, fictive words are created by collapsing the original ones. For example, the
words mum and dad have been masked to mumdad. When using word vectors, the
new masked vectors are created by summing the original ones and re-normalizing
them. I hand-select suitable words to mask by investigating lists of high predicting
words, firstly, from the optimized Naive Bayes model and, later, from an LSTM
neural network model trained on already masked data. I deem it suitable to mask

the following types of words:

1. Tuples that consist of mappings of female words to a male equivalents, such
as sister-brother. The set was expanded with similar words as defined by
the trained word vectors. Some high predicting words or neighbors were
deemed impossible to map, such as witch (hixa) and shallow-and-stupid-
female (bimbo), and are not masked for this reason.

2. Family names of famous persons.

3. Personal names that consist of all Swedish residents’ first names from a list
obtained from Statistics Sweden (2016a,b), except for names that are also
another word in Swedish (kalla, du) or English (star, honey).

Table A.3 displays the counts of the mask lists and the effective words found in
training.?> The word count of the training set is reduced by three percent when
masking.

3See online appendix table “Words used for masking” for complete lists of words used for
masking.
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Table A.3: Counts of masked words

Description Source Tuple count  Word count  Word count found
on list on list in training
1 high- predictors own 421 932 753
2 famous family names  own 2 815 815
3 first names Statistics Sweden 2 22751 5531

Note: The tuple count is not equivalent to the word count on the mask lists. For example, the words
wife and husband are in the same tuple as hubby. The effective word counts found in the training set
is displayed as it differs from the theoretically possible words to mask from the lists.

A.4 Model Specifications

Three main model types are evaluated: a Naive Bayes model, a one-layer LSTM
model and a three-layer CNN model. The Naive Bayes model functions as a base-
line and does not take into account word order, e.g. no time dimension is mod-
eled. Both the LSTM and CNN models have shown competitive results on NPL

tasks?, and both model a time dimension, although with different flavours.

An input sample is a sentence represented by X = {x1,...,x;} where ; rep-
resents a word by a one-hot (dummy-variable) encoded vector. X € R**Y where
t is the number of words in the sentence and v the number of words in the vo-
cabulary. The curse of dimensionality composed by the general problem formula-
tion is overcome differently dependent on the model type. A count-based model
such as the Naive Bayes reduces the one-hot encoded word representation to a
scalar of the count of the word, X € R". The LSTM and CNN models instead
use word vectors. With word vectors, a one-hot encoded word representation is
reduced to d-dimensional vector striving to represent the word’s relationship to
other words, a:%“ord vector — B Reducemfne_h‘)t where the Bfteduce_matrix is de-
fined by the pre-trained word embeddings. X € R**? where d represents the
dimensionality of the word vectors. When re-training of the word vectors are al-

lowed, the parameters in Bfteduce

are re-estimated and the model operates on the
full X € R"™"-matrix. The tweets are prepossessed by substituting /e and she by a
common placeholder. When word vectors are used, a representation for the com-
mon placcholder is initialized by summing up the original ones and re-normalizing

them.

“For an overview of recent results see Young et al. (2017).
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The output ¥ is a binary indicator for class 1, the she class. As standard for a two-
class problem, models are trained to minimize cross-entropy loss — . y;log(4; )+
(1 — y)log(1 — ), where § = P(C1|X) = o(a) = 1/1 + =% with
a = log [P(X|C1)P(C1)/P(X|C2)P(C2)]. Minimizing cross-entropy loss

corresponds to maximizing the log-likelihood function behind a logistic model.

() NB: A baseline neural network Naive Bayes model is trained, which is equiv-
alent to estimating a linear logistic regression with the count of each word as in-
dependent variables:

14 v
a=1log [P(C1)/P(Co)]+ Y log[p1u/p2o] 2 =c+ > bz, (A)

v=1 v=1

where p,,, represents the probability for word v in class ¢ and x,, represents the
count of word v in the sentence. The model is naive since it does not take word
order into account in the dimensionality reduction, as it assumes that the words in
each class are independent. In some standard descriptions of a Naive Bayes model,
the baseline count for each word is considered to be a hyperparameter (Rennie
et al., 2003), which instead is estimated by the bias node (the baseline log odds
ratio log [P(C1)/P(C?2)], the constant) in the logistic regression specification.

(2) BoW- WV: A naive ’bag of words’ — specification on the word vectors is
trained, which is equivalent to a logistic regression where each word vector di-
mension is an independent variable:

T D

a=c+Y > bgsray = f(XW +¢) (A.2)

t=1 d=1

where x; 4 represents the d:th dimension in word vector ¢ in the sentence. The
right-hand side expressions follow the standard of calling parameters in a net-
work weights and representing them by W. f is a linear activation function,
e.g. f(2) = 2. Bolukbasi et al. (2016) show that unwanted gendered language is
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linearly separable in the word vectors trained on English Google News. This sug-
gests that a linear specification might be sufficient and the current specification
illustrates how performance changes as compared to the non-linear LSTM and
CNN specifications. In addition, it illustrates possible performance gains due to
the usage of word vectors as compared to the Naive Bayes model.

(3) LSTM: The LSTM network implemented in this paper has one layer and
a fairly bare-bone structure compared to how LSTM nodes, or other recurrent
nodes, are used for NPL tasks in the literature. However, for example, including
a bidirectional structure did not aid this specific task when tried during undocu-
mented initial model selection. Thus, instead of trying various design tweaks, I
decided to implement a CNN network as a comparison since it is a more flexible
design.

A Long Short-Term Memory (LSTM) network is a subclass of Recurrent Neural
Networks (RNN). For NPL tasks are input to the network a sequence of word
vectors X = {x1,...,x}, X € R, An LSTM node allows for modeling
longer time sequences by “automatically detrending” the time series. Various gates
are used to “filter” the input of the LSTM node @ to the output of the node hy.
More specifically, a forget gate f, input gate 7, and an output gate o are used:

1= J(uia:t +w'he_q + bi)
f=o(w @ +whiy + by)
o=oc(u’xy+ whi—1 +by)
(A3)

where the w:s are respective parameter vectors, the w:s are respective weights (pa-
rameters) and the b:s respective bias weights (constants). The logistic function

o(z) maps the gates to (0, 1). The “filtering” specifies as follows:
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hy = tanh(c)o
¢t = ci—1f + i
¢ = tanh(ux; + whi—1 + be)
(A.4)

where u¢ is a parameter vector, w® a weight and b, a bias weight. The output of
the LSTM node h; is achieved by filtering the internal memory of the structure
¢t through the output gate o. In turn, the internal memory ¢; is a combination of
its value at the previous timestep ¢;_ filtered by the forget gate f and a candidate
update value ¢ filtered by the input gate 7. In the proceeding step, the candidate
value € is a combination of the input &; and the output of the node at a previous
timestep h;—1. The tahn-functions maps to (-1,1) and thus allow for outputting
or updating the sequence between the various timesteps. The full LSTM network
consists of many LSTM nodes and specifies as follows:

j=o0(a) = c(W"f(hiep) + ) (As)

where f is a rectified linear activation function (ReLu), f(z) = maz(z,0), ap-
plied element-wise. In contrast to the above models, a is now a weighted sum of
the output of the various LSTM nodes h;—7 taken at the last timestep 7. The
full equation is equivalent to the last layer of the network. Dropout is applied to
the last layer to regularize it. The features hy—7 learned in the proceeding hidden
LSTM layer are randomly dropped out with probability p during training and the
parameters W rescaled with the same probability when training is finished. Both
the number of nodes in the LSTM layer and the fraction of dropout are examples
of hyperparameters that can be tuned.

(4) CNN: A three-convolutional layer CNN model is trained which step-wise
reduce the number of n-grams from {4, 5} in the first convolutional layer, to 3 in
the second and 2 in the third. Each convolutional layer consists of 100 kernels. The
input layer is zero-padded and the convolutions are narrow/valid. Max pooling is
performed with a window size of 2 and, as conventional, the same stride. The last
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fully connected layer consists of 100 neurons. The CNN design is similar to the
one found in Poria et al. (2017), but overall it follows a standard CNN architecture
for an NPL task. Instead of operating on an image, an NPL CNN operates on an
input sentence represented by the matrix X € R™? with 1-d convolutions. Each
kernel is applied to a window of h words to produce a new feature.

In a CNN model, a convolutional layer is normally built up in two steps: a
convolution and max pooling. The model structure is illustrated in Figure fig-
ure A.1. In the convolutional step, a kernel k& € R" is applied to a window
X4 € R, a concatenation of vectors from & to 4, to produce a new fea-
ture ¢; = f(kT:Bt;tJrh,l + b). f is a rectified linear activation function (ReLu),
f(2) = maz(z,0). One kernel is applied to all possible windows to produce a
new feature map ¢ = {cy, ..., ¢—p+1}. The parameters in the kernel are shared
across the windows. In the max pooling step, with downsampling and conven-
tional stride settings, another filter is applied, ¢; = maxz{c;.j4n—1}, yielding a
final feature vector z. In each convolutional layer, multiple kernels and feature
maps are normally applied. A CNN model can include many convolutional layers
after each other. The last layer in the CNN is a fully connected layer with con-
catenated input 2z from the last max-pooling layer, a = Wz + ¢ (with the set-up
used in this paper). Dropout is again applied to the last layer, but now the features
in the last max-pooling layer randomly are dropped out.
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Note: The figure illustrates a CNN structure with an example of the input sentence X =
{z1,..., &} = {I,will,... !} where t=6 and d=2. In the figure is a kernel k = {k1, ..., ke}
set to h=3 illustrated sliding over the window 3.5 = {x3,1, 3,2, 4,1,..., %52} to produce the
new feature c3 in the new feature map c. The figure also illustrates the max pooling step with a
kernel size of h=2 with ¢1 = maz{{c1, c2}}. That multiple kernels are applied in each set is
illustrated by having 2 kernels and feature maps. The possibility of having multiple convolutional
layers is in the figure illustrated by the three horizontal dots (. . .). The figure also illustrates that
the last fully connected layer in the CNN is obtained by concatenating the last max pooling layer.
(Dropout is not illustrated.)

Figure A.1: CNN illustration

A.s Hyperparameter Tuning

Hyperparameters are tuned on the masked he/she tweets and, thus, model selec-
tion is optimized based on finding a model which takes into account more nu-
anced gendered-color language. An increase in accuracy of 1 percentage point is
considered an improvement.>

The main set of hyperparameters tuned is if word vectors should be re-trained
and methods to deal with class imbalance. Re-training of the word vectors are
only applicable for the LSTM and CNN models. Depending on the quality of
the initialized word embeddings for the task at hand, re-training can decrease per-
formance by adjusting the word vectors in the smaller training set only to make

>The limit is based on eyeballing what Young et al. (2017) consider to be marked improvements
in their overview of the literature on NLP in deep learning.
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them less generalizable.® I also investigate methods to deal with class imbalanced
during training. Undocumented initial model selection showed that overall accu-
racy decreases without such a method. The first method investigated consists of
weightening the loss function to pay more attention to the underrepresented class.
There exist around three times more he tweets than she tweets in the training data,
and the she class is thus upweighted by a factor close to three. The method is stan-
dard, but since binary cross-entropy loss is used, errors will tend towards infinity,
and the weightening might be less effective. The second method investigated con-
sists of making each mini batch balanced. The strategy is mentioned by Buda
et al. (2018) and used in Shen et al. (2015). The balancing of each mini batch is
done by randomly redrawing samples until a sufficient number of the underrepre-
sented class is available and then randomly cutting away samples representing the
overrepresented class. Each mini batch approximates the empirical distribution
of how the data would be if it was balanced. The method can be thought of as a
stochastic gradient decent version of more standard methods of oversampling or
undersampling.

After the main set of hyperparameters have been optimized, the following are
also tuned: For the LSTM network, the number of nodes and the fraction of
dropout applied to the weights are investigated, since they are important hyperpa-
rameters guiding generalization performance. More specifically, {125,250, 500}
nodes and {0, 0.25,0.5} in dropout fraction was tried. For the CNN network,
the fraction of dropout is tuned, again investigating fractions of {0,0.25,0.5}.
The numbers of filters are not optimized since 100 filters per layer seem to be fairly
standard.

The hyperparameters for the other models used in the main article, the unmasked
he/she model and the unmasked I/we model, are set to be equivalent to the ones
found for the masked he/she model as they consider a similar problem. In ad-
dition, not all hyperparameters are tuned for the masked he/she model since it
would cost to much computational resources. Only normalized 300-dimensional
word vectors trained by me have been tried. All tweets are prepocessed to the same
input length by adding padding to the right of the original input vector, which is
applicable only for all model types except the Naive Bayes model. All training is
performed on the scale of one-tenth (1/10th) epoch since the sample sizes are large.
The networks are trained with a mini batch size of 100 samples for max § epochs.
Training stops earlier if the validation accuracy does not increase by o.1 percent-

¢To clarify, only words found in the training set are included in the model.
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age point after 1 epoch. The untuned hyperparameters strive to follow standard
settings for natural language processing- types of neural networks.

A.6 Validation Results

Table A.4 presents a summary of the hyperparameter-optimized results for each
model type. The NB model presented in the first column is trained with SciKir’s
multinomial Naive Bayes implementation, as training with stochastic gradient de-
cent in the neural network framework showed worse performance (not shown).
The NB model’s accuracy at 0.754 precisely beats the simple classification rule of
predicting any sample to the he-class, which yields an accuracy of 0.749. The sec-
ond column shows that a naive model with word vectors as input (BoW-WV) do
not aid performance. The third column presents the best performing model, an
LSTM neural network model which reach a ROC AUC score of 0.764 and an
accuracy of 0.773. The fourth column displays that the CNN is a close runner-up
with a ROC AUC score of 0.758 and an accuracy of 0.772. Thus, introspection
of Table A.4 shows that the major performance gains arise when taking word or-
der into account by adding non-linearities in the LSTM and CNN model types.
More precisely, for the LSTM model, the ROC AUC score is 0.03 points higher
and accuracy is 0.02 points higher than for the NB model. More nuanced test set
results for the Naive Bayes and the LSTM model is found in the main article, but
the ROC AUC scores are 0.7372 and 0.7629, respectively.

Table A.4: Validation summary results

(1) () (3) (4)

Model type NB BoW- WV LSTM CNN
ROC AUC 0.7315 0.7180 0.7640 0.7588
Accuracy 0.7541 0.7567 0.7733 0.7721
Hyperparameters:

Class imbalance method Balanced Batch ~ Balanced Batch ~ Weightening
Training of word vectors No No

Nr of nodes 125 100
Dropout fraction 0.25 0.5

Note: Hyperparameter optimized results for masked he/she data for each model type eval-
uated on the unbalanced validation set.
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Table A.s displays result for the main set of hyperparameters iterated over — if word
vectors should be re-trained and the method which should be used to deal with the
class imbalance. The table shows that regardless of which method is used to deal
with the class imbalance, re-training of the word vector hurts performance. One
likely reason is that the word vectors are trained on the same type of data and thus
re-training only decreases generalization performance. Table A.5 also shows that
higher performance is achieved, regardless of re-training of word vectors or not, for
the LSTM model type when each mini batch is balanced (Balanced Batch) instead
of when the loss function is weighted (Weightening). For the CNN model type
is the result less clear, but by favoring ROC AUC as the evaluation metric over
accuracy, one reaches the conclusion that weightening is performance enhancing.
For the BoW-WYV model, the discrepancy between balancing each mini batch and
weighting the loss function was also not large (not shown). One possible reason
of why the discrepancy between the methods are larger for the LSTM model type
can be that LSTM nodes ‘detrend’ the input data, rendering it more sensitive to
imbalanced data.

Table A.5: Main hyperparameter optimization result

LSTM

ROC AUC 0.7410 0.7540 0.6486 0.7061
Accuracy 0.7672 0.7698 0.7664 0.7651
Training of word vectors Yes No Yes No
Class imbalance method ~ Balanced Batch ~ Balanced Batch ~ Weightening ~ Weightening
CNN

ROC AUC 0.7331 0.7566 0.7325 0.7588
Accuracy 0.7683 0.7725 0.7691 0.7721
Training of word vectors Yes No Yes No
Class imbalance method ~ Balanced Batch ~ Balanced Batch ~ Weightening ~ Weightening

Note: Iterations over hyperparameters for masked he/she data for the LSTM and CNN model
types evaluated on the original unbalanced validation set. The LSTM model has 250 nodes and

a dropout fraction of 0.5. The CNN has 100 filters and a dropout fraction of o.5.
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A.7  Further Suggestions

Some interesting findings of this project are beyond the scope of the current pur-
pose. The idea of capturing gendered language can be used in a more practical
application. Then, it would be interesting to investigate how a non-linear neural
network model performs when the scalar word count representation is used as in-
put instead of a word vector representation. It is a smaller model to implement
and if yielding the same performance, it would possibly allow for a memory- or
speed-enhancing experience by an end user. However, to my knowledge, it is not
much discussed in the deep NLP literature. Also, it would be interesting to delve
deeper into how differently the models predict, beyond using a simple metric such
as ROC AUC scores or accuracy. An undocumented finding of this project is that
the models predict individual tweets very differently, i.e. the overlap of how they
capture gendered language is not huge. If used in a practical application, one
would like to favor a model who mark words and phrases as gendered that agree
with the thoughts of the end users on the matter.

A.8 Summary

Three model types are tried: a Naive Bayes, an LSTM and a CNN model. The
best performing model type is a 1-layer LSTM model with 125 nodes and a dropout
fraction of 0.25 which is trained by balancing each mini batch and not allowing
for re-training of the word vectors.
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Appendix B. Additional Information and Results

B.1 List of survey questions used to capture gender norms

* World Values Surveys

I.

2.

3.

When jobs are scarce, men should have more right to a job than
women.

On the whole, men make better political leaders than women do.

Most men are better suited emotionally for politics than are most
women.

* General Social Survey (US)

I.

Most men are better suited emotionally for politics than are most
women.

A working mother can establish just as warm and secure a relationship
with her children as a mother who does not work.

3. A preschool child is likely to suffer if his or her mother works.

It is much better for everyone involved if the man is the achiever out-
side the home and the woman takes care of the home and family.

* National Longitudinal Survey of 1972 (US)

I.

A working mother of pre-school children can be just as good a mother
as the woman who doesn’t work.

High schools counselors should urge young women to train for jobs
which are now held mainly by men.

It is more important for a wife to help her husband than to have a
career herself.

It is usually better for everyone involved if the man is the acheiver
outside the home and the woman takes care of the home and family.

Many qualified women can’t get good jobs; men with the same skills
have much less trouble.

Men should be given first chance at most jobs because they have the
primary responsibility for providing for a family.
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. Most women are happiest when they are making a home and caring

for children.
. Most women are just not interested in having big and important jobs.
. Schools teach women to want the less important jobs.

. Young men should be encouraged to take jobs that are usual filled by
women (nursing, secretarial, work. etc.).

Table B.1: Missing UTC dates.

Year 1 Year 2 Year 2 Year 2

2016-09-05  2017-05-07  2017-09-24  2018-03-17
2016-09-19  2017-0§5-25  20I7-10-03  2018-04-17
2016-10-I§  20I7-05-27  20I7-10-09  2018-04-18
2016-10-16  2017-06-11  2017-1I-12  2018-04-22
2016-10-18  2017-06-12  20I7-1I-14
2016-10-20  2017-06-13  2017-11-17
2016-10-29  2017-06-14  2017-1I-18
20I16-1I-01  2017-06-I§  20I7-1I-I9
20I6-11-02  2017-06-16  2017-11-20
20I16-11-03  2017-06-17  2017-1I-21
2016-11-04 2017-06-18  20I7-11-22
20I6-11-05  2017-06-20  2017-11-23
2016-11-28  2017-06-2§  2017-12-0I
2017-02-I§  2017-07-05  20I7-12-09
2017-02-26  2017-07-23  20I7-12-27
2017-03-I11  2017-07-30  2018-0I-09
2017-03-I12  2017-07-31  20I8-0I-II
2017-03-13  2017-08-01  2018-01-28
2017-03-14  2017-08-14 2018-01-29
2017-03-18  2017-08-29  2018-0I-30
2017-03-28  2017-09-01  2018-02-18
2017-04-14  2017-09-23  2018-02-20

Note: UTC dates are presented because it is the level
where downloading failures happen. Swedish dates differ
to UTC dates with +1 or +2 hours (depending on daylight
saving time).
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Table B.3: Frequent words over the predicted probability distribution evaluated at a balanced sample

wWC English Swedish
0.01 contract kontrake
0.02 united united
0.03 games matcher
0.03 player spelare
0.04 club klubb
0.05 the season sisongen
0.06 goal maél
0.07 the game matchen
0.08 game match
0.09 play spela
0.10 the ball bollen
0.11 team lag

0.13 played spelade
0.14 football fotboll
0.15 penalty straff
0.16 field plan
0.18 ready klar

0.18 play spelar
0.18 miss missar
0.20 em em

0.21 europe europa
0.23 the chance chansen
0.23 worse saimre
0.25 president president
0.25 <familyname> <familyname>
0.27 short kort
0.27 leave limnar
0.27 last forra
0.28 score poing
0.30 bad dalig
0.32 smallest minst
0.32 latest senaste
0.34 manage lyckas
0.34 still there kvar
0.35 before fore

0.35 against mot
0.37 were varit
0.39 good bra

0.40 fuck fan

0.40 in in

0.43 like ju

Continued on next page
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Table B.3 — Continued from previous page

wWC English Swedish

0.43 come kommer

0.44 in i

0.44 had hade

0.44

0.45 <user> <user>

0.46 S s

0.47 _ _

0.48 are ar

0.48 at att

0.50 <hashtag> <hashtag>

0.51 and och

0.52

0.53 1 jag

0.54 <url> <url>

0.55 you dig

0.57 love ilskar

0.58 me mig

0.59 my mitt

0.59 <boygirl> <killegjejkillle>
0.61 my mina

0.62 *heart eyes* *heart eyes*
0.63 children barn

0.63

0.64 *heart* *heart*

0.66 <womenmen> <kvinnormin>
0.66 <thedaughtertheson> <dotternsonen>
0.66 my min

0.67 <brothersister> <brorsyster>
0.69 <sondaugther> <dotterson>
0.71 friend <vininnavin>
0.72 <mum’sdad’s> <mammaspappas>
0.72 <grandfathergrandmother> <farfarfarmor>
0.74 beautiful vacker

0.75 <mumdad> <mammapappa>
0.76 fi

0.77 <thewomenthemen> <kvinnornaminnen>
0.77 <grandfathergrandmother> <morfarmormor>
0.78 pink rosa

0.80 yearly driga

0.81 makeup smink

0.81 nails naglar

0.82 hagen hagen

0.82 the cookie kakan

Continued on next page
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Table B.3 — Continued from previous page

wWC English Swedish
0.82 pippi pippi
0.86 noora noora
0.87 book book
0.87 thatcher thatcher
0.88 raped valdtagen
0.90 zara zara

0.90 dress klinning
0.91 pregnant gravid
0.92 veil slja

0.94 the lady tanten
0.94 <hishers> <hanshennes>
1.00 life lyft

1.00 credit credit
1.00 free free

1.00 casino casino
1.00 code code

Note: The most “male” word with a WC of close to zero is at the top of the table
and the most “female” word with a WC close to one is at the bottom of the table.
The table is generated in the following way: The median predicted probability
for each word is calculated from the predicted probability of each tweet, named
Word Color (WC). The WC of all words is binned into 20 groups and for each
quantile is the 5 most frequent words displayed. The table is generated on the
test set and evaluated by the masked neural network model. The translation
from Swedish is made by the author.

82



0.9 L]

0.8

0.7

Follow Norms

0.6

0.5

o> o> o o> o> o> o o> o> o> o o> o>
A, o> S o M o < g 3 o M A% M AV 3 AV \%,a\ \%,0'1 \},0‘5 \p,o“ x%,o‘)
2 2 2 0 2 2 0 20 2 Py 2 Py Py
Date

Note: The main dependent variable Follow Norms, a binary indicator on if Geni predicts the tweet
correct, is displayed on the y-axis. The evaluation set of Year 2 is used. The vertical dotted line
represents the Metoo event on the 17th of October 2017 and the lighter shaded regions represent
daily confidence intervals.

Figure B.1: Gender norms over time
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Table B.4: Metoo results with time trends

Time Trends Time Trends Time Trends Time Trends
Either Side User FE User FE + Day FE
(1) (2) (3) (4)
Dep Var Follow Norms  Follow Norms  Follow Norms Follow Norms
*100 *100 *100 *100
Constant 76.842%%* 77.422%**
(0.738) (0.243)
t 0.020 0.006
(0.021) (0.006)
"2 -0.000 -0.000
(0.000) (0.000)
After Metoo 88.290™** 11.449™* 19.684*** 6.354
(5-598) (5.646) (1.632) (7.770)
After Metoo*t -0.086™* -0.107** -0.154™** -0.060
(0.044) (0.048) (0.014) (0.066)
After Metoo*t/2 0.000* 0.000** 0.000*** 0.000
(0.000) (0.000) (0.000) (0.000)
Before Metoo 76.842%%* -1.730
(0.738) (1.234)
Before Metoo*t 0.020 0.017
(0.021) (0.033)
Before Metoo*t"2 -0.000 -0.000
(0.000) (0.000)
Time FE No No No Yes
User FE No No Yes Yes
SEs Clustered on Clustered on Clustered on Clustered on
day day user day & user
Tweets 989 028 989 028 849 518 1 053 209
Days (T) 319 319 319 365
Users (N) 95 025 95 025 35338 65 165
Data Year2 Year2 Year2 Year2/1

Note: The coefficients in the table can directly be interpreted as percentage points since the
binary dependent variable has been multiplied by one hundred. Aggregating to daily data in
specification (1) and (2) and estimating Newey West standard errors with a lag length of 4 do

not change the results.

*

** p<o.or, ** p<o.05, * p<o.L.
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Table B.5: Metoo results without user fixed effects, autocorrelation taken into account

Raw Baseline Curoff independence  Female Focus
(1) () () (4)
Dep Var Follow Norms ~ Follow Norms ~ Gendered Language She Count
After Metoo -0.003 -0.013* 0.012*** 0.021**
(0.005) (0.007) (0.004) (0.008)
Time FE No Yes Yes Yes
User FE No No No No
SE:s Newey- West ~ Newey- West Newey- West Newey- West
with lag=4 with lag=4 with lag=4 with lag=4
Days (T) 319 287 287 287
Data Year2 Year2/1 Year2/1 Year2/1

Note: *** p<o.or1, ** p<o.05, * p<o.1.

Table B.6: Metoo results estimated separately for tweets about females and males, autocorrelation taken into ac-

count

She He She He

(1) (2) (3) (4)
Dep Var Gendered Language ~ Gendered Language  Follow Norms  Follow Norms
After Metoo 0.014™** 0.007 0.023*** -0.004™*

(0.003) (0.004) (0.00%) (0.002)
Time FE Yes Yes Yes Yes
User FE No No No No
SE:s Newey- West Newey- West Newey- West ~ Newey- West
with lag=4 with lag=4 with lag=4 with lag=4

Days (T) 287 287 287 287
Data Year2/1 Year2/1 Year2/1 Year2/1

Note: *** p<o.o1, ** p<o0.05, * p<o.IL.
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Note: The entry rate is the first observed tweets of users on a daily basis over total tweets. Instead,
the exit rate is the last observed tweets. The entry and exit rates are standardized without any loss
of pattern detection. The shaded areas represent missing dates. The analysis is limited due to
unobserved tweets before and after the sample period, as well as for missing dates. For example,
the peak of the exit rate at the end of the sample period is due to those dates being the last
observed tweet for many users, but those users are likely going to tweet in future data which is not
included. Likewise, before a region of missing dates, the exit rate will be higher since users whose
last observed tweet is at a missing date is counted to a date before. An alternative analysis would
necessitate a definition of what an active Twitter user is.

Figure B.2: Entry and exit rates
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Abstract

The form of democracy impacts political and economic conditions and thereby, plausi-
bly, economic growth. However, the existing empirical literature does not show any clear
results, partly because of the methodological challenges involved in cross-country studies.
This paper examines the causal effect of different democratic systems on economic growth
at a local level in Indonesia. Indonesia has changed from a parliamentary system where
the local leader was appointed by the local parliament, to a presidential system with direct
election of the local leader. The first direct elections of district leaders in Indonesia were
performed in a staggered manner and decided such that the year of election is exogenous.
Hence, we are able to compare economic growth in districts with a direct election of local
leaders to growth in districts with an indirect appointment. Our estimations show no
growth effects of the change to direct elections. The lack of growth effect corresponds
with very small differences between the two types of districts in a number of governance
variables.

Key Words: Asia, Indonesia, Democracy, Elections, Economic Growth

JEL Classification: Hiz, O10, O43
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1 Introduction

One of the major distinctions of democracies is between presidential and parlia-
mentary systems. In a presidential system, the executive (the president) and the
legislature (the parliament) are both elected by the people, with a resulting separa-
tion of power between the two bodies. In a parliamentary system, the executive is
indirectly elected by the legislature. Moreover, different democratic systems have
been found to result in different types of political leaders and different types of
economic policies, which could have an effect on economic growth. We address
the issue of democratic systems and economic growth by relating local economic
growth to the staggered and exogenous introduction of a local presidential system
in Indonesia.

From a theoretical perspective, different democratic settings can impact economic
growth through two mechanisms. The first one relates to the accountability of
the political leader. A directly elected president (presidential system) is expected
to perform better than an indirectly elected leader (parliamentary system) since
the former is more accountable to voters (Persson and Tabellini, 2003). In other
words, poorly performing leaders in a presidential system will be punished by the
voters and elected out of office.

The second mechanism is the type of policies that different democratic systems
foster. Theoretical work shows systematically different economic policies in presi-
dential and parliamentary systems (e.g. Persson and Tabellini, 2003). One reason
is that a parliamentary system necessitates the formation of larger coalitions which,
in turn, diminish the role for special interest groups. As a result, parliamentary
systems are shown to foster economic policies that are relatively better in line with
the preferences of the majority of the population (Persson et al., 2000). Moreover,
parliamentary systems result in relatively high public expenditures and high taxes,
a tendency to redistribute resources towards the majority, less under-provision of
public goods, and more rents to the politicians (Persson et al., 2000). Such im-
portant differences in economic policies between parliamentary and presidential
systems could affect economic growth.

If the theoretical discussions are correct, that the form of democracies can affect
economic growth, the policy implications are of obvious and large importance.
However, the existing empirical literature does not show any clear result (see Voigt,
2011 for an overview). One reason is the methodological difficulties involved in
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such estimations. The existing empirical papers relate cross-country political sys-
tems to economic growth rates. One difficulty is that there are many unobserved
country characteristics that presumably affect economic growth and which are dif-
ficult to control for. A few studies control for unobserved country characteristics
by including fixed country effects in the estimations and hence estimate the ef-
fect of switching from one system to another. For instance, Persson and Tabellini
(2006) find new parliamentary democracies to grow faster than new presidential
democracies, whereas Knutsen (2011) find no significant difference in growth rates
between the two types of democracy.

Another and perhaps even more serious methodological difficulty is that it is not
necessarily a random process that makes some countries change their democratic
system, and there could be factors affecting both the change of system and eco-
nomic growth. Persson (2005) tries to overcome this endogeneity problem by an
instrumental variable approach where settler mortality is used as an instrument
for the form of democracy (see also Acemoglu et al. 2001). Democratization by
adopting a parliamentary system is seen to increase economic growth. However,
the used instrument is controversial, as discussed at some length in Albouy (2012).

We estimate the effect of parliamentary versus presidential systems on economic
growth by looking at Indonesian districts that switch from having appointed dis-
trict heads to having directly elected ones. A quasi-experimental research approach
can be adopted since direct elections of local leaders in Indonesia were introduced
in a staggered manner: the first elections took place in different years in different
districts. The year of the first local direct election of a district head depended on
when the incumbent district leader’s term was due, which was a random event (see
the discussions in Section 2.1 and 3.3). As a result, the year of the local election is
exogenous. Combined with annual data on Indonesian districts’s GDP and other
economic variables, this allows for difference-in-differences estimations: we are
able to compare the growth rates in districts that have had direct elections of local
leaders against growth rates in districts that have not had such elections.

Our results show no effect of elections on economic growth: districts governed
by a directly elected leader have about the same growth rate as districts with an
appointed leader. Our results are stable to alternative specifications and measure-
ments. For instance, the results are similar in more and less developed regions and
are not affected by alternative definitions of the growth variable.

The results suggest that the form of democracy has had a limited impact on gov-
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ernance, which is confirmed when we examine a large number of indicators on
governance in districts with and without elections. More precisely, districts, where
there have been direct elections of local leaders, do not perform better than other
districts when we examine, for instance, the business environment, infrastructure,
licensing, and security.

The paper proceeds as follows. We start with a discussion of elections and gov-
ernance in Indonesia. We continue with a discussion on the empirical approach,
followed by the econometric results, a closer look at governance in Indonesia, and
a concluding section.

2 The Setting

2.1 Background

The highly centralized authoritarian Indonesian regime of President Suharto came
to an end with the Asian economic crisis of 1997/98. Widespread public protests
and demonstrations lead to a transition towards a democratic political system, and
the first free election was held in 1999.

The democratization has, by and large, been successful and elections are widely
perceived as competitive, free and fair (Erb and Sulistiyanto, 2009; The World
Bank, 2009, pp. 5-6). Moreover, a multitude of parties have emerged since the fall
of the autocratic regime, the civil society is vibrant, and the media is free (Erb and
Sulistiyanto, 2009, pp. 7, 15; Praktikno, 2009, p. 62; Freedom House, 2012; The
World Bank, 2009; Buehler, 2009, p. 283). The voter turnout in the local elections
is 73 percent on average, which is high by international standards (Schiller, 2009,

p- 157)-

Indonesia has a three-tiered government structure with elections at a national,
provincial, and district level. Elections are performed in five-year cycles. There are
elected assemblies and also elected leaders at all three levels: president, governor,
and district leader.

The appointment of district leader has changed over time. Direct elections of lead-
ers were introduced in 2005.! The year of the first direct election was decided by

Law No. 32/2004
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when the term of the incumbent leader expired. Some terms expired in 2005 and
others in later years. Indirect elections of district heads were in place from 1999.
Under indirect elections, a local parliament was elected, which in turn appointed
a local district head. The first indirect election was taking place in the year when
the incumbent leader’s term expired. Some indirect elections took place in 1999
and others in the years before 2005. President Suharto, sometimes on the advice
of the district parliaments, personally appointed district heads until 1999. The
typical district head was a Javanese member of the Golkar (ruling) party with a
background in the military ranks.

Again, the date of when the first indirectly elected leader was appointed was de-
termined by when the term of the leader appointed by President Suharto expired,
and the date of the first direct leader was determined by when the term of the indi-
rect leader expired. It is important to note that the appointment of heads during
the Suharto era was random as discussed and shown at some detail by Skoufias
etal. (2014). More precisely, they examine dates of appointments of district heads
between 1994 and 1999, hence during the Suharto regime. The number of yearly
appointed heads averaged 42 and varied between 1 and 81. Moreover, they show
in econometric estimations that the appointments are exogenous: the time of a
new appointment under Suharto cannot be explained by any district characteris-
tics. This exogeneity ensures that also the timing of the first directly elected district
leader, from 2005 and onwards, is exogenous, which enables us to estimate a causal
effect of direct elections on economic growth.

2.2 Do direct elections change the political setting?

There are indications that the direct elections have had an impact on the changes
in leadership. More specifically, using names of the district heads for the period
2001 to 2007 allows us to calculate the share of incumbents that have remained in
power. There was a change of district head in s1 percent of the districts that had
direct elections in 2005.2

Hence, the direct elections of district heads seem to have enabled a change in lead-
ership. Buehler (2010, pp. 273-5) confirms that the local elections have instilled

2Unfortunately, we cannot use turnover as a dependent variable since we lack data to identify
which district heads that would have stepped down anyways. District heads cannot stay in office for
longer than 2 terms.
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competition, although mostly among elites. Moreover, Buehler (2009, pp. 117-9)
and Mietzner (2011, pp. 133-6) suggest that, although wealth is a necessary require-
ment for a prospective district head (bribes, campaign advertising, etc.), it is not
sufficient: they both highlight that local knowledge and attachment is the deter-
mining factor for success in local elections. Buehler (2009, p. 116) states that the
parties’ demands for money for nomination “act as early blockers or facilitators by
default”, and that this only “skims off candidates early in the electoral process”.
Many case studies underline personal characteristics, and not party affiliation, as
important for voters’ choice of district head (e.g. Sulistiyanto and Erb, 2009, pp.
12,16,20; Praktikno, 2009, p. 70). Sulistiyanto and Erb (2009, p. 20) argue that in
the cases where incumbents have been re-elected, it is because they have performed
well.

2.3 Can a district leader make a difference?

Indonesia has changed from one of the world’s most centralized countries to one
of the world’s most decentralized (The World Bank, 2009, p. xvi; Buehler, 2010,
p- 268). A major administrative decentralization took place in 2001 as a result of
the democratization efforts after the fall of President Suharto. The district level
became responsible for everything except “security and defense, foreign policy,
justice, religious affairs and monetary policy”, which is the responsibility of the
national government (Mboi, 2009, p. 44). Obligatory responsibilities at the local
level include such areas as health, education, public works, agriculture, industry
and trade, transport and communications (The World Bank, 2008, p. 113). In the
decentralization process, agencies and personnel were transferred to district-level
control, and the districts accounted for 69 percent of all civil servants employed
in 2004 (Schiller, 2009, p. 148; The World Bank, 2008, pp. 17, 113).

Most power in the district is in the hands of the district leader, who sets the prior-
ities for the budget, including the levels and types of spending, and is responsible
for its execution. Moreover, the ultimate power rests with the district leader in
cases of disputes between the district leader and the district parliament (Niazi,
2012).

The district level has also gained the financial means needed to perform its new re-

3According to Law No. 22/1999, implemented in January 2001, and later replaced by Law No.
32/2004.
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sponsibilities. The districts can issue regulations, including taxes and charges (The
World Bank, 2008, p. 125; Niazi, 2012, p. 396).4 Districts are also receiving grants
from the central government.> The districts have full discretion over their use of
those revenues, with the exception of some special purpose grants.® The World
Bank (2008, pp. 112, xv) concludes that “most regions now have enough resources
to make a real difference for the lives of their citizens”, and that Indonesia’s level
of fiscal decentralization is “higher than the OECD average and higher than any
other East Asian country except China’.

2.4 Does governance differ between districts?

The above discussion shows that districts have a large amount of autonomy and
power in shaping their economic policies. An important question is whether this
autonomy is reflected in differences in observed policies. There are case studies
that indeed show large differences between Indonesian districts in terms of poli-
cies and governance. For instance, von Luebke (2009) examines governance in
several Indonesian districts and finds substantial differences in the quality of gov-
ernance. As an illustrative example, a business license that it takes two days to
obtain in Yogyakarta takes 20 days in Medan. Niazi (2012, p. 397) argues that
around 10-15 percent of regional governments have developed strong and effec-
tive leadership with good policies since the decentralization. At the other extreme
are a significant number of districts plagued by poor governance, corruption, and
money politics. Moreover, KPPOD (2008) surveyed the business climate in 234
Indonesian districts in 2007. The report claimed that there were strikingly large
differences in the business climate and in the quality of economic governance.

Other papers find local institutions to differ across Indonesia, and that this differ-
ence has economic impacts.” For instance, Burgess et al. (2012) find institutional
changes at the district level in Indonesia to affect economic behavior. Similarly,
Olken (2007) finds local institutions to affect the business climate in Indonesia.
Moreover, Skoufias et al. (2014) show that local direct elections affect the compo-

4Law No 32/2004.

SDAU (Dana Alokasi Umum).

°DAK (Dana Alokasi Khusus), which made up 3.2 percent of the districts’ revenues in 200s.

7On a related note, Martinez-Bravo (2014) examines the effects of local institutions on polit-
ical outcomes. She finds that appointed village heads are more likely than elected village heads to
convince villagers to vote for the district ruler’s party.
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sition of local public expenditures, and Sjahrir et al. (2013) and Valsecchi (2013)
find signs of increased corruption.

Hence, previous studies suggest that changes in governance might be taking place
after local elections, but it is less clear whether governance is improving or dete-
riorating and whether it affects economic growth. We will continue to examine
both issues in more detail below.

3 Empirical Approach

3.1 Data

The Ministry of Home Affairs in Indonesia provided us with the dates of dis-
trict elections. Data on Gross Regional Domestic Product (GRDP), in constant
prices and per capita at the district level, between 2003 and 2010, is from Statis-
tics Indonesia (BPS). Growth in 2001 and 2002 and a large number of governance
variables at the district level are from McCulloch (2011). Some districts have split
into two or more new districts during our period of analysis. We have collapsed
these new districts back to the original district. Hence, we use the district division
from 1999, to conform to the district definition in some of our data. Thus, an
essential data source is a dataset from Statistics Indonesia that enables the conver-
sion of districts between different years. A more detailed specification of the data
sources can be found in the Appendix Section A.o.1.

3.2 Difference-in-differences estimations

We will base our analysis on the standard difference-in-differences expression:

Yits = a+ AxTreat; + 0 x AfterTreaty; + vy + Uirs (1)

where Y is the growth rate of constant GRDP. Subindex ¢ denotes district, ¢ de-
notes years, and s denotes whether the district belongs to the treatment or the
control group. The variable T'reat takes the value 1 if the district is treated, i.e.
held a local election in 2005, and zero otherwise. A fterTreat takes the value 1
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if the observation occurs after treatment: if the district held elections in 2005 and
the observation is from later years than 2005. The parameter of interest is J, the
Difference-in-Differences estimator, which estimates the effect of direct elections
of district leaders on economic growth. v; refers to year fixed effects. Standard
errors are clustered at the district level, to control for possible serially correlated
residuals within districts.

We use different measures on economic growth. Firstly, we include growth in re-
gional domestic product (GRDP) and growth in per capita GRDP. Indonesia is an
oil-producing country and oil is concentrated in relatively few districts, mainly in
East Kalimantan and the province of Riau on Sumatra. Volatility in oil prices will
affect measured production and potentially bias our results. We therefore run our
estimations also with non-oil GRDP and non-oil GRDP per capita. Finally, the
Indonesian statistical bureau has offices collecting data in all districts. However,
measuring local-level GDP is not without problems and, moreover, the quality of
the staff responsible for doing so might differ between districts. It is therefore pos-
sible that GDP at a district level might be measured with errors. This would bias
our results if the measurement errors within districts vary over time. We there-
fore run also estimations with consumption per capita as the dependent variable.®
Information on consumption is collected in household surveys, which have been
conducted for many years in Indonesia with a standardized method.

In the baseline estimations, our pre-treatment period is 2002-2004 and our post-
treatment period 2006-2007. Hence, we examine the growth effect two years after
local elections are held. Previous cross-country studies on the transition to democ-
racy and economic growth have found a positive effect immediately after the tran-
sition.” However, one could argue that it should take longer for the economy to
fully react to better or worse policies implemented as a result of elections. We,
therefore, include additional estimations where we examine growth in the period
2002-2010. The main drawback is that part of the control group itself get treated,
i.e. the control districts have local elections in 2008 or later, making a comparison
between the treatment and control group confounded by the inclusion of later
years. The main advantage is that this specification examines the growth effect up
to five years after the election. Moreover, the results will be unbiased under the

8Data on consumption come from Statistics Indonesia and are found in McCulloch (2011).

°For instance, Papaioannou and Siourounis (2008) find a positive growth effect of around one
percentage point already one year after the transition to democracy, and Rodrik and Wacziarg (2005)
an annual similar effect in the first five years after the transition.
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reasonable assumption that it will take equal time for elections to have a growth
effect in the treatment and control districts.

Finally, we will examine the effect of local elections on various local policy variables
as an additional way to examine the impact of direct elections of local leaders.
Some of these policies could potentially change relatively fast after an election (see
Section 5 below).

3.3 Identification and specification of treatment status

The first election of a district leader is the “treatment” of interest, and the effect
is the difference in growth rates. Thus, the difference-in-differences estimation
compares the differences in growth rates before and after elections in the districts
that had local direct elections, to the districts that had no such elections.

The main benefit of our research methodology is the exogenous assignment of elec-
tions, which allows us to make a causal interpretation of the relationship between
elections and growth. As discussed in section 2.1, elections were implemented in
different years in different districts in a staggered manner.!® To summarize:

* Districts leaders were randomly appointed by President Suharto up until
1999.

* District leaders were indirectly elected between 1999 and 2004. The first
indirectly appointed leader was taking office when the term of the leader
appointed by President Suharto expired.

* District leaders were directly elected after 2005. The first direct election took
place when the term of the indirect leader expired.

Hence, the year in which a district held its first direct election was determined
by the end of the term of the incumbent indirectly elected district leader, which
in turn was determined by when district heads had been appointed under the
previous regime. Consequently, the strict exogeneity assumption underlying the
difference-in-differences method is satisfied.

10See alsoSkoufias et al. (2014).
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Our treatment group includes districts that held local elections in 2005, and the
control group includes districts that held local elections in 2008 or later. The
districts that held local elections in 2006 and 2007 are not included in the analysis.
There were 336 districts in 2002, the first year of our analysis. The 73 districts which
held elections in 2006 or 2007 are excluded. Moreover, 44 other districts are also
excluded. Some of them because they were split and the two new districts ended
up in different groups (treated and control), and others because they belong to the
capital Jakarta, which has a special governance system. We end up with a sample
of 219 districts, 132 belonging to the treatment group and 87 to the control group.

3.4 Interpretation

Models on democratic systems and economic growth usually divide the effect into
a selection effect and an accountability effect. The former arises since citizens tak-
ing part in elections have the possibility to choose a high-quality leader, whereas
the latter arises since citizens affect the leaders’ behavior while in office because
of the desire for re-election. As the announcement of direct elections was made
in late 2004, the incumbent leaders did not have much time to react. However,
the district leaders in our control group had from 2004 until 2008 to prepare for
their elections. We are therefore likely to capture mainly the selection effect, the
populace choice of quality of leadership when we compare the treatment and con-
trol group. The accountability effect might be in operation for both the treatment
districts with their elected leaders and the control districts with their unelected
leaders.

3.5 Tests of pre-treatment variables

The parallel trend assumption needs to be fulfilled for identification in the difference-
in-differences estimation framework: the treatment and the control group must
have had parallel trends in the outcome variable before the treatment takes place.

Figure A.1 shows the economic growth rates in our treatment and control groups.
The parallel trend assumption seems fulfilled: economic growth is very similar in
the two groups in 2002, 2003 and 2004. Moreover, some of the figures suggest
that economic growth in 2006 is relatively high in the treated districts.

To verify that the treatment and control districts do not differ in any important
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respect that could also be correlated with economic growth requires information
on district characteristics. The rich data in McCulloch (2011) allows us to perform
such a comparison. Table A.1 in the appendix shows the comparison of more than
so district characteristics in the treatment and control groups. The variables are
from 2000-2003, hence before the treatment in 2005. We divide the variables into
four broad groups: general characteristics, social characteristics, governance char-
acteristics, and economic characteristics. The comparison shows a large similarity
between the treatment- and control groups: almost all variables are balanced. Reli-
gious fragmentation is one exception: there are more fractionalized districts in the
treatment group. However, religious fragmentation is fairly time-invariant and
controlled for in the difference-in-differences estimation.

A more interesting exception is that the two measures of investment, foreign direct
investment and domestic investment, are significantly higher in the control group.
Higher growth from high levels of investment might bias the results, and we will,
therefore, run robustness estimations in which investment is included.

Finally, it would be unfortunate if the years of elections in the districts followed a
geographic distribution since geographic factors are also likely to affect economic
growth. Appendix Figure 1 shows the geographic distribution of our treatment
and control districts: the districts in the groups are evenly distributed across the
archipelago.
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4 Econometric Results

Our base estimations on elections and growth are shown in Table 1. The coefficient
is positive for direct elections in all estimations, but the size of the coefficient in
the estimation with GRDP as the dependent variable is close to zero. The sizes
of the coefficients in the other estimations would suggest that districts with direct
elections had a growth rate roughly 0.3 percentage points higher than districts
with indirect elections. However, the standard deviations are large, and none of
the coeflicients are statistically significant. Hence, we find no robust effect of local
elections on economic growth.

Table 1: Growth in gross regional domestic product in districts with and without elections (2002-2007)

(1) (2) (3) (4) (s)
GRDP  GRDP per GRDP excl.  GRDP per capita  Consumption per

capita oil excl. oil capita

Did 0.000 0.003 0.003 0.002 0.005

(0.003) (0.004) (0.003) (0.005) (0.009)

# obs 1,075 1,076 1,075 1,076 1,064
# clusters 219 219 219 219 219

Note: GRDP is Gross Regional Domestic Product. The growth estimations compare growth
in 2006-2007 with growth in 2002-2004. Standard errors in parentheses are clustered at the
district level.

Table 2 shows estimations where we expand the post-election period until 2010.
Moreover, we show also the individual year effects. For instance, the DiD*2006
coefhicient measures the growth effect one year after the election. Expanding the
time period decreases the DiD coefhicients, and most of the estimates are close to
zero. Moreover, the standard deviations are large. Hence, we find no economic or
statistically significant effect of elections on economic growth.

102



Table 2: Growth in gross regional domestic product in districts with and without elections (2002-2010)

(1) (2) (3) (4)
GRDP  GRDP per GRDPexcl.  GRDP per capita
capita oil excl. oil
Panel A:
Did 0.000 0.000 0.002 0.000
(0.002) (0.003) (0.002) (0.003)
Panel B:
DiD*2006 0.001 0.008 0.006 0.004
(0.004) (0.007) (0.005) (0.009)
DiD*2007  -0.000 -0.00T 0.00T 0.000
(0.002) (0.003) (0.002) (0.003)
DiD*2008 0.001 -0.001 0.00T -0.002
(0.003) (0.003) (0.003) (0.003)
DiD*2009  -0.002 -0.003 -0.001 -0.003
(0.004) (0.005) (0.004) (0.004)
DiD*2010 0.001 0.000 0.002 0.000
(0.003) (0.003) (0.002) (0.003)
# obs 1727 1729 1728 1730
# clusters 219 219 219 219

Note: The growth estimations compare growth in 2006-2010 with growth
in 2002-2004. Panel A shows the average and Panel B the effect divided
by year. GRDP is Gross Regional Domestic Product. Standard errors in
parentheses are clustered at the district level.

As previously discussed, some of the districts were split which can impact the date
of election and, hence, whether the district belongs to the control or the treated
group. Our results will then be biased if a district split is endogenous to economic
factors. We use two approaches to control for such bias. Firstly, we estimate a
sample of districts from which we exclude the 12 districts that were split. Secondly,
we estimate a sample of all districts and include a dummy variable for all districts
that have split. The results are seen in columns 1 and 2 in Table 3. Direct elections
are not, again, having a statistically significant effect on economic growth.
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Table 3: Additional estimations on growth in gross regional domestic product (2002-2007)

(1) (2) (3) (4) (s) (6)
Excluding ~ Dummy for Java and Bali Others Islands ~ Controlling for ~ Expanded sample
district that split (more developed)  (less developed) investmemt (2004-2007)
split
Did 0.00T1 0.000 0.001 0.000 0.00T1 0.001
(0.003) (0.003) (0.005) (0.003) (0.003) (0.005)

Dummy for split No Yes No No No No
Investment No No No No Yes No
# obs 1020 1075 453 622 587 859
# districts 207 219 92 127 188 322

Note: The growth estimations compare growth in 2006-2010 with growth in 2002-2004. Standard errors in parentheses are clus-

tered at the district level.
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Elections could perhaps have more of an effect in more developed parts of the
country. Citizens might have better access to information in some districts, for
instance, because of a higher literacy rate, and would consequently be better able
to hold their local leader responsible when elections are implemented. Other dis-
tricts might lack those favorable conditions, and be more prone to corruption
and local elite capture. We, therefore, follow previous studies on regional devel-
opment in Indonesia and divide our sample into districts on Java and Bali — the
more developed districts — and those outside of Bali and Java — that are less devel-
oped (Skoufias et al., 2014; McCulloch and Malesky, 2010). Again, there were no
effects of elections on economic growth, as seen in columns 3 and 4 in Table 3.

It was seen above that investment was higher in the control districts, and we con-
tinued by controlling for domestic and foreign investments. Thus, by controlling
for investments, we essentially examine whether the lack of effect of local elections
on growth in the previous estimations was due to lower investments in districts
with elections.!” The coeflicient for direct election is once again, as seen in col-
umn s, statistically insignificant.

As previously described, districts that split after 1999 and were the new districts
ended up in different groups are excluded from the analysis above. We are able to
increase the sample of districts to 323 (202 treated and 121 control districts) if we
restrict our pre-treatment period to 2004. However, re-running our estimations
on this larger sample of districts have no impact on the results, as seen in column

6.

Another issue is that economic growth rates might be correlated between neighbor-
ing provinces. This will not affect our estimates if the correlation is time-invariant.
However, we also estimated specifications where the standard errors were clus-
tered at the province level, in order to allow for some spatial correlation between
neighboring districts. The results did not show any robust positive effect of direct
elections on economic growth (not shown).

"t is not obvious that one should control for investments since it can be argued to be endoge-
nous to the political system.
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s Governance

The effect of local elections on growth is supposed to occur via the channel of
better governance. We, therefore, continue by examining whether there is any
difference between the treatment and control groups in a set of governance vari-
ables. McCulloch (2011) and McCulloch and Malesky (2010) surveyed governance
indicators in 2007. A fortunate aspect of the survey is that it was designed to mea-
sure governance aspects related to economic growth and targeted such areas that
are under local government control (McCulloch and Malesky, 2010, pp. 10-11).
Moreover, the survey was conducted in early 2007, roughly two years after local
elections in the treatment group, but before elections in the control group.

The data allow us to compare means between the treatment and control groups for
the governance variables. This is insufficient for us to make any conclusions about
the causality between elections and governance, but it can serve as an indication of
whether our previous results could be due to a lack of differences in governance.

There are 61 different variables included as shown in Table 4. These variables are
also aggregated into nine broader categories covering access to information, busi-
ness development programs, infrastructure, integrity, interactions with the busi-
ness community, land issues, licensing, security, and transaction costs.

All variables have been normalized on a scale from 1-100, in such a way that 1 indi-
cates the worst-performing district and 100 indicates the best-performing district.
Hence, a higher value indicates better performance on the given policy, even if the
variable name may indicate the contrary.'?

It is worth getting back to the previously discussed issue of how long it will take for
a new local head to have an impact on economic policies. Some of the variables
included here, improved infrastructure, for example, are likely to take time to
implement, and even longer to have an impact on economic growth. Most of
the other variables, however, capture policies that are concerned with the general
business climate, which should be possible to change in a relatively short period
of time.

12For more information about the variables please see McCulloch (2011) and McCulloch and
Malesky (2010).
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Table 4: Comparison of Governance Characteristics in the Treatment and the Control Group

Variable Mean of P-value
Treatment  Control

Access to Information Index 47.33 46.99 0.842
Ever tried to access government information 15.0§ 14.89 0.942
Overall impact of access to information on firm 79.60 78.61 0.743
activities
Business Development Programs Index 42.13 41.03 0.577
Average share of firms saying 6 programs exist 30.18 28.95 0.645
Average share of firms participating in 6 programs 34.12 33.34 o0.801
Average satisfaction with the programs 66.47 67.41 0.752
Overall impact of business development programs 37.73 34.41 0.345
on firm activities
Infrastructure Index 64.06 71.32 0.000
Evaluation of quality of roads 54.99 59.43 0.053
Evaluation of quality of street lighting 67.03 70.64 0.180
Evaluation of quality of local water supply 62.56 67.13 0.147
Evaluation of quality of electricity 65.94 74.18 0.000
Evaluation of quality of telephone 62.05 63.42 0.534
Log time to fix roads 42.05 49.64 0.012
Log time to fix street lighting 66.72 74.07 0.004
Log time to fix local water supply 67.76 75.73 0.009
Log time to fix electricity 84.84 92.38 0.004
Log time to fix telephone 79.87 84.59 0.086
Ownership of a generator 62.72 70.50 0.021
Frequency of blackouts 83.04 91.47 0.002
Overall impact of infrastructure on firm activities 52.57 62.06 0.007
Integrity Index 56.78 56.16 0.736
District head’s understanding of business issues 52.96 53.81 0.758
Local officials appointed based on relevant skills 52.78 55.65 0.275
District head takes strong action against corrup- 57.97 55.62 0.359
tion
District head (doesn’t) take corrupt actions them- 42.73 39.79 0.221
self
District head is a strong leader S1.03 49.41 0.576
Overall impact of the capacity and integrity of the 83.20 82.68 0.838
district head on firm activities
Interaction between Local Government and Busi- 55.08 53.56 0.335
nesses Index
Existence of a communication forum 35.58 30.41 0.060
Composite of: does the leader try to solve busi- SI.49 51,78 0.912

ness problems; do the solutions meet your expec-
tations; do the officials follow up

Continued on next page
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Table 4 — Continued from previous page

Variable Mean of P-value
Treatment ~ Control

Actions of the local government do not increase 66.68 63.54 0.177
business costs

Actions of local government do not increase busi- 55.75 SL.I2 0.084
ness uncertainty

Overall impact of issues associated with interac- 72.45 72.86 0.885
tion on firm activities

Land Index 69.67 71.98 0.180
Weeks to get a land certificate 73.95 77.08 0.288
Ease of getting land 43.62 4574 0.523
Infrequency of eviction in this area 77.64 78.50 0.798
Infrequency of land conflict 79.36 82.29 0.254
Overall constraint of land issues and legal uncer- 73.80 76.28 0.353
tainty on firm activities

Licensing Index 59.40 61.71 0.091
Percentage of firms that have a TDP** 46.59 49.15 0.423
Average of: ease of getting a TDP and mean days 73.43 75.60 0.167
to get a TDP. Of which:

—ease of getting TDP 58.80 62.02 0.122
—mean days to get TDP 88.07 89.19 0.482
Average of: cost of TDP and whether cost bothers 79.82 85.14 0.021
them. Of which:

—cost of TDP 89.24 94.02 0.011
—whether cost bothers them 71.21 76.27 0.144
Combined score of three measures of efficiency of 52.32 52.91 0.838
licensing. Of which:

—business licensing is carried out in an efficient 51.64 54.57 0.244
manner

—business licensing is free of illegal collections 56.19 54.80 0.684
—business licensing is free of collusion with offi- 49.11 49.36 0.941
cials

Percentage of firms that say there is a complaint 29.28 30.26 0.786
mechanism

Overall constraint of licensing on firm activities 74.94 77.21 0.404
Security Index 60.55 59.87 0.721
Composite opinion of how police handle cases 48.03 48.30 0.920
Quality of the police in dealing with worker 46.92 48.39 0.515
demonstrations

Overall constraint of security on firm activities 74.92 73.34 0.613
Transaction Costs Index 67.12 66.99 0.952
How much does paying user charges bother the 65.06 66.27 0.739
firm

Continued on next page
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Table 4 — Continued from previous page

Variable Mean of P-value
Treatment ~ Control

Existence of user charges on the distribution of 66.06 64.46 0.677
goods

Composite of: existence of voluntary donations 63.55 62.67 0.694
and how much they bother you. Of which:

—incidence of paying donations S1.81 45.90 0.141
—donation impact of firm performance 75.29 79.43 0.107
Security payments to the police 70.65 70.06 0.861
Opverall constraint of transaction costs on firm ac- 70.14 71.49 0.658

tivities

Note: The P-value is for the t-test of equality of variable means across groups.
TDP= business license. Source: McCulloch (2011).

Most indicators are not statistically different between treatment and control dis-
tricts. However, in the cases where there is a significant difference, it is almost ex-
clusively the case that the control group obtained higher scores than the treatment
group. For instance, the control districts have significantly better performance on
the variables relating to licensing and infrastructure. The comparison of means for
the “licensing index” indicates that the average score of the control districts is 62,
whereas the average of the treatment districts is 59. The corresponding figures for
infrastructure are 71 for the control group and 64 for the treatment group.

Treated districts perform relatively better than the control districts in none of the
aggregated policy variables in Table 4 and in only two disaggregated policy vari-
ables. The first is “actions of the local government do not increase business un-
certainty”, for which the treatment group scores 56 and the control group s1. The
second is “existence of a communication forum”, which captures one aspect of
interaction between the local government and the local business community, and
for which the treatment group scores 35 and the control group 30.

In summary, this result is consistent with our earlier finding of an insignificant
effect of local direct elections on growth, since the channel of better governance,
does not appear to be present in Indonesia.
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6 Discussion and Concluding Remarks

How parliamentary and presidential systems affect economic growth has received
a great deal of interest. We have approached this issue by examining the growth
effect of changing from a parliamentary system to a presidential system in In-
donesian districts. There have been large differences in economic growth between
Indonesian districts, and there are also several case studies suggesting that gover-
nance differs between districts. However, we do not find these differences to be
caused by indirect versus direct elections of local leaders. Most of the estimated
coeflicients are very small suggesting that the economic impact is negligible. In
those cases where the coefhicients are slightly larger, they remain far from being
precisely estimated because of the large standard errors. Our overall conclusion is
that we do not find any economic and statistically significant effect of elections.
The interpretation is that citizens do not choose higher-quality persons as district
heads than those appointed in an indirect way through the local parliament.

Odur results are very robust to changes in the specifications. For instance, local
GDP might be plagued by measurement errors but using households” consump-
tion expenditures does not change the results. Moreover, it could be argued that it
takes longer time before the full effect is in place and that our treatment period is
too short. However, expanding our treatment period does not change the results.

The lack of a growth effect suggests that local governance is not affected by local
elections in Indonesia. This is confirmed when we compare many different indi-
cators of governance in districts with and without elections. Governance is rather
similar in the two groups of districts and, when there are significant differences,
the situation is often better in the districts without direct elections. Districts with
direct elections receive better scores than districts without direct elections in only
2 out of the 61 variables capturing various aspects of governance.

There are limitations on the generalizability of our results: the growth effect of na-
tional elections might differ from that of local elections. This limitation notwith-
standing, we do believe that our paper complements the existing literature in
some important respects. Most importantly, our approach has enabled us to over-
come the problem of endogeneity, which might have plagued previous studies and
thereby allow us to estimate a causal effect of direct elections of district leaders on
economic growth.
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Appendix A. Additional Information and Results

A.o.1  Specification of data sources

1. Data on local elections
* Indonesian Ministry of Home Affairs
2. GRDP data

e Statistics Indonesia, Badan Pusat Statistik (BPS)

— Gross Regional Domestic Product of Regencies/Municipalities in
Indonesia 2006-2010

— Gross Regional Domestic Product of Regencies/Municipalities in
Indonesia 2003-2007

3. Data on when new districts are formed
* Indonesian Ministry of Home Affairs
4. Conversion of districts between different years

e Statistics Indonesia, Badan Pusat Statistik (BPS)

— Master File Kabupaten 1993-2002
— Master File Kabupaten 2003-2009

* Downloaded 2012-04-20 from www.bps.go.id
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Explorative Analysis of
Municipality-level Inequality in
Late Nineteenth Century Sweden

Abstract

This paper presents new data on Sweden’s municipality-level inequality for 1871 and 1892.
There exists scant information on the evolution of inequality during the 19th century, but
thanks to a novel method of obtaining data, this paper shows that the income share of the
top one percent in the industrial sector is increasing between the two time points, whereas
inequality in the agricultural sector is fairly constant. In addition, the inequality estimates
presented here can be used for further studies. The data is not on income but on the vote
distribution for municipality elections. The taxation numbers can be backed out since a
tax-weighted electoral system was in place.

Key Words: Income Inequality, Economic Development

JEL Classification: N33, D31, O15
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1 Introduction

The evolution of inequality over the path of development has gained plenty of
interest. Data on inequality is scant from the 19th century, especially data on
income inequality. This paper presents new income inequality estimates for 1871
and 1892 for 2300 Swedish municipalities. The major contribution of the paper
is to provide a new piece to the puzzle of long-run evolutions in inequality. The
paper shows that the top one percent income share in the industrial sector increases
between 1871 and 1892. Hence, income inequality increases in the early phase of
the Swedish industrialization process. The other contribution of the paper is to
provide new inequality estimates for further research.

The high data demands for providing inequality measures constrain research on
inequality. Two main data sources are currently in use. Firstly, cross-country sur-
vey data exists from the 1970s. The cross-country literature answers the question
of the relationship between growth and income inequality as “it depends” (Neves
et al., 2016) or “there is a lot of heterogeneity” (Ravallion, 2001). However, sur-
vey data generally misses the main driving force behind changes in inequality,
namely, changes in top incomes (Atkinson et al., 2011). Top incomes are gener-
ally missed because it is rare to select a super-rich person randomly.! Secondly,
taxation data exists since around the turn of the 20th century for the nowadays
developed countries. This data source forms the basis for top income inequality
measures. The top income literature documents that income inequality exhibits
a u-shaped pattern: at the start of the 20th century to WW1 inequality was high,
it decreased heavily from the WW1 to the WW2, continued to decrease to the
1970s and has since started to increase for some countries (for good overviews, see
Piketty 2007 and Atkinson et al. 2011). However, the developed countries are a
small selected sample, which mostly provides descriptive evidence that is hard to
generalize. Regardless of the data source used, there is scant evidence of the evo-
lution of inequality prior to the turn of the 20th century. Such data is valuable as
changes in inequality are long-run processes.

Roine and Waldenstrom (2008) show that Sweden exhibits a similar u-shaped pat-

'In addition, authors think that the modern-day survey data on inequality is plagued by mea-
surement errors (e.g. Ravallion 2001 and Easterly 2007). For more complete overviews of data
complications, see Cowell and Flachaire (2015) and Cowell and Kerm (2015). Top incomes also
seem to be the driving force empirically. Leigh (2007) finds that Gini coefficients from surveys and
top income shares correlate to a high degree.
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tern as the other nowadays developed countries: at the onset of the 20th century
there was a higher level of top income inequality; it dropped until the 1950s and
has increased since the 1980s. They also show that top incomes in early 20th cen-
tury Sweden were at similar levels as for other developed countries. In a study on
the 19th century, Modalsli (2018) finds that income inequality in Norway in 1868
was on a similar level to the other few countries where such early estimates exist

(Russia, UK, and the US).

Instead of income inequality, wealth inequality is usually measured when going
further back in time. One major reason for this approach is that agriculture is
the primary sector — agricultural land is an important asset and income from agri-
culture is usually undocumented. Roine and Waldenstrom (2009) suggest that
Swedish top wealth inequality was fairly stable between data points of the 1870s
and 1900s. Then, they show that from 1900, wealth inequality gradually decreased
until the 1970s, and from the 1980s there is an upwards trend (but not back to
the earlier level). Bengtsson et al. (2018) extend the investigation to 1750-1900.
They find that wealth inequality was lower in 1750 than in the US, Great Britain,
and France, but Sweden in 1900 was just as unequal as the other countries due to
a period of inequality growth since the 1850s. One possible explanation for this
pattern could be that Sweden’s industrial take-off took place around 1870-1890.

This paper shows that income inequality in the industrial sector increases for mu-
nicipalities between 1871 and 1892 (municipalities defined as towns are excluded
from the sample). The increase in the top one percent income share for the median
municipality is at a similar level as the increases for Sweden, the UK, Australia, and
Canada from 1980 to 2000, which generally is considered to be substantial. The
paper corroborates increases in inequality as found by Bengtsson et al. (2018) by
using a different data source and method. In combination with the evidence of in-
come inequality decreasing since 1900 from Roine and Waldenstrém (2008), this
suggests cyclical movements in income inequality in Sweden.

I am able to examine inequality in the 19th century by using a novel method of
obtaining income data. Data on the vote distribution for municipality elections
form the basis for the estimation of income inequality measures. A tax-weighted
electoral system was in place at this time: the votes one person got to cast in
municipality elections were dependent on the amount of tax paid by the same
person. Thus, the taxation sums can be backed out from the vote data. The data
has not been used before to investigate income inequality. To my knowledge, this
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paper is also the first one that separates income inequality to the agricultural and
industrial sector by first classifying people into either sector. The paper provides
support for that the two distributions are separate; a person was either involved in
agriculture or industry.

The panel dataset used in this paper is a mix between the two common types of
data sources. One the one hand, the inequality measure is the top one percent
income share, in line with the top income literature. Atkinson et al. (2011) stress
that the top one percent and not the top 10 percent drive changes in inequality.
On the other hand, a sample of units, the municipalities, are used, in line with
the cross-country literature. Both the top income and the cross-country literature
struggle with comparability since taxation systems and survey methods change
over time and countries. One benefit of the current dataset is that the taxation
system is the same, both over units and time.

The municipality-level inequality measures presented in this paper are available
online. Piketty (2007) acknowledges that the top income literature’s focus on
national-level inequality does not generate data which allow for credible identifi-
cation strategies. Hopefully, the estimates presented in this study are useful for
further studies on the effect of inequality on other municipality-level variables.

The outline of the paper is as follows: Section 2 presents the institutional context
in which the data was generated to judge if the inequality measures are trustworthy.
Sections 4, 5 and 6 describe the data, method, and sample. Sections 7 discuss the
empirical results, and section 8 concludes.

2 The Institutional Context

The data used in this paper originate from an old taxation system and, to my
knowledge, nobody has explored if the numbers reflect true income or wealth. This
section evaluates the context in which the data was generated. The next section
shows that we, at large, can approximate people’s incomes. Appendix B presents
additional information on the institutional context.

The tax system investigated here (sztlig bevillning enligt II artikelen) represents
the seed of what would become the modern Swedish taxation system, and ran
in parallel with an older system (grundskarter) during the late 19th century. The
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taxation system under investigation was established in 1862 and should by law
reflect people’s true income and wealth.? In contrast, under the older system,
taxes did not reflect underlying true income or wealth during the 19th century, as
described by Olsson (2005). For instance, the most important taxes on agricultural
property in the old system was to provide for a soldier (rust- och roteringsbesvirl
indelningsverket), and taxation lists had not been updated for the last 400 years at
this time. The older taxation system was phased out by the turn of the century, as
decided in 1892.% The year 1903 is usually mentioned as the date of introduction
of the Swedish income tax, but the only institutional difference to the tax system
under investigation is that income tax returns were introduced.

Table 1: Translation key between votes and the amount of taxes paid (for countryside municipalities, not towns)

Tax paid for agricultural property (1)  Tax paid for others (2, 3) ~ Votes

1-5 Ore 1-10 Ore 1
§-10 Ore 10-20 Ore 2
10-1§ Ore 20-30 Ore 3

Note: 1 SEK=100 6re

I have data on the municipality-level vote distribution and back out the taxation
numbers, which is feasible since a taxation-weighted electoral system was in place.
For each dollar paid in tax, a person got a specific number of votes. From 1863, the
governmental-level tax (statlig bevillning enligt 11 artikelen) gave votes (fyrkar) for
municipalities in the countryside, according to the translation key in Table 1. The
tax constituted three main types: (1) tax on agricultural property, (2) tax on other
property and (3) tax on income of labor and capital. The agricultural property tax
(1) yielded the double number of votes as the tax paid for other property and other
income (2, 3).* The taxes are levied on all juridical persons, including firms and
other organizations, and consequently, all juridical persons that taxed a certain
amount had votes. Women were also juridical persons as long as they were un-
married.> Most people did not pay a sufficient amount of the specific taxes needed
to receive any vote, and for convenience, I refer to juridical subjects holding one

?Nordisk Familjeordbok 1899, Bevillnings-beredning; Nordisk Familjeordbok 1899, Tax-
eringsvirde; SFS 1861:34, §2

3This picture is a simplification. For good overviews of the taxation system as a whole see Olsson
(2005) and Garestad (1987).

4SFS 1861:34, §6, §7; SFS 1863:50, §58; Velander 1901, p. 189

>SFS 1862:13, S12, S17; SES 1862:14, S125 Aldén 1901, Pp. 227-8
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Or more votes as vote owners.

A form of “direct taxation-weighted democracy” was implemented; vote owners
cast votes directly in the municipality parliament (kommunalstimmal allmén rid-
stuga) and did not elect representatives.® To decide the governmental-level tax,
the municipality parliament elected a representative to a committee charged with
the task of deciding how much each inhabitant would tax.” The committee nor-
mally included representatives from 2-4 municipalities and an appointee from the
provincial-level government. Instead of income tax returns, inhabitants could give
information of his/her property wealth and income to the committee and, besides
this, “collected information” is stated to be the primary source in the laws. In turn,
the votes functioned as the base for the municipality tax and the municipality par-
liament decided the municipality tax rate.® A vote owner could have incentives
to elect the representative both to increase his/her taxation to have more political
influence, but he/she could, of course, also want to pay lower taxes. However,
checks and balances existed. When the committee had decided the taxation fig-
ures for each inhabitant, the municipality parliament translated the taxation lists
to electoral lists. Both the tax and electoral lists were publicly available and, by law,
the electoral lists “were read aloud from the church pulpit”. The inhabitants had
the opportunity to complain to a provincial-level instance to rectify the taxation
lists. The municipalities of this time were small — the median population of the
countryside municipalities was around 1150 inhabitants in 1871 and 1892. It was
most likely hard to hide property wealth or income from other inhabitants.

I have found but one qualitative judgment regarding if the governmental-level
taxes reflect true income and property wealth. Flodstrom states, ‘It is assumed
that agricultural property is often not estimated to its true value. However, the
greatest misjudgment in this regard should be regarding Norlandic firm property...”
(Authors translation, Flodstrom, 1906, p. 7).° I believe it would have left more

SHowever, the municipality parliament could choose to elect representatives and yield most of
their decision powers to the elected parliament (kommunalfullmdiktigel stadsfiullmikzige), but very
few did so. In the elected parliament one counted one person one vote. Town-municipalities with
more than 3000 inhabitants had to elect a parliament, but they do not constitute a part of the
population of this paper.

7SES 1861:34, S2; Nordisk Familjeordbok 1899, Bevillnings-beredning; Nordisk Familjeordbok
1899, Taxeringsvirde

8SFS 1861:13 §59; SES 1862:13, §63, §65

°In Swedish: ‘Det antagas visserligen, att jordbruksfastighet ofta icke dr uppsakttad till sitt
verkliga virde. De storsta oegentligheterna i detta afseende torde dock gilla norrlindsk bolagsegen-

128



written records, if people perceived the taxes as unfair.

4000 6000 8000
1 Il

Agricultural property wealth with mantal (tsek)
2000
1

0

0 50 100 150 200 250
Mantal (tsek)

Figure 1: Agricultural property tax arising from farms with mantal versus mantal
Source: BiSOS N and R 1892.

One way to examine if the vote data reflect the true agricultural values produced is
to investigate if the taxation values changed compared to the older taxation system.
As previously mentioned, the older taxation system did not reflect true agricultural
property wealth. Hence, if the taxation were updated from the older to the newer
system, we would not see a perfect linear correspondence between the systems.
In the older taxation system, agricultural taxation values were given in the unit
mantal. Figure 1 shows the sum of mantal against the sum of agricultural property
wealth for each municipality. Only farms that were with mantal are included in the
sum of agricultural property wealth; farms which were not taxed in the old system
(without mantal) are not included. Some correlation is expected, as municipalities
with good farmland likely score high on both measures, but a “too good” fit would
indicate that the newer system simply followed the old one. The figure shows that
agricultural taxation was updated from the old to the new system; there is not a
perfect linear correspondence.

Another way of verifying if the vote data reflect the true values produced is to com-

>

dom...
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pare to GDP. Figure 2 and 3 compare the various taxation bases to GDP estimates
at the provincial (/in) level provided by Enflo et al. (2014). The figures display that
the various taxation bases are strongly positively correlated with GDD, strength-
ening our confidence in that the taxation system under investigation reflects true
income and property values.
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with an R2 of 97 percent. The coefficients of the Income and Other property variables should not
be interpreted in isolation due to the correlation of 99 percent between them.

Source: BiSOS R 1892, BiSOS U 1892 and Enflo et al. (2014).

Figure 2: GDP versus tax bases 1892
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Source: BiSOS R 1871, BiSOS U 1874 and Enflo et al. (2014).

Figure 3: GDP versus tax bases 1871

3 Interpretation: The Relationship Between Votes and the
Modern Day Income Concept

It is notoriously hard to find income data for agricultural societies since agricul-
tural production tends to be non-monetized. This paper uses agricultural property
wealth to approximate agricultural incomes. To even have a taxation system based
on individuals’ property values is rare for earlier periods. Agricultural wealth is a
reasonable approximation of agricultural income for two reasons.
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Firstly, persons living during the end of the 19th century likely viewed the agricul-
tural votes as being based on what we today would call income. People that were
tenants at an agricultural property did not pay governmental-level tax for the land
they used, but they had votes in the municipality parliament after the property
value they would have paid tax for if they owned the land. Tenants not only got
votes for the property value they used, but they also paid municipality tax based
on it.’® ' Furthermore, the agricultural property is valued before deduction for

costs, such as rents on debts.!? 13

Secondly, agricultural wealth is proportional to agricultural incomes under the
assumption of perfect markets. When comparing owners to tenants, we are re-
discovering the problematic aspect of inferring the value of the imputed rent of
owned property. A person’s income in period t is equivalent to the value of con-
sumption and the net change in wealth between the beginning and end of the
period (Simons, 1938). The owner of a farm incurs specific costs for using the farm
(the net change in wealth, the imputed rent) whereas the tenant pays a tenant fee.
The net income is equivalent if one assumes perfect markets.!* For example, if
the tenant fee was higher than the imputed rent, a potential tenant could borrow
capital and buy a farm. This paper investigates long-run changes in inequality, for
time points 20 years apart, and the assumption is likely feasible on this time scale.

In the data on the vote distribution, the taxation on other property and other in-
come (2, 3) are collapsed to one category, which I label industrial throughout the
paper. On the aggregate level, the overwhelming majority of the combined indus-
trial category came from the income tax. For 1892, in the median municipality, 86
percent of the industrial tax came from income. For the municipality at the fifth

10This is not as strange as it appears at first sight: In my opinion, the concept of ownership
underwent a transformation during the 19th century in Sweden. The two tenure categories crown
tenants (kronobinder) and freeholders (skattebinder) paid equivalent amounts of tax in the older in-
kind system, but for the first category it was called “tenant fee” and the other one “tax”. However,
for the noble tenants (frilsebinder) the “tax” in the in-kind system was a proper and varying “tenant
fee” (Olsson, 2005).

HSES 1862:13, S10, §57;5 SES 1861:34, §2; Aldén 1901, p. 227

12The taxes (1,2,3) were all “before” deduction for costs (brutto och inte netto), in contrast to today
(Flodstrém, 1906, p. 7, 10).

3Flodstrom (1906, p. 7, 10) report that, for 1903, 40 percent of non-incorporated agricultural
property is used as collateral for debt.

4From today’s tax registry data, the imputed rent (f.ex. the income derived from owning an
apartment) is often not taken into account when measuring income since it is hard to observe. For
our case, the measures include imputed rent.
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percentile, 60 percent still came from income.’>

I assume that the logic behind both the assignment of votes and the presentation
of data is that a person either was a farmer that paid agricultural property tax or
a person employed in the secondary sector on the countryside that paid taxes on
other property and income. In 1871, the median of the percentage of vote owners
that only had votes from either source, industry or agriculture, is 94 percent.'®
For both 1871 and 1892, the median of the total individual vote that comes from
industrial sources for the richest agricultural vote owners is only 2-3 percent.!”

4 Data

This paper uses data on the municipality vote distribution in 1871 and 1892 pub-
lished by Statistics Sweden (Statistics Sweden, 1874, 1895). The inequality estimates
presented in this paper and the source data is freely available at https://doi.org/10.58
78/cw7b-g897. In addition to the vote data, the paper uses municipality-level tax-
ation data from Statistics Sweden (1894a) and Statistics Sweden (1894b).

Parliamentarism was introduced at the national level in 1866, and vote rights were
thoroughly discussed in Sweden in the decades that followed. The 1892 publication
was explicitly conducted due to discussions on legislating limits on the maximum
number of votes one vote owner could have and not allowing companies etc. to
hold votes. The publication of 1892 used the publication of 1871 as a template. The
statisticians behind both publications noted that the vote lists the municipalities
sent in included errors, such as the division of votes arising due to the various
taxation types was incorrectly done or that people were given votes on the wrong
basis. The laws regulating taxes and votes included standardized forms that should
be followed, so the statistician’s complaints were to some degree a reflection of the
all too human nature of not filling in forms correctly. The vote lists appear to
have been properly checked by the statisticians. The statisticians behind the 1871
publication corrected the material, most likely by cross-checking with the taxation
lists. 'The statisticians behind the 1892 publication instead communicated with
the municipalities to correct the vote lists. Thus, the publications to some degree

1>The information needed for those calculations is only given for 1892.

16The information needed for this calculation is only given for 1871.

7The figure is based one the municipalities where the category to which the richest vote owner
belongs to can be discern (roughly 5o percent of the cases in 1871 and 80 percent in 1892).
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reflect how the vote distribution should have been if the laws had been followed,
not how it was in reality. Tyrefors et al. (2017) and Andersson and Berger (2018)
use the same data to measure political elite concentration. Tyrefors et al. (2017)
choose not to use the 1871 publication since they consider the data being of bad
quality to measure the realized vote distribution, but the data is sufficiently good
for constructing measures on income.

Censored (tabulated) data forms the basis for the new income inequality measures,
which is common in the top income literature, especially for older time periods.
For each municipality, there are three different sets of interval data as illustrated
in Table 2. The first two sets consist of data on the number of predominantly agri-
cultural (industrial) vote owners that have votes above {0, 2,5, 10, 20,50} per-
cent of the total sum of votes in each municipality (for 1871, the interval limit is
25 percent instead of 20). If a person’s majority share of votes comes from agri-
cultural (industrial) taxation, he/she is placed in the agricultural (industrial) in-
terval but votes from the industrial (agricultural) tax base also contribute to the
interval placement. This can be regarded as a mild measurement error since, as
previously discussed, persons predominantly belong to either the agricultural or
industrial sector. The third set of intervals consists of information on the num-
ber of vote owners that, for votes arising from both taxation bases, have votes
above {1, 5, 10, 25, 50, 100, 250, 500, 1000} votes. Since we know the total sum
of votes in each municipality, we can recalculate the first two sets of intervals to
absolute numbers and overlay it with the third set of intervals. There exists infor-
mation on the endpoint of the intervals. More specifically, we know the highest
number of votes received by one person from both types of taxation and from
agricultural property taxation alone. The majority of the population do not pay
any tax, do not have any votes and are not placed in any of the interval sets.
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The 1892 data allow for dividing the input data to vote owners that are actual per-
sons, limited holding companies, companies, or congregations, but the 1871 data
do not. Most vote owners were actual persons: 81 percent of the total agricultural
votes and 69 percent of the industrial votes occurred to actual persons. In only
15 percent of the municipalities, the juridical subject holding the highest num-
ber of votes were limited holding companies, and in the robustness checks, such
municipalities are excluded.

I have matched the municipalities from the various publications by string match-
ing: In general, the municipality name, the name of the sub-region (hdrad), and
the province name (/in) are used to match datasets by finding names that match
approximately. After this step, I matched the few remaining municipalities by
hand with the help of information provided by the statisticians in the source pub-
lications or the municipality name in itself.’® In the legal formalization of the
local governance structure, applied since 1865, each parish (socken) was going to
constitute one municipality, but some exceptions arose.'® Until the beginning
of the 1950s, the changes and relationships between parishes/municipalities are
mostly undocumented. The best source available comes from the Swedish Na-
tional Archive’s internal archival system (NAD). I have made this accessible online
in a more suitable format under the name “Kommungrinskonverteraren- Beta”.
Unfortunately, the number of municipalities change from one statistical publi-
cation to another also within years, which is not reflected in NAD, and hence I
prefer to use string matching in this paper.

s Method

Generally, the top income literature estimates national-level top income shares
from tabulated income data and national income figures. Due to the national level
focus, the end goal in other papers has often been to make inequality measures
comparable over time and space. In this paper, the tax system under investiga-
tion stays the same on both dimensions, allowing us to circumvent comparability
problems to a large degree.

18The matching of names is straightforward, for example, in one publication, the municipality
“Bro and Lossa” appears, and in another, the municipalities “Bro” and “Lossa”appears in the same
sub-region.

19SES 1862:13, S1, §2, §35 SFS 1862:14, §1; Aldén 1901, p. 227
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My set-up differs to the top income literature in one important aspect: I have data
on the sub-national level. I calculate the top one percent income share, both for
the agricultural and the industrial sector. Other researchers calculate top income
shares based on larger populations and commonly calculated measures such as the
o.1 and o0.01 percent income share, but in my case, where I rely on smaller popu-
lations, such measures are conceptually challenging to interpret. The o.1 percent
income share for the median municipality in my sample is equivalent to the in-
come of 1.15 persons. As an alternative measure, I choose to estimate the top one
person income share, e.g. the income share of the richest individual. More specif-
ically, I calculate the top one person share only for the agricultural sector due to
data limitations.

My set-up also differs in another aspect: various assumptions typically need to be
made, for example, on the distribution of individuals within an income interval,
and papers generally show that their inequality estimates are robust to alterna-
tive assumptions. Instead, I show in Appendix C that the ordinal properties of
my top one percent inequality measure are robust to varying such assumptions,
but the cardinal properties are not. Since the taxation system is the same over
time and space in the current sample, the ability to use the cardinal properties are
less needed. The estimates allow for answering the question “Is municipality A
more unequal than municipality B?”, that is, using the ordinal properties, but not
answering “How much more unequal is municipality A compared to B?”, that is,
using the cardinal properties. The estimates available online is on the ordinal scale.

The main analysis of this paper still uses the cardinal properties but rely on ana-
lyzing changes within municipalities. To analyze how inequality changes between
1871 and 1892, I rely on sign tests of the median difference.?® The difference of a
variable x is *A; = x1892,; — ¥1871,; for a municipality 7. Thus, the analysis relies
on comparing within municipalities, but instead of estimating means, I choose to
estimate medians. A median is a more transparent summary statistic than a mean
in the face of outliers. The results presented are robust to alternative assumptions.
For describing patterns in inequality between sectors and the two years, the analy-
sis relies on Spearman rank correlation coefficients, which compare the agreement
between an ordinal sorting of variables, since the ordinal properties of the inequal-
ity measures are robust. Spearman’s rank coefficient is -1 if two variables rank the

20Sometimes called paired sample sign test. To be more precise, since the sample size is large,
I choose to present the version of the test with normal approximation and adherent continuity
correction.
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municipalities completely opposite to each other and 1 if two variables rank the
municipalities in perfect agreement. The standard Person correlation coethcients
rely on the cardinal properties and are provided only for comparability reasons.

5.1 Inequality measures

The top one percent income share is calculated by dividing the income of the top
one percent richest with the total income. Formally:

) Income of the top one percent richest;
Top one percent income share; =

Total income;

for the industrial or agricultural sector ¢ in a municipality. The top one person
income share in the agricultural sector is achieved merely by exchanging the nu-
merator to the income of the richest person, which is given in the data, and will
not be elaborated on further.

Total taxpaying population Information on the total taxpaying population is
needed to calculate the top one percent richest and total income. The taxpaying
population denotes how many persons that pay tax under the current legal system.
It is important in the top-income field when comparing different taxation system
across time and space. As baseline total taxpaying population, I use the total pop-
ulation, including married women and children, in each municipality, which is
given in the data. For 1892 where data is available, I show in Appendix C that us-
ing the actual legal taxpaying population does not affect the ranking. Instead, the
baseline total population I use can be criticized for not taking into account how
many persons are involved in the industrial and agricultural sector. In Appendix
C I show that the total population instead can be weighted by the share of vote
owners and the share of taxes in each sector without affecting the ranking.

Total income Most people did not pay any taxes and thus we only have data on
the top of the distribution. It is unreasonable to expect that the non-taxpaying
share of the population did not produce any income. Different methods are em-
ployed to estimate the total income in the top income literature (Atkinson, 2007),
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that is, the sum of the income of the top one percent richest and the rest of the
population. In this paper, the total income used is the agricultural (industrial) tax
values plus an imputation of the incomes of the people below the taxation limit.
In the data, there is information on the total number of votes distributed accord-
ing to agricultural property taxation and industrial taxation for each municipality,
and I obtain the taxation sums from this information. The baseline imputation
is that people below the taxation limit are assumed to have 50% of the taxation
limit. This translates to it taking two years of saving full labor income for the av-
erage person to buy a farm valued at the taxation limit.?! I show in Appendix C
that the imputed bottom incomes can be set to 10% or 75% of the taxation limit
without affecting the ranking of municipalities much.

Income of the top one percent richest This paper uses tabulated data, com-
monly done in the top income literature, instead of data on individual incomes.
The Pareto distribution commonly models the upper tail of a wealth or income dis-
tribution. My data differs from the usual case in some respects. Firstly, the upper
interval limit is known, and no extrapolation of the highest incomes are needed.
Secondly, there is no information on the mean income in an interval. However,
commonly the interval limits of a tabulation are fixed, whereas my interval limits
are endogenous. More specifically, my interval limits are given as a specific per-
centage of the taxation sum in each municipality for the first two sets of intervals.
Moreover, in my data, many intervals have zero or a few individuals in them (see
the example in Table 2). Thus, if I would have interpolated following the Pareto
distribution, I would have allocated the top-taxed people to the beginning of each
interval in a too high degree.

My preferred method is based on minimizing and maximizing the sum of the to-
tal number of votes of the top one percent using all three sets of intervals and
then taking the midpoint (and it is consequently called Midpoint in Appendix
C). The method is closely related to allocating persons to the midpoint in each
interval, but I get more precision by imposing the restrictions created by all in-
tervals. Figure 4 presents a graphical example. I formally solve one integer linear
programming (ILP) problem for each sector in each municipality in each year. It

2'The comparison implicitly relies on the following information: In 1892, a dring (male agricul-
tural worker with in-house boarding) was paid around 170 sek whereas a piga (female equivalent) 8o
sek (Statistics Sweden, 1900, p. 45). The equivalent figures for 1871 are 110 sek and 5o sek (Statistics
Sweden, 1878, p. 16).
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becomes an ILP problem because the sum of vote owners in the first two sets of
intervals is equivalent to the number of vote owners in the third set of intervals.
The computational burden of the basic ILP problem formulation is too large to be
feasible. Instead, I transform the problem to solve it sequentially for each sector by
first maximizing the income of the possibly richest person, then the next richest,
etc. with the equivalent result. The transformed ILP problems are solved with R’s
package IpSolve (version 5.6.13). Appendix section A.1 presents the transformed
problem formally for finding the maximum allocation for the example in Figure
4. Missing values arise due to the requirement of at least one person representing
the top one percent and due to optimization failures. I show in Appendix C that
the ranking of municipalities is robust to alternative methods; interpolation by a
standard Log-normal or uniform distribution using the information on the two
first set of intervals only.
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6 Samples

Table 3: Population and samples

Industrial Agricultural
1871 1892 1871 1892

(1) According to publication 2354 2386 2354 2386
(2) Matching within same year 2339 2368 2339 2368
(3) Vote owners >1 % 1411 2091 2320 2343
(4) Matching between years 1328 1328 2222 2222

Table 3 displays the construction of the sample. The first row shows the number of
municipalities in the source publications, 2354 and 2368 respectively. The second
row displays how many municipalities are left after the units are matched within
the same year. As an example, in the 1871 publication, sometimes population fig-
ures only exist for the aggregate municipality that spans the geographical area of
municipality A and B. The publication lists them as two municipalities, but I treat
them as one, which reduces the units of observations but not the representative-
ness. The third row shows how many observations are left in the sample after
we have imposed that at least one percent of the population have to be agricul-
tural (industrial) vote owners. The fourth row shows the reduction in the sample
due to matching between years (and optimization failures). The fourth, and last,
row shows that an analysis of agricultural inequality is representative, as the orig-
inal sample size is reduced to 2222 municipalities, representing 94 percent of the
original sample size. However, the row also shows that an analysis of industrial
inequality is not representative as only 1328 municipalities are left in the sample,
representing 56 percent of the original. Inspection of the table shows that the
reduction happens in the third row when the restriction of the number of indus-
trial vote owners is imposed for 1871. More precisely, going to the third row for
industrial measures in 1871, the sample is reduced to 1444 municipalities, repre-
senting 59 percent of the original sample size. When using measures on industrial
inequality in 1871, the sample will be selected and henceforth I will refer to the
1328 municipalities left after merging between years as the industrial subsample.
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Table 4: Correlations, taking into account selection to be able to measure industrial inequality

Variable pair n Spearman  Pearson
indOwnersharer871  ind1892 1966 0.39* 0.30%
indOwnersharer871  agri892 2222 0.30* 0.31*
indOwnershare1871  richestFarm1892 2222 0.18* 0.07*
indOwnershare1871  indOwnershare A 2222 0.32* 0.25%

Note: * indicate significance at least at the 5 percent level. Variable descrip-
tion: —indi1892: the top one percent income share in the industrial sector
1892 —agri892: the top one percent income share in the agricultural sector
1892 — richestFarm1892: the top one person’s, e.g. the richest farm owner’s,
income share in the agricultural sector 1892 — indOwnershareA: the dif-
ference of the share of industrial vote owners between 1871 and 1892.

Sample selection usually raises red flags, but in this case, it is instead an asset;
it arises because we investigate industrial inequality very early in the industrializa-
tion process. Table 4 shows that the industrial subsample consists of more unequal
municipalities. The sample reduces when I impose the restriction that the share
of industrial vote owners in 1871 needs to be above one percent. In other words,
the variable that drives the sample selection is the share of industrial vote owners
in 1871 (indOwnershare1871). To show how the industrial subsample relates to the
full sample of municipalities I cannot use data from 1871; hence, the table corre-
lates indOwnersharer871 with measures in 1892. The table displays that the higher
share of industrial vote owners a municipality has in 1871 (indOwnershare1871),
the higher is the top income share in 1892, both in the agricultural (argi892) and
industrial sector (ind1892).
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7 Results

7.1 Agricultural inequality is unchanged but industrial inequality in-
creases rapidly

Table 5 shows the main results. The first panel shows the change in inequality for
the full sample of rural municipalities. The income share of the top one percent
richest in the agricultural sector (agr) does not change in the typical municipality
between the two time points. More precisely, the point estimate shows that in the
median municipality, the top one percent share increases by 0.3 percentage units,
a change not significantly different from zero. The income share of the top one
person in the agricultural sector, the richest farm owner (richestFarm), increases by
0.1 percentage points. The top one person share (richestFarm) measures a different
aspect of inequality, even further in the top, than the top one percent share (agr).
The point estimate is significantly different from zero, but since the magnitude
is very small, it represents a precisely measured zero estimate. Appendix C shows
that the top one person share (richestFarm) is more robustly measured than the top
one percent share (agr) and thereby the point estimates confirm that agricultural
inequality does not change.

Table 5: Summary Stats of Change 1892-1871

n median  p-value*  confidence interval (95%)

Full sample

agr/A 2222 0.003 0.112 (0.000, 0.006)
richestFarmA 2222 0.001 0.004 (0.000, 0.002)
Industrial subsample

indA 1328 0.048 0.000 (0.043, 0.055)
agrA 1300  0.017 0.000 (0.011, 0.025)
richestFarmA 1328  0.002 0.004 (0.000, 0.003)

Note: * The p-values refer to a sign test on the median, with the null hypothesis
that it is zero. Variable description: —agrA: the difference in the top one percent
income share in the agricultural sector between 1871 and 1892 — richestFarmA:
the difference in the top one person’s, e.g. the richest farm owner’s, income share
in the agricultural sector between 1871 and 1892 — indA: the difference in the top
one percent income share in the industrial sector between 1871 and 1892.
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The second panel of Table 5 displays the change in inequality for the industrial
subsample. The first row displays that inequality in the industrial sector increases
between the two time points. The point estimate of the income share for the top
one percent in the industrial sector (ind) is 4.8 percentage points and statistically
significant. The magnitude of the change found in this paper is at similar mag-
nitudes as the change in the top one percent income share from 1980 to 2000 for
Sweden, the UK, Australia and Canada, which usually is considered to be large
(Roine and Waldenstrom, 2008).

The point estimate of 4.8 percentage points is most likely a lower bound because
the industrial sample is selected. We can extrapolate the relationships found in
the available data to reason around what the point estimate would have been if
no municipalities were excluded. We know that the municipalities excluded from
the industrial subsample have lower inequality in 1892 (see section 6 above). At
the same time, Table 6 (Ranking: Over time) shows that inequality is persistent:
lower inequality in 1892 is related to lower inequality in 1871. Thus, we expect that
the excluded municipalities have lower inequality in 1871 as well. Next, Table 6
(Change: Own sector) shows that there is convergence in inequality: a munic-
ipality which starts with lower inequality in 1871 experiences larger increases in
inequality. Figure s displays the relationship graphically for industrial inequality.
Thus, we expect that the excluded municipalities would experience larger increases
in inequality, rendering the point estimate to be higher than the one presented in
Table 5. Table 5 also displays that the change for both the top one percent share
(agr) and the top person share (richestFarm) is higher in the industrial subsample
than for the full sample, supporting the notion of a lower bound.
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Figure 5: Change versus initial starting point of the top one percent share in industry (ind)

Robustness

It might be that the chosen assumptions affect the conclusion of unchanged agri-
cultural inequality and increasing industrial inequality. Appendix Table C.7 shows
summary stats for various ways of interpolating the tabulated data. It is clear that
the presented median estimates (agr and ind) indicate the smallest change, render-
ing the presented estimates to be lower bounds.

Most vote owners are actual persons, but there also exist municipalities dominated
by one company. Appendix Table A.1 replicate the main Table 5 but exclude all
municipalities from the sample where the richest vote owners is not an actual per-
son in 1892. The median difference is slightly smaller for all measures, but the
same pattern is found. Agricultural inequality is constant and industrial inequal-
ity increases. The point estimate of the median difference in the top one percent
share in the industrial sector (ind) is slightly smaller, 4.3 percentage points.??

22When using string matching to recover how municipalities change between the two years,
municipalities which give up some area to another, without changing the name, are missed. Such
border changes lead to measurement error in the variables. Tyrefors et al. (2017) kindly provided
their information on border changes. Approximately 200 municipalities had such missed border
changes. Relying on analyzing medians instead of means render the summary statistic more robust
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Comparison to previous literature

To my knowledge, there are no comparable estimates for the change in income
inequality in Sweden during the period, but Roine and Waldenstréom (2009) and
Bengtsson et al. (2018) present evidence on wealth inequality on the national level.
Both sets of authors use estate data and thus employ a different method than this
paper. Overall, we expect a change in income inequality (the distribution of the
flow) to translate to an even larger increase in wealth inequality (the distribution
of the stock). Roine and Waldenstrom (2009) provide estimates on the top one
percent wealth share in 1875 and 1907, which recalculated to the same time period
as under consideration in this paper, e.g. 21 years, suggests a 3.8 percentage unit
increase. Bengtsson et al. (2018) provide evidence on 1850 and 1900, suggesting a
6.7 percentage unit increase in the top one percent wealth share. My finding is
more in line with Bengtsson and colleagues’ (2018) evidence of rapidly increasing
inequality, since, everything else equal, we expect income inequality to translate
to even greater wealth inequality.

Bengtsson et al. (2018) show an increase in the wealth Gini coefficient by 3 points
for rural areas, whereas for urban areas it increases by one unit only. Recalculating
the change to a 21-year period suggests a 1.26 unit increase in the wealth Gini
in the rural municipalities. I find a much larger change of 2-4 unit increase in
the income Gini coefficint for the agricultural sector and a 10-13 unit increase for
the industrial sector for the median rural municipality (see Appendix Table C.7).
There are many possible explanations for the diverging result, but it is interesting
to note that the current result on growth in industrial sector income inequality
at the countryside might be one reason for the growth in rural wealth inequality
found by Bengtsson et al. (2018).

7.2 'The change in industrial inequality presented geographically

Figure 6 shows the change in industrial inequality in the median municipality in
each province. For some provinces, we have smaller original sample sizes and more
attrition due to not being able to measure the top one percent industrial inequal-
ity, resulting in wide confidence intervals. We can only say with confidence that
Malméhus, Stockholm, and Kristianstad display an increase in industrial inequal-

to measurement error in the variables. The main result in Table 5 does not change when excluding
the 200 municipalities where borders might have changed (not shown).
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ity. Nevertheless, the point estimates indicate an increase in industrial inequality
in all provinces. The same information is provided in a heatmap, Figure 7, which
displays the top to the bottom-ranked group of provinces. The general pattern is
that the provinces in the South and North exhibit more of an increase.*?
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Figure 6: Median municipalities per province for indA (ind1892-ind1871)

23Regarding the provincial-level analysis (e.g. Figure 6 and 7) the described general pattern
is robust to instead using the indLognA- variable. However, the ranking of the municipalities
is affected when measured as indLognA, which is not strange since the difference is fairly small
between two provinces. I choose to rely on indA as indLognA give higher levels and more provinces
becomes significantly different from zero in Figure 6. Thus, I choose to present the conservative
result.
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Figure 7: Heatmap of median municipality change per province by indA (ind1892-ind1871)

7.3 Patterns of changes

To further our understanding of how inequality changes, Table 6 shows rank
correlations between industrial and agricultural inequality over time and sectors.
The table shows that inequality in agriculture and industry go together (Ranking:
Opver sector). More precisely, the industrial top one percent income share in 1871
(ind1871) is rank correlated at 16 percent to the agricultural top one percent in-
come share in 1871 (agri871). The strength of the relationship is higher in 1892
than in 1871.
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Table 6: Rank correlations

Variable pair n Spearman  Pearson

Ranking: Over sector

ind1871  agri87r 1310 0.16* o.14*
ind1892  agri892 1966 0.36* 0.36%

Ranking: Over time

*

ind1871  ind1892 1328 0.59* 0.60

agri871  agrr892 2222 0.81* 0.77*

Ranking: Cross-sector and time

ind1871  agri892 1305 0.33* 0.37%
agri871  indi892 1966 0.28* 0.27*

Change: Own sector

* *

ind1871  indA 1328 -0.29 -0.34

agri87r  agrA 2222 -0.15* -0.10*
Change: Cross-sector

ind1871  agrA 1300 0.30* 0.37%
agri87r  indA 1310 o.11* 0.14*

Note: * indicate significance at least at the 5 per-
cent level. The result is unchanged when using per-
mutations of the measures (see Appendix Table C.8)
and when only using the industrial subsample (not
shown).

Also, the table shows that inequality is persistent over the two time points (Rank-
ing: Over time). A municipality that scores high in inequality in 1871 also scores
high in 1892. Agricultural inequality is more persistent than industrial inequality
and the strength of the association is stronger than over sectors. The results are
in line with previous literature. For example, Barro (2000, p. 15), from the cross-
country literature, shows that Gini coefficients exhibit a correlation of 0.72 across
a 20-30-year period and a correlation of 0.85 for a 10-20-year period.

Moreover, the table displays that agricultural inequality in 1871 and industrial
inequality in 1892 are positively rank correlated at around 30 percent (Ranking:
Cross-sector and time). Initial agricultural inequality is related to later industrial
inequality. This is in line with previous literature: Modalsli (2018, p. 76) has
data on land inequality for a sample of 62 municipalities from selected Norwe-
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gian provinces in 1838 and find a correlation of 0.63 to income inequality in 1868.
Likewise, Oyvat (2016, p. 208) using data from the “cross-country” line of the lit-
erature find a correlation of 0.47 between land Gini coefficients 1960 and income
Gini coefhicients 20r10.

Table 6 also shows how the change is dependent on the initial starting value in 1871
over sectors and constitutes a way of illustrating convergence or divergence in in-
equality levels. Before, I showed that within municipalities, agricultural inequality
was constant and industrial inequality was increasing. Now, I instead show that
this change within municipalities bears a relationship to the initial starting value,
that is, inequality in 1871. The table (Change: Own sector) shows that the munic-
ipalities where industrial inequality was high in 1871 experienced larger decreases
to 1892 than the municipalities which started out with lower industrial inequal-
ity. Figure 5 above illustrates this relationship. The result implies convergence in
inequality levels over time.

However, the opposite result is, surprisingly, found for the initial value in 1871
compared to changes in the other type of tax base (Change: Cross-sector). High
initial industrial inequality is related to a change towards more agricultural in-
equality, which implies divergence in inequality levels. The table also shows (Change:
Own sector) that higher agricultural inequality in 1871 is related to larger decreases
in industrial inequality to 1892, but being a fairly small estimate, it is not robust
to using other interpolation methods.

Figure 8 and 9 present agricultural and industrial inequality geographically for 1892
only, as inequality is persistent. The maps visualize that inequality in agriculture
and industry partly coincide. The ranking of provinces on agricultural inequality
in Figure 8 is dependent on the chosen measure and, thus, in addition to the
interpolation method used so far (agr and ind), the maps also display measures
built on interpolation by the standard normal distribution (indLogn and argLogn).
The ranking looks fairly different, but partially this is a visual effect of the largely
unpopulated provinces in the North having a large area, as the pattern over the
more densely populated provinces in the South is more stable. The provinces of
Gotland, Alvsborg, Jonkoping, Jimtland, Géteborg och Bohus, and Halland is
consistently ranked low on agricultural inequality (in the given order). In Figure
9, we see that industrial inequality partly follows the same geographical pattern as
agricultural inequality.
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Note: Darker shade = more unequal.

Figure 8: Map of median municipality per province in 1892 for agrLogn1892 (left) and agr1892 (right)

Note: Darker shade = more unequal.

Figure 9: Map of median municipality per province in 1892 for indLogn1892 (left) and ind1892 (right)
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Figure 10: Mean per province for richestFarm 1892

As a robustness check, Figure 10 and 11 presents the geographical pattern of the
mean of the income share of the top one person in agriculture (richestFarm). Rich-
estFarm is the most stable measure, the robustness checks in Appendix C show that
we can use the cardinal properties of the variable, but it is hard to compare to the
previous literature. The richestFarm variable theoretically measures a different as-
pect of the agricultural income distribution than the top one percent richest, even
further in the top. As we expect, also in this data material, the measures coincide
but not completely (see appendix section C.2).2# The map of richestFarm confirms
the geographical pattern described in the previous paragraphs, but also shows that
we partly measure different aspects as the ranking of the provinces differ. For ex-
ample, the order of the “bottom ranked” provinces are reversed for richestFarm.
Carlsson (1968, p. 25) mentions that half of the country’s landowners (godsi-

24Appendix Section C.2 shows that the richestFarm measure agree with the agricultural top one
percent share (agr) to a much lesser extent than the various interpolated agricultural top one percent
share measures agrees with each other. This is not due to the interpolation malfunctioning, as the
interpolated income of the richest person in the other measures show a rank correlation of 0.85-0.88
respectively to the richestFarm measure (not shown).
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gare) resided in Malméhus, Kristianstads, Stockholm, Uppsala, S6dermanland,
Ostergotlands, and Skaraborg province in 1855. The results for the richestFarm is
striking in that they largely confirm our presumptions: Malméhus, Kristianstad
and the provinces around Stockholm have larger top one person agricultural in-
equality, which decreases the further one goes from those centers.
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Goteborg och Bohus 8 Ostergotlaid

Gotland
Halland
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Figure 11: Map of the mean of richestFarm 1892 per province
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8 Conclusion

This paper presents new data on municipality-level inequality for Sweden in 1871
and 1892. The paper provides one piece of evidence to further the debate on the
relationship between inequality and development. The new municipality-level es-
timates are possible to construct from data on the vote distribution. In the electoral
system at this time, people got votes in relation to their incomes, which renders
it possible to back out the incomes of the top one percent. The paper shows that
agricultural inequality does not change but that the income share of the top one
percent in the industrial sector increases by at least 4.8 percentage points in the me-
dian rural municipality. It complements the analysis of the national-level wealth
inequality by Roine and Waldenstrdm (2009) and Bengtsson et al. (2018). The
current result strengthens the interpretation of rapidly increasing inequality in the
second half of the 19th century as found by Bengtsson et al. (2018), but also adds
nuance by showing that the growth in inequality takes place in industrial sector
incomes. The results presented are robust to alternative assumptions.

The constructed estimates are hopefully useful in further studies on the effect of
inequality on other municipality-level variables. For instance, the historical king-
doms of Denmark and Sweden might have had differential propensities to install
local elites, and the current data allows for a regression continuity design between
municipalities at either side of historical provincial borders.?>

25Géteborg och Bohus, Halland, Kristianstad, Belkinge, and Jimtland have been under Danish
rule.
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Appendix A. Additional Information and Results

A1 Example of transformed problem behind the Midpoint method for
top one income in agriculture- Giresta 1892

The objective function behind finding the maximum allocation is the following:

max: +C1 +C2 +C3 +Cs +C6 +C7 +C8 +C9 +Cr2 +Ci13 +Ci4 +Cr5 +C16 +Cr7
+C18 +C19 +C20 +Ca1 +C22 +C23 +C24 +C25+C26 +C27 +C28 +C29 +C30 +C31
+C32

where Cr1 denotes the income of the possibly richest agricultural vote owner, C2
the next possible richest etc. Introspection shows that C4 is not included in the
objective function. C4 denotes the possibly richest industrial vote owner, Cro the
next possible richest etc. The objective function is maximized under the following
restrictions:

C1 +C2 +C3 +C4 +C5 +C6 +C7 +C8 +C9g +Cro +Ci1 +Ci12 +C13 +C14 +Cr15 +C16
+C17 +C18 +C19 +C20 +C21 +C22 +C23 +C24 +C25 +C26 +C27 +C28 +C29 +C30
+C31 +C32 +C33 +C34 +C35 +C36 +C37 +C38 = 4472
Cr =995

894 <= C1 <= 995

500 <= C2 <= 894

500 <= C3 <= 894

224 <= C4 <= 250

100 <= C5 <= 224

100 <= C6 <= 224

100 <= C7 <= 1224

100 <= C8 <= 224

100 <= Cg <= 224

100 <= Cr1o <= 224

100 <= C11 <= 224

50 <= Cr12 <= 89

50 <= C13 <= 89

50 <= Ci4 <= 89

s0 <= Cr15 <= 89

50 <= C16 <= 89

25 <= C17 <= 50
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25 <=Ci18 <= 50
25 <= C19 <= 50
25 <= C20 <= 50
25 <= Car <= 50
25 <= C22 <=0
25 <= C23 <=50
25 <= C24 <= 50
10 <= C25 <= 25
10 <= C26 <= 25
10 <= C27 <= 125
10 <= C28 <= 25
10 <= C29 <= 25
10 <= C30 <=125
10 <= C31 <= 25
10 <= C32 <=125
10 <= C33 <= 125
s <=C34<=10
1<=C35<=35
1<=C36 <=5
1<=C37 <=3
1<=C38 <=5
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Table A.1: Summary Stats of Change 1892-1871, municipalities where the richest vote owner is not an actual
person are excluded

n median  p-value*  confidence interval (95%)

Full sample

agrA 1892  -0.002 1.000 (-0.006, -0.002)
richestFarmA 1892  0.000 0.945 (-0.001, 0.00T1)
Industrial subsample

indA 997 0.043 0.000 (0.037, 0.048)
agrA 983 0.006 0.048 (0.000, 0.012)
richestFarmA 997 0.001 0.081 (0.000, 0.002)

* The p-values refer to a sign test on the median, with the null hypothesis that it is
zero. Variable description: —agrA: the difference in the top one percent income
share in the agricultural sector between 1871 and 1892 — richestFarmA: the dif-
ference in the top one person’s, eg. the richest farm owner’s, income share in the
agricultural sector between 1871 and 1892 — indA: the difference in the top one
percent income share in the industrial sector between 1871 and 1892.
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Appendix B. Further Institutional Details

B.1 Governmental-level tax rates and deductions

For agricultural property, the tax rate was 0.03 percent of the property value and
for other property, it was 0.05 percent of the property value, for each whole 100
SEK.! The reason for the differential tax rates might be that agricultural property
was also taxed in other terms.? For income of labor and capital the tax rate was 1
percent. Incomes lower than 400 SEK were deductible at that amount, and from
incomes lower than 1800 SEK, one deducted 300 SEK.3

B.2  The process of setting the governmental-level tax base

Figure B.1 illustrates the institutions affecting the tax base decisions. The tax pro-
posal committee (bevillningsberedning) proposed the property value and the in-
come of each inhabitant. The tax committee (taxeringsnimnd| taxeringskommité)
decided the respective taxation bases.® The property values were updated every
five years and the income values every year.

The tax proposal |:> The tax
committee committee

send proposal

elect representatives elect representatives

The municipality

parliament

Figure B.1: Overview of institutions affecting tax base decisions.

ISES 1861:34, $2; Velander 1901, p. 189
2Some of which was non-monetary, for example, the tax to provide for a solider and the “road

»

tax”.
3SFS 1861:34, §8
4SFS 1861:34, §31, §34
>Velander 1901, p. 189
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The municipality parliament elected representatives to the tax proposal commit-
tee.® The tax proposal committee consisted of two-three persons from the mu-
nicipality parliament as well as a president chosen by the provincial-level govern-
ment (linstyrelsen). The tax proposal committee usually spanned a parish, which
spanned a municipality, but larger parishes could consist of many tax proposal
districts, and smaller parishes could merge into one tax proposal district.”

The tax proposal committee’s work was to organize the information that had been
sent to them and propose the tax base for each inhabitant. By law, the property
value should be estimated to its real value with the guidance of sales contract, rental
contracts, debt, fire insurance and “other collected information”.8° In addition,
some of this information, for example, debt information from banks, should by
law be sent to the authorities every year.!® Furthermore, inhabitants could by
their own volition give the tax proposal committee information of his/her property
value and income.!! Income tax returns were not introduced until 1905 (decided
in 1902).12

The proposal was made publicly available. The tax proposal committee sent the
proposal to the tax committee, and the taxed persons could attend the tax com-
mittee’s meetings to rectify it. The tax committee decided the property value and
income that each person should tax for.!3

The municipality parliament elected representatives to the tax committee and at
least one of the members in the tax proposal committee needed to be elected to the
tax committee.'* One tax committee regularly spanned 2-4 tax proposal districts
(/ parishes/ municipalities).!> ¢ 17 The governmental tax administrator should
attend the meetings, as well as the tax proposal committee’s president when the

%Velander 1901, p. 189; Nordisk Familjeordbok 1899, Bevillnings-beredning;

7Nordisk Familjeordbok 1899, Bevillnings-beredning; SES 1861:34, §34

8in Swedish “erhdllna uppgifter eller inhimtade upplysningar”.

9SES 1861:34, §2; Nordisk Familjeordbok 1899, Bevillnings-beredning; Nordisk Familjeordbok
1899, Taxeringsvirde

10SFS 1861:34, S25

HSFES 1861:34, §30

12Skatteverket 2003, p. 7

13SES 1861:34, §38, §39, §54; Nordisk Familjeordbok 1899, Taxeringsnimnd

14SFS 1861:34, S47; Velander 1901, p. 189; Nordisk Familjeordbok 1899, Taxeringsnimnd

15But in case of towns the tax committee spanned the town-municipality.

16In SFS 1861:34, §43 it is stated that “pastorat” is the basis for the tax committee’s area, with the
usual exceptions.

7Velander 1901, p. 189; Nordisk Familjeordbok 1899, Taxeringsnimnd
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matters of his tax proposal district were discussed.!®

After the tax committee had decided the tax base, it was made publicly available.
The inhabitants and the municipality had the right to appeal to another instance
at the provincial level (provningskomitée).*

B.3 More on votes

The number of votes in the municipality was read aloud from the church pulpit
and made publicly available for cross-checking. The inhabitants could complain
to the municipality parliament, which decided on changes before the number of

votes was decided upon.?°

The municipalities that were towns did not have agricultural properties and, hence,
inhabitants only paid tax for other property and for income and received votes
from those sources. In towns, people received one vote for taxes paid up until 1
SEK, and, after that, one vote for every whole SEK paid in tax.?! From 1869 in
the towns, the maximum number of votes a vote owner could hold were 2 percent
of the total or 100 votes.??

B.4 'The municipality tax base

The number of votes arising through the various taxation types decided the munic-
ipality-level tax base for each person. Votes arising through agricultural property
in mantalsatt jord (farmland that historically had been assigned a type of taxation
weight) paid twice as much and other agricultural property paid 1/3 more than did
the votes arising from taxation of other property or income.?? In addition to levy
taxes on themselves in relation to their governmental-level tax/votes by deciding
the municipality tax rate, the vote owners could decide on the rate of the poll tax
(tax per capita) for all adult inhabitants.?4

18SES 1861:34, 42, $49; Nordisk Familjeordbok 1899, Taxeringsnimnd
19SES 1861:34, §56; Nordisk Familjeordbok 1899, Taxeringsnimnd
20SFS 1862:13, §65, $66

21SFS 1862:14, S12; SFS 1868:59, S12

22SFS 1869:59 S12; Aldén 1901, p. 228

23SFS 1863:50, §64, Litt.B; Rydin 1882, p. 351

24SFS 1861:13 §59, §65.
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B.s Changes in municipality governance structure until universal suf-
frage was established

The following section presents the changes to the municipality governance struc-
ture until universal suffrage was established at the municipality level.

* From 1893 (decided in 1892), the governmental-level tax rate of agricultural
property changed to 0.06 percent in conjunction with that the other types
of taxes levied on the agricultural property in the older system were abol-
ished.?> 2¢ At the same time, from 1893, both categories of taxes received
the same number of votes, that is, agricultural property received votes as did
the industrial taxation types. The two changes in combination imply that
the influence of vote owners holding agricultural property stayed constant.

* From 1893 (decided in 1892), income tax was deductible accordingly: soo
SEK was tax-free; for soo-1200 SEK, a deduction of 450 SEK applied; for
1200-1800 SEK, a deduction of 300 SEK applied. The deductions increased
with a maximum of 200 SEK due to high living cost at the place of resi-
dence and/or poverty.?” The taxation of the property was included in the
calculation of the deductions: by law, 6 percent of the property value of
agricultural property and 5 percent of the property value of other property
was thought of as income.?8

* From 1901 (decided in 1900), in the countryside municipalities, the limita-
tions became that nobody could own more than 10 percent of the munici-
pality’s votes and not more than 5000 votes.?®

* From 1902, the income tax rate was increased to two percent instead of one.

25This relates to the other types of taxes on agricultural property (grundskarter). In 188s, those
taxes were reduced by 30 percent — either by that the monetary tax was abolished or, for example,
in the case of the tax to provide for a soldier, in the form of the government paying the farmer for
the provision with 30 percent of its estimated value. In 1892 and 1898, it was decided that the same
types of taxes were going to be reduced in the same manner during the 12 years, which started in
1893, so the taxes ceased to exist in 1903.

26SFS 1892:110, §1; Velander 1901, p. 189; Olsson 2005, pp. 33, 80

27SFS 1892:44, S11; Aldén 1901, pp. 227-8; Velander 1901, p. 189

28SFS 1892:110, S17

29SFS 1900:86, S11; Aldén 1901, p. 228
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* From 1909, for both countryside municipalities and towns, the system was
that 100 SEK in income tax gave 1 vote for incomes under 2000 SEK and
that 500 SEK in income tax gave 1 vote for incomes above 2000 SEK, with
a maximum of 40 votes. At the same time, companies and alike juridical
persons that were not persons in the standard sense lost their vote rights.°

* In1918, men and women gained vote rights. Certain limitations still existed,
such as not taking poverty relief or not having unfulfilled tax payments for
more than two of the past three years.?!

3%Aronsson 1999, p. 270
31Aronsson 1999, p. 270
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Appendix C. Sensitivity and Robustness

Permutations of assumptions  The baseline methods for interpolating the inter-
val data is Midpoint, as described and used in the main article. I also test Uni — that
the interpolation is done by assuming a uniform distribution within each interval,
and Logn, — that a standard lognormal distribution is assumed instead. For the
later two measures, only information from the first two sets of intervals! is used.
The baseline imputation is that people below the taxation limit have an income
set to 50 percent of the taxation limit. I test the various measures with 10 and 75
percent of the taxation limit. The baseline total population is the total number of
inhabitants in each municipality, including women and children. In addition, I
test the various measures with the following:

* The baseline total population weighted by the percentage of agricultural
(industrial) vote owners (OQwnerShare). The reason behind this check is that
the total relevant population theoretically should be only people involved in
agriculture (industry), and it is reasonable to expect that it is proportional
to the amount of agricultural (industrial) vote owners.

* The baseline total population weighted by the percentage of agricultural
votes (TaxShare). The logic is equivalent as for the check above.

* 'The baseline total population deduced by the fraction of persons that are
under 21 years old or married females (Zzxpaying). The reason for this check
is that you could only get votes when you were above 21 years old, and if
you were a married female, you were not a juridical subject. This check
corresponds to verifying against the total theoretical taxpaying population.
This check is only available for 1892 with the usage of data from the 1890
census.

Also, Gini coeflicients are calculated for Uni and Logn to be able to compare to the
previous literature. The Gini coefficients are based on interpolating the non-taxed
part of the population between the assumed income below the taxation limit and
the taxation limit.

"More precisely, information on the number of predominantly agricultural (industrial) vote
owners that have votes above {0, 2, 5, 10, 20, 50} percent of the total sum of votes in each munic-
ipality.
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Naming convention An example of a variable name is agrLogni8yr1. Firstly, the
type of inequality measured is indicated in the variable names, g7 stands for agri-
cultural and ind for industrial. Then, the type of intrapolation is indicated, such
as Logn in this example. In the main article is the part indicating the method,
Midpoint, omitted for readability. Lastly the time dimension used follows, such
as 1871 in the example. Note that A or Diff indicates the variable value 1892
with the variable value 1871 subtracted from it. Note that the Logn and the Uni
variables, without suffixes, refer to measures of the top one percent and that the
LognGiniand the UniGini variables, with suffixes, refer to the Gini coefficients.

Rank correlation  The analysis partly relies on Spearman rank correlation coeffi-
cients. Spearman’s rank coefficient is -1 if the two variables list the municipalities
completely opposite to each other and 1 if the two variables list the municipalities
in perfect agreement.

C.1  Analysis of alternative assumptions

Table C.1 displays the lowest rank correlation between the various versions of each
measure, arising from the permutations of the assumptions on total population
and total income. The table shows that assumptions on total income or total
population do not affect the ranking of municipalities much. Instead, Table C.2
shows that the ranking of the various measures with the baseline assumption on
total population and total income. The tables show that the various measures
largely agree on the ranking (the next section, appendix section C.2, analyses the
table further). In combination, the tables show that the various assumptions do
not affect the ranking of the measures much.

Tables C.3, C.4, C.5, and C.6 instead show how varying the assumptions affect
the median and the mean. The conclusion is that we cannot rely on the level
of the measurements as the differences are too high. The exception to the above
statements is richestFarm which is insensitive to the assumptions.

C.2 Correlations: Does the measure of inequality matter?

A large debate on different measures of inequality exists in the economic litera-
ture since evaluating inequality necessitates some kind of value judgment. Exam-
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ples also exist when the different measures rank countries differently (Cowell and
Kerm, 2015, pp. 682-683). In addition to the above concerns, we are here deal-
ing with interpolated data. Table C.2 shows the ranking of the various measures.
Some points are worth noting:

Firstly, the measures largely agree on the ranking. That is, regardless whether we
choose to allocate all people in an interval to its middle as by Midpoint?, or evenly
over an interval as by Uni, or assume that people in an interval follow a standard
Log-normal distribution as by Logn, the ranking is the same. This strengthens
our confidence in that our conclusions will not be dependent upon assumptions
imposed on the data.

Secondly, the Gini coeflicients and the measures of the top one percent by the
same method do not coincide to a great extent for the agricultural measures. With
the measures of the top one percent, we only care about how much the one percent
richest own of the total, whereas with the Gini coefficients, the next 99 percent
influence the measure. For the industrial measures, the Gini coefficients coincide
with the measures of the top one percent.

?This is not strictly what I do, but very similar in spirit.
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Table C.1: Varying Assumptions: Worse Rank Correlation

Measure Version pair Spearman
Version 1 Version 2

Total Income Total Population  Total Income Total Population
Agriculture 1871
agrlogni871 10% of tax limit ~ OwnerShare 75% of tax limit ~ TaxShare 0.96
agrUnii871 10% of tax limit ~ OwnerShare 75% of tax limit ~ TaxShare 0.94
agrMlidpointr871  10% of tax limit ~ Basline 10% of tax limit ~ TaxShare 0.94
richestFarm1871 75% of tax limit  Basline 10% of tax limit ~ OwnerShare 0.99
agrLognGinii871  75% of tax limit  Basline 10% of tax limit ~ TaxShare 0.63
agrUniGini1871 75% of tax limit ~ Basline 10% of tax limit ~ TaxShare 0.59
Agriculture 1892
agrlogni892 75% of tax limit  Basline 10% of tax limit ~ OwnerShare 0.90
agrUniz892 75% of tax limit ~ Basline 10% of tax limit ~ OwnerShare 0.87
agrMidpointr892  10% of tax limit ~ Basline 10% of tax limit ~ OwnerShare 0.87
richestFarm1892 75% of tax limit ~ Basline 10% of tax limit ~ OwnerShare 0.99
agrLognGiniz892  75% of tax limit ~ Basline 10% of tax limit ~ TaxShare 0.59
agrUniGiniz892 75% of tax limit ~ Basline 10% of tax limit ~ TaxShare 0.63
Industry 1871
indLogn1871 75% of tax limit ~ Basline 10% of tax limit ~ OwnerShare 0.76
indUniz871 75% of tax limit ~ Basline 10% of tax limit ~ OwnerShare 0.76
indMidpointr871  75% of tax limit ~ Basline 10% of tax limit ~ OwnerShare 0.73
indLognGinir871  75% of tax limit ~ Basline 10% of tax limit ~ OwnerShare 0.71
indUniGinit871 75% of tax limit ~ Basline 10% of tax limit ~ OwnerShare 0.63
Industry 1892
indLogn1892 75% of tax limit ~ Basline 10% of tax limit ~ TaxShare 0.74
indUni1892 75% of tax limit  Basline 10% of tax limit ~ TaxShare 0.68
indMidpoint1892  75% of tax limit  Basline 10% of tax limit ~ TaxShare 0.70
indLognGini1892  75% of tax limit  Basline 10% of tax limit ~ OwnerShare 0.51
indUniGini1892 75% of tax limit  Basline 10% of tax limit ~ OwnerShare 0.43

Source: BiSOS R 1892, Census 1890, BiSOS R 1871.
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Table C.2: Correlations, baseline assumptions

Variable pair n Spearman  Pearson
Same measures
agrLogni871 agrUnii871 2268 0.97* 0.96*
agrLogni871 agrMidpoint871 2268 0.86* 0.66*
agrUnir871 agrMidpointi871 2268 0.79* 0.55*
agrLogni892 agrUnii892 2328 0.97* 0.96*
agrLogni892 agrMidpointi892 2328 0.87* 0.67*
agrUnir892 agrMlidpoint892 2328 0.81* 0.63*
indLogni871 indUnii871 1377 0.95* 0.95*
indLogni871 indMidpointi871 1377 0.95* 0.92*
indUnir871 indMidpointi871 1377 0.93* 0.83*
indLogni892 indUnii892 2077 0.95* 0.96*
indLogni892 indMidpointi892 2077 0.94* 0.84*
indUni1892 indMidpointi892 2077 0.90* 0.77*
agrLognGinii871 agrUniGinii871 2268 0.91* 0.93*
agrLognGinii892 agrUniGinii892 2328 0.90* 0.92*
indLognGini871 indUniGinir871 1377 0.97* 0.96*
indLognGinir892 indUniGinir892 2077 0.97* 0.96*
Different measures
agrLogni871 agrLognGinii871 2268 0.67* 0.53*
agrLogni871 agrUniGinii871 2268 0.75* 0.55*
agrUnii871 agrLognGinii871 2268 0.60* 0.43*
agrUnir871 agrUniGinir871 2268 0.75* 0.51"
agrMidpoint871 agrLognGinii871 2268 0.61* 0.56*
agrMidpointi871 agrUniGinii871 2268 0.62* 0.56*
agrLogni892 agrLognGinii892 2328 0.68* 0.42*
agrLogni892 agrUniGinii892 2328 0.78* 0.48*
agrUnir892 agrLognGinir892 2328 0.59* 0.32*
agrUnii892 agrUniGinii892 2328 0.76* 0.40*
agrMidpointi892 agrLognGinii892 2328 0.63* o.s1*
agrMidpointi892 agrUniGinir892 2328 0.70* 0.58*

Continued on next page
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Table C.2 — Continued from previous page

Variable pair n Spearman  Pearson
indLogni871 indLognGini871 1377 0.97* 0.85*
indLogni871 indUniGinir871 1377 0.93* 0.78*
indUnir871 indLognGini871 1377 0.92* 0.80*
indUnii871 indUniGinir871 1377 0.94* 0.79*
indMidpointi871 indLognGini871 1377 0.91* 0.84*
indMidpointi871 indUniGinir871 1377 0.87* 0.79*
indLogni892 indLognGinii892 2077 0.97* 0.76*
indLogni892 indUniGinir892 2077 0.92* 0.67*
indUni1892 indLognGinir892 2077 0.90* 0.72*
indUnir892 indUniGinir892 2077 0.92* 0.67*
indMidpointi892 indLognGinir892 2077 0.89* 0.79*
indMidpointi892 indUniGinir892 2077 0.84* o.71*
agrLogni871 richestFarm1871 2268 0.46* 0.26*
agrUnir871 richestFarm1871 2268 0.38* o.15*
agrMidpointi871 richestFarmi871 2268 0.68* 0.65*
agrLogni892 richestFarm1892 2328 0.42* 0.14*
agrUnir892 richestFarm1892 2328 0.35* 0.06*
agrMidpointi892 richestFarm1892 2328 0.65* 0.54*
richestFarmi871 agrLognGinii871 2268 0.40* o.31*
richestFarmi871 agrUniGinii871 2268 0.30* 0.23*
richestFarmi892 agrLognGinir892 2328 0.40* 0.30*
richestFarm1892 agrUniGinir892 2328 0.34* 0.27*

Note * indicate significance at least at the 5 percent level.
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Table C.3: Varying assumptions: Worse Summary Stats Agriculture 1892

Varying Assumptions: Worse result for each measurement: Agriculture 1892

Baseline Highest Differences

Value Value  Total Population ~ Total Income

richestFarm1892

Median 0.099 0.107 TaxShare 10% of tax limit
Mean 0.135 0.146  OwnerShare 10% of tax limit
agrMidpoint1892

Median 0.426 0.336  Taxpaying 75% of tax limit
Mean 0.466 0.374 OwnerShare 75% of tax limit
agrlogni892

Median 0.379 0.278  TaxShare 75% of tax limit
Mean 0.456 0.333  TaxShare 75% of tax limit
agrUniz892

Median 0.595 0.401  TaxShare 75% of tax limit
Mean 0.797 0.522  TaxShare 75% of tax limit
agrLognGinir892

Median 0.826 0.913  Baseline 10% of tax limit
Mean 0.805 0.904  Baseline 10% of tax limit
agrUniGinir892

Median 0.871 0.899  Baseline 10% of tax limit
Mean 0.857 0.891  Baseline 10% of tax limit

Source: BiSOS R 1892, Census 1890, BiSOS R 1871.
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Table C.4: Varying assumptions: Worse Summary Stats Agriculture 1871

Varying Assumptions: Worse result for each measurement: Agriculture 1871

Baseline Highest Differences

Value Value  Total Population ~ Total Income

richestFarm1871

Median 0.095 0.103  TaxShare 10% of tax limit
Mean 0.132 0.144  TaxShare 10% of tax limit
agrMidpointr871

Median 0.411 0.358  TaxShare 75% of tax limit
Mean 0.439 0.387  TaxShare 75% of tax limit
agrlogni871

Median 0.357 0.257  TaxShare 75% of tax limit
Mean 0.401 0.299  TaxShare 75% of tax limit
agrUnir871

Median 0.568 0.387  TaxShare 75% of tax limit
Mean 0.665 0.453  TaxShare 75% of tax limit
agrLogNGini1871

Median 0.786 0.900  OwnerShare 10% of tax limit
Mean 0.763 0.892  OwnerShare 10% of tax limit
agrUniGini871

Median 0.847 0.884  OwnerShare 10% of tax limit
Mean 0.830 0.876  OwnerShare 10% of tax limit

Source: BiSOS R 1892, Census 1890, BiSOS R 1871.
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Table C.5: Varying assumptions: Worse Summary Stats Industry 1892

Varying Assumptions: Worse result for each measurement: Industry 1892

Baseline Highest Differences

Value Value  Total Population  Total Income

indMidpoint1892

Median 0.202 0.521  Baseline 10% of tax limit
Mean 0.225 0.521  Baseline 10% of tax limit
indLogn1892

Median  o0.154  o.410 Taxpaying 10% of tax limit
Mean 0.194 0.438  Baseline 10% of tax limit
indUni1892

Median 0.289 0.749  Baseline 10% of tax limit
Mean 0.353 0.825  Baseline 10% of tax limit
indLognGiniz892

Median 0.672 0.908  OwnerShare 10% of tax limit
Mean 0.631 0.897  OwnerShare 10% of tax limit
indUniGiniz892

Median 0.791 0.886  OwnerShare 10% of tax limit
Mean 0.732 0.879  OwnerShare 10% of tax limit

Source: BiSOS R 1892, Census 1890, BiSOS R 1871.
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Table C.6: Varying assumptions: Worse Summary Stats Industry 1871

Varying Assumptions: Worse result for each measurement: Industry 1871

Baseline Highest Differences

Value Value  Total Population  Total Income

indMidpoint1871

Median 0.170 0.503  Baseline 10% of tax limit
Mean 0.193 0.499  Baseline 10% of tax limit
indLogn1871

Median 0.118 0.387  TaxShare 10% of tax limit
Mean 0.146 0.398  TaxShare 10% of tax limit
indUni1871

Median 0.228 0.683  Baseline 10% of tax limit
Mean 0.277 0.730  Baseline 10% of tax limit
indLognGiniz871

Median 0.479 0.916  OwnerShare 10% of tax limit
Mean 0.475 0.891  OwnerShare 10% of tax limit
indUniGini1871

Median 0.613 0.894  OwnerShare 10% of tax limit
Mean 0.589 0.880  OwnerShare 10% of tax limit

Source: BiSOS R 1892 and BiSOS R 1871.
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Table C.7: Robustness Check for Summary Stats of Change 1892-1871

n mean  sd  median  p-value*

Full sample

agrtMidpointA 2222 0.02  0.I5  0.003 0.I12
agrLognA 2222 0.05 0.27  0.012 0.000
agrUniA 2222 0.12  0.66  0.017 0.000
agrLognGiniA 2222 0.04 0.05 0.037 0.000
agrUniGiniA 2222  0.03 0.03 0.023 0.000
Industrial subsample

indMidpointA 1328  0.06 o0.11  0.048 0.000
indLognA 1328 0.08 0.12  0.062 0.000
indUniA 1328  0.12  0.18  0.097 0.000
indLognGiniA 1328 o0.14 0.16 0.129 0.000
indUniGiniA 1328 0.IT  0.I2  0.097 0.000

* The p-values refer to a sign test on the median, with the null
p g

hypothesis that it is zero.
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Table C.8: Correlations, permutations of measures used

Variable pair n Spearman  Pearson
Agriculture vs Industry
indLogn1871 agrMidpointi871 1349 0.10* 0.13*
indMidpoint1871  agrLogni87r1 1349 0.26* 0.28%
indLogn1892 agrMidpointr892 2020 0.33* 0.44*
indMidpointr892  agrlLogni892 2020 0.40* 0.37%
Agriculture 1871 vs 1892
agrLogni871 agrMidpointr892 2274 0.75* 0.61*
agrMidpointr871  agrLogni892 2236 0.66* 0.41*
Industry 1871 vs 1892
indLogn1871 indMidpoint1892 1361 0.55*% 0.54*
indMidpointr871  indLogn1892 1338 0.58* 0.59%
Agriculture 1871 vs Industry 1892
agrLogni871 indMidpointr892 2018 0.36* 0.32*
agrMidpointr871  indLogni892 1989 0.24* 0.26*
Industry 1871 vs Agriculture 1892
indLogn1871 agrMidpointr892 1365 0.29* 0.39%
indMidpointr871  agrLogni892 1343 0.37* 0.36*
Agriculture 1871 vs Change
agrLogni871 agrMidpointA 2222 -0.04* 0.06*
agrMidpointr871  agrLognA 2236 -o0.12* -0.01
Industry 1871 vs Change
indLogn1871 indMidpointA 1328 -0.28* -0.29*
indMidpointr871  indLognA 1338 -0.09* -0.07*
Agriculture 1871 vs Change in Industry
agrLogni871 indMidpointA I311 0.09* 0.07*
agrMidpointr871r  indLognA 1321 0.18* 0.20*
Industry 1871 vs Change in Agriculture
indLogn1871 agrMidpointA 1329 0.32* 0.38*
indMidpointr871  agrLognA 1339 0.26* 0.28*

Note * indicate significance at least at the 5 percent level.
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