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Abstract 

The main purpose of this thesis is to present a Cultural-Historical Activity Theory (CHAT) 
based analysis of the activities conducted by and with visually impaired users supported by 
audio-haptic technology. 

This thesis covers several studies conducted in two projects. The studies evaluate the use 
of audio-haptic technologies to support and/or mediate the activities of people with visual 
impairment. The focus is on the activities involving access to two-dimensional information, 
such as pictures or maps. People with visual impairments can use commercially available 
solutions to explore static information (raised lined maps and pictures, for example). Solu-
tions for dynamic access, such as drawing a picture or using a map while moving around, 
are more scarce. Two distinct projects were initiated to remedy the scarcity of dynamic 
access solutions, specifically focusing on two separate activities. 

The first project, HaptiMap, focused on pedestrian outdoors navigation through audio 
feedback and gestures mediated by a GPS equipped mobile phone. The second project, 
HIPP, focused on drawing and learning about 2D representations in a school setting with 
the help of haptic and audio feedback. In both cases, visual feedback was also present in 
the technology, enabling people with vision to take advantage of that modality too. 

The research questions addressed are: How can audio and haptic interaction mediate activ-
ities for people with visual impairment? Are there features of the programming that help 
or hinder this mediation? How can CHAT, and specifically the Activity Checklist, be used 
to shape the design process, when designing audio haptic technology together with persons 
with visual impairments? 

Results show the usefulness of the Activity Checklist as a tool in the design process, and 
provide practical application examples. A general conclusion emphasises the importance 
of modularity, standards, and libre software in rehabilitation technology to support the 
development of the activities over time and to let the code evolve with them, as a lifelong 
iterative development process. The research also provides specific design recommendations 
for the design of the type of audio haptic systems involved. 
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Popular science summary in English 

Pictures and maps are integral parts of society. They convey information and meaning 
through sight, and as the saying goes: “A picture is worth a thousand words”. Screens are 
more and more prevalent as a way to access them. It is useful to have other ways to access 
that visual information for people with a visual disability but also for everyone. Technology 
provides tools for this. In this thesis, I explored how technology can help by giving access 
to pictures and maps with gestures, sounds, robotic or vibration feedback combined with 
the screen. The goal of the research was to identify what is important in the technologies 
available, what element in the program or in the hardware is key to being able to give the 
information through another sense than sight. 

I had a computer science background with which I could understand the role of techno-
logy when in use, but it did not help much in understanding the human side of “human-
computer interaction”! After learning about several possible approaches, I turned to Cultural-
Historical Activity Theory (CHAT). This theory was originally used in child development 
psychology. It focuses on what a person is doing (activity) as the smallest unit of analysis. 
CHAT provided a grid with which I could analyse the technology in use by humans with 
disabilities. Thus, more parameters than just the computer or the technology were con-
sidered with my additional understanding of the situation, the environment and the society 
around the user as well as other elements that play a role in people’s use of computers. 

More practically, the work was carried out in two projects providing two different scenarios 
of use enabled by two different technologies. The first scenario involved exploring a map 
or following a tourist route by pointing a smartphone in different directions around you. 
The smartphone vibrated or made sounds to show the user the way or to signal a point of 
interest. This was evaluated in sessions of a couple of hours with dozens of participants 
(both sighted and not) in Lund. The second scenario let you feel lines of a drawing with a 
robot arm that bumped back when you encountered them. Sound was also associated with 
the lines and played at the same time. This drawing program was tested in a handful of 
schools in Sweden where pupils with visual impairment who were integrated with sighted 
peers could use the technology over the whole years. 

The gesture and audio provided by the technologies did help to understand the information 
of maps and drawings. In the first scenario, most people used a scanning motion with the 
phone, but there were delays between where the hand was and when the vibration or sound 
was produced in the phone. This resulted in the recommendation of a specific angle to 
play the feedback instead of a point. For the drawing scenario, it was important to have 
immediate haptic feedback, but when users felt the engraving , it impeded their hand and 
arm movements to draw a line. The lack of obstruction was preferred in use and was also 
shown to be positive in the pedagogue’s analysis. This resulted in the recommendation 
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not to give that specific feedback at the specific point of drawing in order to avoid feeling 
a “drag” in the drawing movement. It was also very important to have an easy-to-use 
“print” function for the pupil and teacher to use, for example, for quick access to two-hand 
exploration. In both scenarios, it was important to be able to modify the program and use 
parts of it separately, because people’s needs and situations can change over time. 
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Résumé populaire scientifique en Français 

Les images et les cartes sont partie intégrante de la société. Elles donnent accès à l’informa-
tion via la vue, et le dicton assure qu’une image vaut mille mots. Les écrans sont de plus en 
plus prévalents comme moyen d’y accéder. Pour les personnes avec un handicap visuel, mais 
aussi pour tout un chacun, il est utile d’avoir d’autres moyens d’accéder à cette information 
visuelle. La technologie donne des outils pour cela. Dans cette thèse, j’explore comment 
la technologie peut aider en donnant accès aux images et aux cartes avec des gestes, des 
sons, du retour robotique ou par vibrations combinés à l’écran. Le but de la recherche était 
d’identifier ce qui est important dans les technologies disponibles, quel élément dans le 
programme ou le matériel est clef pour pouvoir donner l’information via un autre sens que 
la vue. 

Pour comprendre le rôle de la technologie en utilisation, j’avais ma formation en informa-
tique... mais pas grand chose pour comprendre le côté humain de “l’interaction homme-
machine” ! Après m’être familiarisée avec diverses approches possibles, je me suis tournée 
vers la Théorie de l’Activité Culturelle-Historique. Cette théorie a été utilisée à l’origine 
dans la psychologie du développement de l’enfant. Elle se concentre sur ce qu’une per-
sonne fait (l’activité) comme unité minimale d’analyse. TACH m’a fournit une grille avec 
laquelle je pouvais analyser la technologie en utilisation par des humains avec handicaps. 
Ainsi, plus de paramètres que seulement l’ordinateur ou la technologie furent considérés, 
en ajoutant la compréhension de la situation, de l’environnement et de la société autour de 
l’utilisateur ainsi que d’autres éléments qui jouent un rôle dans l’utilisation de l’ordinateur 
par une personne. 

En pratique, le travail a été mené dans deux projets qui ont fourni deux scénarios d’utilisa-
tion rendus possibles par deux technologies différentes. Le premier scénario requérait l’ex-
ploration d’une carte et le suivi d’un chemin touristique en pointant un smartphone vers 
différentes directions autour de soi. Le smartphone vibrait et faisait des sons pour montrer 
la direction ou pour signaler un point d’intérêt. Ceci a été testé en sessions d’une couple 
d’heures avec des douzaines de participants (voyants ou non) à Lund et évalué. Le deuxième 
scénario vous laisse ressentir les lignes d’un dessin avec un bras robotisé qui renvoie une 
collision à leur rencontre. Le son a aussi été associé aux lignes et joué en même temps. Ce 
programme de dessin a été testé dans quelques écoles en Suède où les élèves avec un handi-
cap visuel et intégré avec leurs pairs voyants pouvaient utiliser la technologie pendant des 
années entières. 

Les gestes et l’audio offerts par les technologies ont aidé à comprendre l’information des 
cartes et des dessins. Dans le premier scénario, la plupart des gens ont utilisé un mouvement 
de scan avec le téléphone, mais il y avait des délais entre où la main est et quand la vibration 
ou le son était produit par le téléphone - cela a conduit à la recommandation d’un angle 
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spécifique pour jouer le retour (sonore/vibration) au lieu d’un point. Pour le scénario de 
dessin, il était important d’avoir un retour haptique immédiat - mais ressentir la gravure 
signifiait empêcher le mouvement réalisé par la main et le bras pour dessiner une ligne. 
L’absence d’obstruction était à la fois préféré et positive dans l’analyse du pédagogue. Cela a 
conduit à la recommandation de ne pas donner ce retour spécifique au point spécifique de 
dessin pour éviter de ressentir une “traînée” dans le mouvement de dessin. Il était aussi très 
important d’avoir une fonction d’impression facile à utiliser pour l’élève et le professeur -
par exemple pour un accès rapide à l’exploration à deux mains. Dans les deux scénarios, 
il était important de pouvoir modifier le programme et de pouvoir utiliser des parties du 
programme séparément, car les besoins des personnes et les situations peuvent changer avec 
le temps. 
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Populärvetenskaplig sammanfattning på svenska 

Bilder och kartor är en given del av samhället. De förmedlar information och mening visu-
ellt, och som ordspråket säger: “En bild säger mer än tusen ord”. Skärmar är ett allt vanligare 
sätt att ta till sig visuell information, men både för personer med synnedsättning och för 
seende kan alternativa sätt att förmedla informationen vara till nytta. I denna avhandling 
beskriver jag hur teknologi kan ge tillgång till kartor och bilder genom gester, ljud, eller 
med robot- eller vibrations-feedback. Forskningens mål var att identifiera vad som är vik-
tigt med den teknologi som finns tillgänglig, och vilka delar av mjuk- och hårdvara som är 
nyckeln till att få information via andra sinnen än syn. 

Min datavetenskapliga bakgrund gav förståelse för teknikens roll i användning, men det 
hjälpte mig inte att förstå den mänskliga sidan av samspelet mellan människor och teknik! 
Efter att ha utforskat flera möjliga tillvägagångssätt valde jag Cultural-Historical Activity 
Theory (CHAT). Denna teori användes ursprungligen inom utvecklingspsykologin. Den 
fokuserar på vad en person gör genom att analysera aktiviteten som den minsta beståndsde-
len. CHAT gav en struktur med vilken jag kunde analysera teknik i användning. På så sätt 
fick jag syn på fler aspekter än endast tekniken och fick ytterligare förståelse för situationen, 
miljön och samhället kring användaren samt andra element som spelar roll för människors 
användning av datorer. 

Mer praktiskt utfördes arbetet i två projekt som gav två olika exempel som baserar sig på 
två olika teknologier. Det första exemplet handlade om att utforska en karta eller följa en 
historisk virtuell guide genom att rikta en smartphone i olika riktningar. Telefonen ger 
vibrations- och ljud-signaler för att visa användaren vägen eller för att märka ut en intres-
sant plats. Guiden utvärderades i sessioner på ett par timmar med dussintals deltagare i 
Lund. Det andra exemplet gör det möjligt att rita och känna linjer i en datorgenererad 
bild med hjälp av en ”robot-penna”. Pennan ger ett motstånd när linjerna vidrörs och ljud 
kan spelas upp för att ge ytterligare information. Detta ritprogram testades i en handfull 
skolor i Sverige där elever med synnedsättning och deras lärare fick möjlighet att använda 
programmet i riktig undervisning under längre tid (flera år i något fall). 

Användningen av gester (peka med telefonen och nudda med pennan) i kombination med 
ljud-återkoppling var ett lyckat sätt att förmedla bild- och kart-information, men det visade 
sig vara viktigt med timingen mellan rörelsen och informationen. I exemplet med telefonen 
använde de flesta en svepande rörelse med telefonen i handen, men rörelsen var snabbare 
än återgivningen av vibrationen eller ljudet. Därför behövde ljudet eller vibrationen spelas 
upp över en längre tid och inte bara i exakt rätt riktning. I exemplet med robot-pennan 
var det i allmänhet viktigt att få omedelbar återkoppling, men det uppstod ett problem när 
linjen som precis höll på att ritas (ett virtuellt spår som en gravyr ungefär) hindrade pennan 
fysiskt och gjorde det knöligt att rita. Därför infördes en fördröjning eller eftersläpning i 
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känsel-återkopplingen. I samma exempel blev det tydligt att det var mycket viktigt att ha 
en lättanvänd utskrifts-funktion, för att kunna möjliggöra att utforska bilderna med två 
händer. I båda exemplen var det viktigt att kunna modifiera programmet och använda 
delar av det separat, eftersom människors behov och situationer kan förändras över tid. 

xi 





Tools in and out of sight 

An analysis informed by Cultural-Historical Activity Theory of audio-
haptic activities involving people with visual impairments suppor-
ted by technology 
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1 Introduction 

The research presented in this thesis covers several studies conducted in two projects. The 
studies evaluate the use of audio-haptic technologies to support the activities of people 
with visual impairments. Some of the research presented, relating to theory and mobile 
interfaces, previously appeared in my Licentiate thesis [66]. Such texts have been included 
where appropriate (a significant part of section 2 and half of section 4). 

Some terms and abbreviations have been used with specific meanings, both in the thesis 
and in the papers. A list of abbreviations can be found on page 65. There is a discussion of 
relevant terms in section 12 (page 65). This is presented to clarify the intended meaning of 
the terms for the reader. 

1.1 Background and motivation 

People with visual impairments engage in many activities, some of which include techno-
logical mediation. 

The initial focus of the research presented in this thesis was to explore the use of diverse 
technologies based on non-visual interaction. These technologies were mediating activit-
ies involving a user with a visual impairment. By using other modalities and interactive 
technologies, it is possible to support users with visual impairments in diverse activities. 

This thesis focuses on activities involving the task of accessing two-dimensional inform-
ation, such as pictures or maps. People with visual impairments can use commercially 
available solutions to explore static information (raised lined maps and pictures, for ex-
ample). Solutions for dynamic access, such as drawing a picture or using a map while 
moving around are more scarce. Two distinct projects were initiated to remedy the scarcity 
of dynamic access solutions, specifically focusing on two distinct tasks. 

The first task was pedestrian navigation through audio feedback and gesture mediated by a 
GPS equipped mobile phone. The second task was to draw with the support of both haptic 
and audio feedback. In both cases, visual feedback was present, enabling a more Universal 
Design approach to the use. 

1.2 Purpose of the thesis 

This thesis shows my take away from the two projects, including the insights yielded by 
my shift in perspective: It was initially centred on technology and became centred on the 
activity itself, including the technology, but also user intent and context. 
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The main purpose of the thesis is to present a Cultural-Historical Activity Theory (CHAT)-
based analysis of activities conducted by and with visually impaired users who were suppor-
ted by audio-haptic technology. The activities include navigating outdoors and drawing or 
learning with 2D representations in school. 

I aim to answer the following research questions: How can audio and haptic interaction 
mediate activities for people with visual impairments? Are there features of the program-
ming that are helpful or hinder this mediation? 

1.3 Outline of the thesis 

I present the research this thesis is built upon in the first part of the thesis. Section 2 presents 
the theories that ground my thinking. Section 3 presents the HaptiMap and HIPP projects. 
Section 4 presents the state of the art and a review of the relevant research conducted before 
or during my own. Section 5 is dedicated to my research methods. 

A summary of the five papers is then presented in section 6 and an explanation of my 
contribution to each of them. The results are presented in section 7. The full papers are 
appended to the end of the thesis. 

Sections 8, 9 and 10 are dedicated respectively to discussion, limitations, conclusions and 
future work. 
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2 Theory 

When trying to understand the use of audio-haptic technology in supporting human activ-
ities, I needed to explore previous knowledge in fields related to several aspects of such 
usage. I first present the theories I considered, and then focus on the one I used mainly: 
Cultural-Historical Activity Theory (CHAT). This is, of course, not an exhaustive review 
of all the theories related to the pertinent fields, but the subset I found most relevant in 
what I encountered. 

2.1 Using a human-centred approach in design 

User-Centred Design 

User-Centred Design consists of keeping the user as the centre of focus in design. Gould 
and Lewis [18] stress three important principles: 

• Early focus on users and tasks 

The users should be directly involved from the beginning of the design process, where 
they can actually influence the design and not only be asked for validation. Involving 
real participants rather than theoretical ones is preferred. 

• Empirical measurement 

The evaluation of the product by real users who can be novices in the product use is 
advised. Analytical evaluation is not enough when a user interface is involved. An 
empirical measurement of the product usability needs to be conducted. 

• Iterative design 

Finally, to take advantage of the empirical measurements, the outcome of the evalu-
ation should be reused in the next version of the product, thus calling for an iterative 
design process. 

There are many methods that one can use to involve the user either directly or indirectly 
in the design process. Guidelines can be found in ISO 9241-210, “Ergonomics Of Human-
System Interaction. Human-Centred Design For Interactive Systems” [? ] (formerly ISO 
13407:1999). 
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Levels of user involvement and Participatory Design 

The involvement of users can be at various levels, ranging from no involvement, to con-
sultations, to actively taking part in designing. The latter is referred to as Participatory 
Design. According to Ehn [13] as cited in Löwgren and Stolterman [40, p. 152]: “Parti-
cipatory Design is a process of mutual learning, where designers and users learn from and 
about each other”. At this level, the design is shared by the user and the designer, whereas 
at lower levels of involvement, the designer stays in charge of the process. 

In Participatory Design, as described in [65], the researcher and the users strive to be in-
volved at equal levels of influence. The role of the organisation is key to give the participants 
the resources needed to participate, for example, union involvement can facilitate monetary 
compensation for time spent in the design process for workers. 

Iterative design process 

Designing means planning for the construction of an object or system. According to Schön 
[59] as cited in Löwgren and Stolterman [40, p. 23], the design is a “conversation between 
the designer and the situation”. A surprising solution will lead the designer to reflect 
and build on the previous solutions toward a new and improved design. Schön calls this 
“reflection-in-action” and “reflection-on-action”. This progression is taken into account in 
an iterative design process. 

In Gould and Lewis [18], the iterative design process is called for as needed to incorpor-
ate the feedback gained after empirical measurement (i.e., user evaluation). The steps of 
iterative design can be listed as follows: 

1. Design 

2. Implement 

3. Evaluate empirically 

4. Integrate the evaluation and redesign 

5. Implement (go to step 2) 

When the outcome of an evaluation at step 3 is satisfactory, then the process can stop and 
deliver a “final prototype” that is indeed the finished product or application. Nielsen [50] 
advocates for the significant gain of going through more than one iteration loop in the final 
usability of the interface. 
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Evaluation

Implement -
Development 

phase

Design

Figure 1: The iterative design process 

This process should not be seen as only fine tuning or accessorial. Some designers mention 
the fact that you need to be able to “kill your darlings” in a design process, as in Brewer 
[9]. When engaging in an iterative process, it is beneficial to have room for a complete 
rethinking of the parts that are invalidated in the empirical evaluation. 

One possible way to represent this process that loops back on itself is to use a circle or a 
spiral. A circular representation is a good way to illustrate phases that are repeating, as 
we find in an iterative process. Using a spiral further demonstrates an evolution from the 
initial prototypes. Making the spiral go outwards leaves room to decide at each evaluation 
step if we should stop or continue the process. It is also a good way to signify that we don’t 
know in advance where we will end up, as an inward spiral would suggest with an obvious 
centre. Taking into account Gould and Lewis’s three steps of design, implementation and 
evaluation cited earlier, this results in the kind of schematic representation seen in Figure 1. 
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Design and accessibility 

The Design for All perspective takes into account the need for more accessibility while still 
aiming to be relevant for a broader population. The aim of design made with a Design 
for All perspective is not to be particularly usable for this or that specific group of users, 
but rather to be designed with all types of users in mind. According to Mace in Connell 
et al. [11], Universal Design (UD) is defined as: “The design of products and environments 
to be usable by all people, to the greatest extent possible, without the need for adaptation 
or specialised design”. Applying this perspective is often achieved through by applying the 
Universal Design principles. 

Universal Design proposes seven principles for greater inclusion in design [11]. This is 
particularly useful when considering accessibility for people with specific impairments, even 
if they are only induced by the situation. The principles are: 

1. Equitable use 

2. Flexibility in use 

3. Simple and intuitive 

4. Perceptible information 

5. Tolerance for error 

6. Low physical effort 

7. Size and space for approach and use 

Aside from such general principles that take into account possible impairments, the relev-
ance of user-centred and iterative design in the field of Rehabilitation Technology is clear. 
Designing for people with disabilities needs to include considerably more than just the 
impairment itself, but also the motives, wishes and needs of the users. Involving users in 
the research and design of technology intended for them is a key concept in rehabilitation 
engineering [28]. It is also meaningful to expose the users to new ideas and prototypes 
that may be crucial to evaluate the design, because: “You cannot know until you have 
tried” [27]. Section 2.2 on Cultural-Historical Activity Theory also considers a framework 
that takes the motives of the user into account. 

One assumption is that users have expertise about their own lives, abilities and wishes, while 
another assumption is that the researcher comes with knowledge about the possibilities of 
technology. The two need to meet and learn from each other in order to produce useful 
design and not just have a one-sided process. There are methods and theories supporting 
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these assumptions. One example is Participatory Design described according to Ehn [13] 
cited in Löwgren and Stolterman [40, p.152] as: “ . . . a process of mutual learning, where 
designers and users learn from and about each other”. 

The seven principles of Universal Design have been criticised and a new view presented 
eight goals of Universal Design in Steinfeld and Maisel [63, central pages]. Goals provide 
the possibility to see Universal Design as a process rather than a static set of rules. 

The goals presented are: 

1. Body Fit 

2. Comfort 

3. Awareness 

4. Understanding 

5. Wellness 

6. Social Integration 

7. Personalization 

8. Cultural Appropriateness 

2.2 Cultural-Historical Activity Theory (CHAT) 

The following presentation is mainly based on the book “Acting with Technology: Activity 
Theory and Interaction Design” [30], which presents the currents of CHAT, putting it in 
the perspective of Interaction Design. 

Even though CHAT originates from psychology and social sciences, its approach of taking 
the activity as the core element of analysis is meaningful for interaction design because it 
considers the mediation that the technology is enabling between a subject and what that 
person wants to do. The activity is defined in Kaptelinin and Nardi [30, p. 31], citing 
Leontiev as “the purposeful interaction of the subject with the world”. 

I will first present why I considered CHAT and then the contributions of several authors 
to it. 
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Finding the appropriate theory 

There are many ways to describe human activity. From a background in computer science, 
I needed to find the right tools to study not only the artefact – the computer program – 
but also the human involved in its use. 

Some theories, such as phenomenology, focus on the human. It is through introspection 
that one can discover what happens during the tool use. Other theories, such as Actor 
Network Theory, are more focused on the system. They take into account all actants on 
the same level. This is discussed in more depth in Kaptelinin and Nardi [30, chp. 9]. 

CHAT struck me as a good way to focus on the human – taking into account the motives 
that are specific to human beings – yet still not missing the bigger picture of the system. 
The part an interaction designer can act on is not the human, but the artefact. The goal is 
to make the artefact fit the human needs. So both the human focus and the artefact focus 
were needed. I found these multiple foci in CHAT and because of this, chose to use it in 
my work. 

Lastly, this theory fits the next step of the theories described in the book “The Design of 
Everyday Life” by Shove et al. [61]. Initially this book poses the problem that having a 
product (even the best designed product in the world) and doing (i.e., using the product) 
are not the same thing. This problem was present in earlier examples of rehabilitation 
technologies I had encountered. Shove et al. present three evolution steps of the design 
focus. 

1. The first step is a design that is centred on the product. How can the designers 
improve the products they make by changing the product’s aspect, affordances, etc.? 

2. The second step is User-Centred Design, described in section 2.1. 

3. The third step is called “Practice-Oriented Design”. This means continuing to take 
into account the relevant information around a product’s use to shape it in a better 
way. 

I found that CHAT, which encompasses the entire practice in the notion of “activity”, 
provided a good theoretical framework to this approach. 

Lev Vygotsky – the origins 

Usually, Activity Theory is complemented by the words “Cultural” and “Historical”’ to 
form the CHAT acronym. According to CHAT, human action is mediated by tools that 
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are cultural (such as a two-dimensional multiplication table) or physical (such as additional 
support wheels on a child’s bike). Vygotsky formulated the idea that one learns by intern-
alizing these two kinds of tools, that mediated one’s actions. He described the zone of 
proximal development (ZPD) as what a child can achieve with the help of an adult but not 
independently. This is elaborated in Kaptelinin and Nardi [30, pp. 41–50]. 

Aleksei N. Leontiev – the hierarchical activity 

Leontiev worked with Vygotsky. He added the focus on the concept of hierarchical levels 
in activities. 

activity

actions

operations

motive

goals

conditions

Figure 2: The hierarchical structure of activity [30, p. 64] 

At the highest and most general level is the activity. The activity is then decomposed into 
diverse actions, themselves decomposed into operations. A motive drives the activity, while 
goals are behind actions. The operations used to complete the actions respond to specific 
conditions. 

The subject is not always directly aware of their motive while the goals are conscious. For 
example, a young person may be taking driving lessons. The goal is to get the license, while 
the motive might be to gain more independence by being able to drive alone. The activity 
here is to learn how to drive independently, while the actions that compose the activity 
would be the lessons and taking the test. 

The difference between operations and actions is the automaticity. Operations are routine 
processes of which the subject is often unconscious. For an experienced driver, the action 
to go from A to B in a car is decomposed into routine operations like changing lanes. The 
same driving can be interpreted differently for the young learning driver, where changing 
lanes is not yet a routine, and is thus an action. 

These levels were summarised in a schematic view by Kaptelinin and Nardi, see Figure 2. 
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Yrjö Engeström – society in a pyramid 

The triangle or pyramid proposed by Engeström (Figure 3) is useful to explain a complex 
activity system, particularly when it relies a lot on the collective dimension. 

tools

subject

rules community

object

division of labor

outcome

Figure 3: Engeström’s activity system model[30, p. 100] 

The inner triangle considers three poles: the subject, the object, and the community. The 
three end points of the triangle are the three mediating elements: the tools (between sub-
ject and object), the rules (between subject and community), and the division of labour 
(between community and object). 

Newer perspectives Engeström later co-edited “Perspectives on Activity Theory” [4] which 
presents a plethora of perspectives where CHAT has been used in a more recent context, 
giving possible interpretations of how society fits into the activities of individuals. The 
perspectives presented range from core theoretical to more specific topics like “therapy and 
addiction”. For this thesis, the two most relevant topics are learning and technology. They 
are presented separately in two sections, and the most relevant parts shed light on both 
subjects. These perspectives helped to inform and interpret the situations encountered, 
particularly the aspects of community, rules and division of labour. An example was the 
organisation of the school system and how it impacts a project conducted within it. 
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Kaptelinin and Nardi – CHAT and human-computer interaction (HCI) 

Kaptelinin [29] describes how it is possible to extend the model of human-computer inter-
action into a wider context encompassing the questions CHAT introduces. In this view, 
HCI is a subset of computer mediated activity; the two are not opposed. The questions 
CHAT introduces are presented in [29] and were later developed into a usable tool with 
the Activity Checklist by Kaptelinin, Nardi, and Macaulay [32]. 

Per-Olof Hedvall – human mediation in a diamond 

Another model of activity systems was proposed in “The Activity Diamond” [21]. This view 
takes the core of Engeström’s pyramid and has been applied to situations where the subject 
needs an assistive device or a personal assistant to realise the activity. 

Figure 4: Hedvall’s Activity Diamond [21] 

The Diamond view proposes four quadrants. The subject to the left is trying to accomplish 
an action in order to produce a desired outcome to the right. One example is a visually 
impaired person who wants to navigate in the city. Another example is a student writing a 
thesis. To accomplish the action, the subject uses the mediation of tools and the artefactual 
and natural environment (upper quadrant). For a visually impaired user, it can be a white 
cane. In the thesis writing process, it can be the articles as references and the computer 
for writing. The subject can also take advantage of the mediation of other human beings 
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(lower quadrant): a personal assistant in the first example, or a supervisor in the thesis 
writing example. 

Contrasting the approaches 

Throughout the chronological evolution of CHAT, diverse concepts have been used and 
reused in several methods and representations. All of them are centred on the key concept 
of mediation – specifically mediation between a subject and their object (goal, purpose). 
The subject interacts with the world towards an object. 

The concept of tools, both cultural and physical was also present from the origin; but 
depending on the author, the focus on a specific type of tool was different. For Vygotsky, it 
was important to name both cultural and physical tools, tightly coupled with the concepts 
of internalization and externalization during learning. For Engeström and users of the 
triangle model, the community organisation as a tool was specifically investigated, giving 
rise to the subcategories of rules, division of labour and tools. For Hedvall and users of 
the diamond model, the human as a mediating tool between the subject and their object 
is added as a focus alongside others, while in HCI, the tool is supposed to be mainly a 
technological artefact. 

This thesis focuses on the technological artefact tool. However, by considering the other 
models, it becomes impossible to forget other tools that impact the technological medi-
ation. A technological artefact in use cannot be studied in isolation, nor from its users or 
from the changing world around them. 

2.3 Technology in Society 

When trying to evaluate the technology in use by people with disabilities, there is, of course, 
interactions with the surrounding society, its rules and organizing laws and norms. Some 
theoretical elements about those aspects were taken into account. 

Goffman [17] describes the importance of presentation and how anyone with a stigma is 
impacted by it: For the discredited, when the stigma is overt, there is a need for tension 
management. For the discreditable, when the stigma is only possible, there is a need for 
information control instead. 

In contrast, Universal Design aims to remove barriers that trigger the attributes of stigma. 
More recent advocates of UD even push to design for social participation [62]. Here, the 
concept of situational disability where the disability depends on the situation around the 
person performing an activity, is very relevant. Materials, like context cards [1], illustrate 
the concept. 
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Lessig [38]’s “Code 2.0” argues that programming is part of what shapes the environment 
and the possibilities of the people in it, not unlike the arguments of Latour ([36, 37, chapter 
6]). Lessig identifies 4 constraints on an individual: the market, the law, the norms, and 
the architecture. They enable or hinder, but at different points in time in relation to the 
action. In the example of a robbery, the law intervenes after the fact, by punishing the 
individual with a fine or prison, while architecture would prevent the robbery before the fact 
by putting locks on the doors. Embedded code acts more as architecture, and this applies to 
many accessibility features or obstacles. The law states that buildings and programs should 
be accessible, but if the architecture is not, the situation experienced will not be accessible. 
This can result in costly (market) consequences either through fines (law) or public backlash 
(norms). 
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3 Projects 

This thesis is based on the research conducted in two projects: HaptiMap and HIPP. 

It is also a product of my work as a member of the “Certec” research group in rehabilita-
tion engineering. The main project of which this thesis is a product is my own time as a 
PhD student, and the transformation of how I relate to knowledge from a given to a more 
complex matter in constant production. 

3.1 HaptiMap 

HaptiMap was a European research project on making the use of maps more usable on 
mobile devices by using non-visual senses. It resulted in a number of studies, recommend-
ations and code where touch and hearing (alongside sight) interactions, combined with 
map data and the use of a mobile device were prominent. The project had two focuses: one 
on shaping the data coming from maps in a way that provided all the needed information 
– and not just information for car guiding or visual display needs. The second focus was on 
the users’ interaction with the map information through the mobile device. I participated 
in the studies in the second part. The studies included both people with and without visual 
impairments, and showed examples of how situational visual impairment can occur when 
outdoors. 

In this project, I participated in meetings and was part of the European team of researchers 
also engaged in the project. The project encompassed more than our own technology and 
the evaluation studies of these multiple technologies were coordinated. One of my more 
specific contributions was my participation in elaborating common guidelines for these 
use-studies important aspects. For example the guidelines included what to take note of 
during observations or what questions to ask in the interviews. I used the Activity Checklist 
to inform the choice of those guidelines. I helped on site in the execution of several studies 
and led one. I analysed and was a co-author of several papers from those studies. 

3.2 HIPP 

HIPP stands for “haptic in pedagogical practice”. This project was conducted with several 
students with visual impairment in several schools in Sweden. Each student, with the 
support of their teachers, was offered the possibility to draw with a haptic device and a 
drawing program that evolved and was re-coded during the project. The meetings helped 
to give feedback in both directions, from the schools to the researchers and vice-versa. 
The goals were to enable students to create images on their own through the computer’s 
mediation, but also to facilitate the creation of image material for the pedagogical team 
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around the student. Cooperation with other students, creation of example material, as well 
as making the program open source were also goals of the project. One product of the 
project can be found in the document “Jag kan rita!” (“I can draw!”) by Fahlström and 
Björk [15]. 

In this project, I participated in meetings alongside the national team of researchers, ped-
agogues, technicians, assistants, etc. I participated in coding the new version of the drawing 
program, alongside other programmers, and I took over the responsibility for the code in 
the later stages of the project. I carried out site visits to observe and conduct interviews with 
users of the program including children and their human and artefactual environments. I 
used the Activity Checklist to inform the observations and the interviews, as well as the 
analysis. I contributed to papers and other media about the project, including a website 
and a popular science radio interview. 

The HIPP project ran between 2009 and 2012 and the program was used in schools and 
reprogrammed. The HIPP project follows up on work in the EU funded MICOLE project, 
but was funded nationally in Sweden by Arvsfonden. 

16 



4 State of the art 

In this section I present a state of the art on different activities and technologies relevant to 
my research work. This thesis developed directly on some previous research included here. 
Related work that can help understand the choices in this thesis’ research is also included. 

4.1 Available assistive technology for people with visual impairment 

I explored the state of the art on the traditional aids that are available to people with 
visual impairment outside of the technologies explored in this thesis. Be it commercially or 
through a healthcare or state supported process, people with visual impairment already use 
several aids and devices to make their lives easier. Here, I mention those that were relevant 
to this thesis. 

In the classroom 

Several devices are available in classrooms for students and teachers. Different raised-lines 
options are available for drawing. The “German paper” consists of a piece of paper placed 
inside of a special plastic pouch. The user then draws by pushing hard with the pen while 
drawing, and that creates a relief on the pouch. It is also possible to use thread or thin lines 
of clay that one then pastes onto paper. A third option is what is called “Quickdraw paper” 
that raises the areas where the user draws with felt pens, by absorbing the ink as a sponge. 
This last option was not available in the schools visited and thus not tested. 

Outside of drawing, devices like the flexiboard (combining tactile and audio cues), the 
braille “Perkins” machine, braille manuals and raised-lines study material, as well as the 
usual computer with a screen reader were available. All of these technological devices are 
being used in coordination with the help of a human assistant who is dedicated to the stu-
dent with visual impairment and provides sight-interpretation among other help methods. 

Navigating outdoors 

Regarding mobile use, traditional aids for mobility used by visually impaired pedestrian are 
the guide dog and the white cane. The white cane device is used for both perceiving a greater 
range of the surroundings than the arm can reach, and to signal the visual impairment to 
others. These aids are complemented by mobility training – the use of auditive and tactile 
clues from the environment in navigation. 
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Research has been conducted on some more technological devices, resulting in the pro-
duction of useful commercial devices and prototypes. For example, the white cane has 
been enhanced with ultrasound obstacle detection to let users discover obstacles at various 
heights. The “UltraCane” [24] consists of ultrasound distance detection integrated into 
a cane. This enhancement makes the white cane a little heavier for the user. Another 
example of a close-range detection application is the “Zebralocalizer” [5], which detects 
zebra crossings through a camera. However, in the research presented in this thesis, we are 
not working with close-range obstacle detection. The assistance provided by the devices 
described is at the level of giving more general directions and distances, relying on the ac-
curacy of a satellite-based positioning system, such as the Global Positioning System (GPS). 
This precision is often in meters, not in the range of close obstacle detection. 

4.2 Stationary Audio-Haptics 

In this thesis research, the modalities explored outside of audio include both haptic and tact-
ile feedback. It is useful to consider the available hardware options in term of multimodal 
feedback related to touch. As a non-extensive list, we can name peltier plates, wind devices 
or surface haptics based on vibration. The senses associated with touch can include pain, 
temperature, pressure, and proprioception. The main stationary device used was devised 
to give feedback using proprioception through a force-feedback device. The one used in 
the thesis’ studies was of the type “Sensable phantom” (now called “Geomagic Touch”, by 
the company “3D Systems”), programmed through the H3DAPI library. Other examples 
of similar force-feedback devices that use proprioception are the “Omega.3” device by the 
company “Force Dimension” and the “Desktop 3D” device by the company “Haption”. 

Multimodal drawing 

The HIPP project was explicitly building on the prior European projects, MICOLE and 
ENABLED. More specifically, a drawing program was created within these projects, called 
AHEAD [55]. AHEAD was rewritten with different libraries from the ground up in the 
HIPP project. The base functions were similar, though, between the AHEAD and HIPP 
programs. For more about this prior work see Rassmus-Gröhn’s PhD thesis [53], and Li-
centiate thesis [52]. 

A useful reference to keep in mind when working on drawings created by blind people is 
the work of Kennedy [33]. He presents a number of drawings and shows that people with 
visual disabilities can have interest and capacity for drawings. 
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Collaboration In Tanhua-Piiroinen et al. [67], collaboration was explored with the use of 
the same type of hardware as the one used in the HIPP project. However, in their work ([48] 
and [47]), collaboration is explored between pupils, while in this thesis, the collaboration 
mostly happened between a pupil and a teacher. 

4.3 Mobile Audio-Haptics 

Augmented Environments. Many cases of augmented reality are based on screen inter-
action, but that might not be the most insightful way to interact [51]. This review focuses 
on audio and haptic solutions that either let the sighted user use vision to attend to the real 
environment, or that are more accessible to visually impaired users. 

The “Audio GPS” [23] was an early attempt to use sound as guidance. More targeted to 
visually impaired users, the “Swan” project [71] provides auditory feedback about context 
and routes. 3D audio and music are used in the “ONTRACK” system [26] for user guid-
ance, while the “Soundcrumbs” [41] varies the volume of chosen audio tracks according to 
the user’s phone bearing. “Audio Bubbles” [46] provides auditory feedback about nearby 
landmarks. 

The use of vibration has also been explored to convey information. Information on nearby 
points of interest is provided through vibration feedback in “Sweep-Shake” [56]. This design 
was then evolved to support users’ navigation in “I Did It My Way” [57]. Directional 
information can also be given through a vibrating belt as explored in “The Tactile Way-
finder” [22]. 

The navigation can also be more explorative with less guidance. Soundscapes have been 
created for this purpose, as for example the “Urban Sound Garden” [68] and the “Tactical 
Sound Garden” [60]. 

In the “Backseat Playgrounds” [6], the location and orientation associated with the par-
ticipant influence the content of a game. The location is associated with where the car 
is located. The direction is given by a device with an integrated compass with which the 
player can point with, described in-game as a “directional microphone”. The story told in 
speech is enhanced by sounds that are chosen to match the objects that the players can see 
from the backseat of the car during the journey, according to the direction in which they 
decide to point their device. 

GPS-based mobility. In the domain of GPS based mobility aids, some previous work can 
be cited. 

In Gaunet and Briffault [16], a user- and activity-centered approach was used to inform the 
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rules of a speech-based navigation aid destined for blind participants. The rules were tested 
through a Wizard of Oz technique, without being implemented in hardware. The detailed 
audio descriptions were recognised to be useful, and in many cases, sufficient to fully guide 
a visually impaired pedestrian in an unknown environment. 

In Loomis et al. [39], the display of the route instructions with speech is compared to 
an egocentric display giving directions (angle/bearing) and distance information in several 
ways (speech, audio tones eventually spatialised). The GPS provides the location, but a 
compass is needed to know the direction in which the person is pointing. In Loomis et al., 
the compass can be located on the head, on the torso or in the hand (used as a pointer). If the 
person is heading or pointing in the right direction, the feedback is a confirmation. On the 
contrary, when the user is heading in a wrong direction, the signal is either different, absent, 
or gives instructions to turn. In this thesis, the tests were carried out using the compass as a 
pointer in hand, letting the users scan their surroundings for the right direction, and getting 
feedback related to the direction and distance to the next point in various modalities. 

In Magnusson et al. [44], the “NIVINAVI” game is successfully used in visually impaired 
children mobility training. The child holds the mobile phone in hand. The phone tracks 
both the GPS position and the orientation and gives feedback according to the direction 
to the goal. The child is supposed to catch animals along a trail and uses the phone as a 
scanner to find them. The “NIVINAVI” game derives its interaction method from the one 
described in this thesis. 

Other devices have been released commercially. Several GPS based systems [45] give route 
instructions and information in speech or braille. The “Trekker” or “Victor Reader Trek” 
from “Humanware” [64] is one example of speech interaction while the “Sense Nav” is 
integrated in a braille note-taker. It is adapted for visually impaired users both in its interface 
and in the instructions. 

Several projects [70] are based on “OpenStreetMap” [19] data. The projects grow and end 
with the engagement of people in them, but the data can be reused through its open source 
nature. 

4.4 Applications of Cultural-Historical Activity Theory (CHAT) 

The CHAT framework has been applied in the domain of human-computer interaction 
mainly through two productive areas. One of them is Computer Supported Cooperat-
ive Work (CSCW) [30, p. 85] where the “computer” or technological device is thought 
of as mediating a collaboration. The focus is then more on the interaction between the 
subject and the lower level on Engeström’s pyramid – the community. The role of the 
computer/artefactual environment is thought of as supporting this collective dimension. 
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The other productive area where CHAT has been applied is learning [30, p. 89]. The 
historical aspect and, for example, Vygotsky’s zone of proximal development (ZPD) were 
already paving the way for this domain of application. 

Activity Checklist In Kaptelinin et al. [32] a tool is proposed for applying CHAT to 
human computer interaction (HCI) at various steps. The Activity Checklist is composed of 
lists of relevant elements to pay attention to. In the preamble of the article, four perspectives 
are presented: 

• The means/ends perspective based on the hierarchical structure of the activity, 

• The environment perspective based on the object-orientedness of the activity, 

• The learning/cognition/articulation perspective based on the concepts of externaliz-
ation and internalization, 

• The development perspective. 

These perspectives are used as the column headers in two tables, one table for evaluation 
and another one for design. Detailed aspects of each perspective are explored and sample 
questions (or elements) in these four categories are proposed. The checklists are intended 
to be used by the designer or evaluator not as a list of mandatory points, but more as a read-
through in which one can choose the most relevant aspects in his or her specific activity. 

Huang and Gartner In “Using Activity Theory to Identify Relevant Context Paramet-
ers” [25], two aspects of CHAT are highlighted. These were chosen in order to propose a 
method to shed light on context elements that help pedestrian navigation. 

The first aspect is the hierarchical decomposition of activity into actions. This decompos-
ition enables one to use the actions as units to identify context parameters. One example 
can be given for the action “moving from origin to destination”: Here the object is to keep 
on the right track. The proposed relevant context parameters such as user orientation and 
velocity are transcribed into possible changes in the display of the map, such as map orient-
ation and zooming level, respectively. The examples used seem to refer mostly to visually 
displayed maps. 

The second highlighted aspect was an extension of the theory, called the “extended Activity 
Theory’s framework”, so that the environment is also taken into account. Indeed, when 
identifying elements of the context that are meaningful to the activity, the global environ-
ment does not find its place in the current “cases” offered by various depictions of activity. 
Huang and Gartner [25] propose enclosing Engeström’s pyramid into a box that they call 
the “physical environment” or “environmental context”. 
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5 Methods 

The methods I used were, of course, influenced by the practical factors in the projects I 
worked in. Here, I report on the methods chronologically, while mentioning their advant-
ages and drawbacks. 

5.1 Technology in the field 

All of the work of my thesis involved embedding the technological prototype in a field 
setting. During the HaptiMap project, these field trials were often short (less than one 
hour) and outdoors. During the HIPP project, the technology stayed in the field for longer 
periods (whole school years) and the observations lasted from several hours to whole days 
in the classroom. 

I reviewed a number of methods for mobile field trials in [43]. 

5.2 Use of the Activity Checklist 

The Activity Checklist [32] was a tool I used throughout the thesis. It is built on 4 perspect-
ives of CHAT, adapted for use with the evaluation and design of technology, respectively. 
Its main role is to push questions in the evaluator’s or designer’s mind. The questions are 
general and need to be adapted to the specific situation. This adaptation is a prerequisite 
if the evaluator in the field is not very aware of how the perspectives should be understood 
and how they are meant in relation to CHAT. In my case, I mainly used the evaluation 
version of the checklist. 

In the first instance, I needed to include the questions that the Activity Checklist ap-
proached into a standardised questionnaire list to be given to field evaluators in a European 
project. The first task was to understand how the checklist would be interpreted in the 
situation we were working on, and then to list standard ways to collect data so that we 
could answer those questions later. 

The method used was to categorise each entry from the evaluation version of the Activity 
Checklist into 5 different groupings (see Fig. 5). The five groupings are spread accross all 
four perspectives. I detail the 5 groupings in the following sub-sections. The point was 
to group together the kind of data that could be gathered on site so that the standardised 
process could capture as much data as possible in faster and simpler ways, even for a number 
of field evaluators not familiar with CHAT. Some items were relevant for more than one of 
the groupings; it is indeed possible to gather information in several ways for one and the 
same item. 
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Figure 5: A representation of the 5 groupings on the evaluation checklist, derived from [32] 

It was impossible in some of the evaluations to cover one or several perspectives of the 
Checklist. For example, it is difficult to cover the development perspective when the eval-
uation consists of a 20 minute field trial. The different projects in which the Checklist 
was used throughout the thesis enabled me to explore the perspectives that had not been 
covered in other evaluations. For example, the video material gathered over a period of one 
or two school years gave more insight into the items related to the development perspective. 
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Grouping 1: From scenarios to operations-actions/goals-conditions 

I first isolated all the items that related to the diverse levels of activity (see Figure 2). The 
questions and items pertaining to the transitions between operations and conditions were 
easy to identify. The ones pertaining to higher levels (actions and activity), less so. 

By using the items from grouping 1, scenarios (see figure 6), it was possible to try to link 
what was observed (low level) with the scenarios (high level) and verify those links by spe-
cifically adding interview questions. For example, we were reminded to ask in the interview 
why the person acted the way they did in order to check if our interpretation of the higher 
level motive and goal fitted with the participant’s. 

Grouping 2: Comparison with no-tech solution 

In grouping 2, comparisons (see Figure 7), I tried to identify all the items that referred to a 
comparison between the same activity done with or without the target (evaluated) techno-
logy. Sometimes the focus was instead on how the activity changed with the introduction 
of the target technology. 

These items contributed to possible interview questions or variations on the evaluation 
setup: If the subjects were exposed to similar situations with and without the target tech-
nology, they were asked to compare them. Several items are relevant, and this is also a 
good way to understand more about the specific influence of the technology in the spe-
cified activity. 

Grouping 3: Could be used in a field evaluation practical checklist 

Grouping 3, field evaluation (see Figure 8), was decided very much by practice. We already 
had a list of what the field evaluators needed to mark down. One of the ways to get more 
information from each evaluation easily was to just mark down a few more relevant pieces 
of information at each trial. I thus extracted from the list what could be used in our trials 
in the form of short markings, so that the interpretation could be arrived at accurately later. 

Some items from the Checklist were already present in what the evaluators would take 
note of: For example, the length in time the trial took and demographics of the person 
evaluating the technology. By paying attention to the items in this grouping, new short 
markings were taken in addition e.g. about the weather. 
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Figure 6: Grouping 1, scenarios, derived from [32] 
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Figure 7: Grouping 2, comparison, derived from [32] 
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Figure 8: Grouping 3, field evaluation, derived from [32] 
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Figure 9: Grouping 4, collaboration, derived from [32] 
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Grouping 4: Collaboration/common things 

Practically in our evaluations, it was sometimes possible to have several people collaborat-
ing, but most of the time the evaluations took place with only one person using the target 
technology. In grouping 4, collaboration (Figure 9), I thus had to separate the questions 
that included explicit items about collaboration, since they were relevant only in the case 
of multiple users or human collaboration. These could then be used only when they were 
relevant. 

Grouping 5: Conflicts 

I added the last grouping 5, conflicts (Figure 10) in retrospect after being exposed to the 
Activity Diamond [21]. When taking that perspective, it is agreed that the lines between 
the blocks reveal more information than the blocks themselves, in particular when there is 
tension or conflict between the diverse points of the diamond. 

In a field evaluation, it is also easy to identify when something is a conflict or problematic. 
Oftentimes we try to solve conflicts or regard them as negative, but they often bring us 
valuable information. Specifically adding a grouping to note them down can contribute 
unexpectedly to the findings. 

5.3 Field trials 

The technology was used in the field in both projects. In the HaptiMap project, the field was 
a city environment, festival grounds, archeological site or nature trails. In the HIPP project, 
the location of the “field” was the classroom. While the location was more varied and less 
contained in HaptiMap than in HIPP, the trials were themselves more controlled in the 
more open environment, mainly because of the time parameter. In HaptiMap, we repeated 
a specific task with many different participants, and the task was thus more controlled, while 
in HIPP, the task of drawing was adapted every week and evolved with different contents 
and different skill levels over time. 

Although varying in level of control and practicalities, the trials were always recorded to 
the best of the possibilities offered by the environment. Video and audio recordings were 
used, sometimes limited to still pictures or limited by lost data. When possible, shadowing 
was employed, either by following the participants outdoors or by listening to a session in 
the classroom. The risks were assessed as well as the possibilities the technology could bring 
into the existing situation. 

More details can be found in the papers, but the main take away is that the technology in 
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Figure 10: Grouping 5, conflicts, derived from [32] 
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each case was put into the hands of users and notes were taken in diverse ways to understand 
what happened when technology in use was situated in an environment as similar as possible 
to the envisioned real use. This was planned as part of the insights gained from the Activity 
Checklist, for example, in order to take in information from the environment column. 
Other parameters of the trials were also chosen according to the Activity Checklist (see 
section 5.2 for more information). 

5.4 Interviews 

When the technology had been used, the participants were interviewed. Either separately 
or in focus groups, the participants were asked about their experience with the technology 
during the time they tried it. The interview was either linked to a specific trial – in the case 
of more controlled and self-contained short field trials – or more general when the use had 
happened over a longer period. 

In all cases, the interview questions were informed by the Activity Checklist. This let the 
conversation go into broader subjects than only the use of technology. For example, the 
interviews could lead to discussions about related activities and how the technology can fit 
into a larger system. The interviews could touch on topics that included the technology 
and the user, of course, but also the surrounding people and environment and what the 
users were trying to achieve. 

One take away from the interviews used as a method is that both time and place influence 
the kind of questions used and answers received. An interview on site shortly after intensive 
use resulted in topics that were different than those in a more general interview at a desk 
after several months of use. 

5.5 Observation 

Direct observation 

Direct observation or shadowing was used in the shorter field trials of HaptiMap and during 
the on-site study in HIPP. These observations offered insights into how the user interac-
ted with the artefacts, environment, and people around them regardless of the recording 
limitations or user’s level of consciousness (Leontiev’s hierarchy). Direct observation en-
abled me to see breakdowns in how the technology mediated the activity at the operation 
level, when the user might not be aware of all the steps taken to interact with the world 
through the technology. It was also easier with direct observation to see from several angles, 
which was useful with the technologies in this thesis – the gestural and audio interactions 
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combined with how they impact the surrounding world sometimes happened at several 
locations around the user all at once. 

Video recordings 

The video recordings were mostly used by the pedagogues in the HIPP project. Some 
frequent pictures recordings were also taken during field trials in HaptiMap. In the case 
of the pedagogues’ video recording, I was then given access to the material a posteriori and 
could gain more insight into how the technology mediated the user’s activity at different 
chronological stages of the year-long use. A number of sessions were analysed in In-Vivo 
with the grid of the Activity Checklist, but unfortunately a hard drive failure stopped that 
process. This method gave pedagogues insight into the learning process, and I drew on 
that information later. I also was able to watch some of the video recordings alongside 
the pedagogues and reflect with them on how the user-technology interaction happened, 
as well as explanations about what kind of activities were going on. Video recordings as 
support to interviews or focus groups proved useful to gather information at the activity 
level of Leontiev’s hierarchy. 

Audio only recordings 

Audio only recordings were used primarily for interviews but also for field trials. The inter-
view recordings were then transcribed, which sometimes gave insight that may have been 
lost in note taking and the heat of the discussion in real time. 

5.6 Long-term iterative coding 

The observations were carried out very differently in the two projects. A main difference was 
the time under which the technology was in use and the related observation possibilities. 
To be able to understand these differences, I would like to describe a bit more the method 
used, where observations were intertwined with long-term iterative coding. This is most 
relevant in the HIPP project, where the users were the same all along. In the HaptiMap 
project, the coder researchers were practising iterative rounds of coding, but the users could 
view the testing and observation moments as isolated sessions, since they may not have used 
earlier versions of the technology. 
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Putting out there 

The first step, and maybe the most difficult to organise, is to get the technology “out there” 
in the hands of the users. An evaluation of risks, possibilities and expectations needs to be 
done, not only for the ethical considerations of intervening in people’s lives from a research 
study perspective, but also to make the shared use, observation, and development fruitful. 

It is possible to just leave a technical device and program on-site, and never see it be used 
because the user’s evaluation of risk versus possibilities was unfavourable – for example if 
the user is afraid of mishaps or does not see what the use can bring them, it is likely that the 
technology will sit in a corner without being used. It is also natural that both the risks and 
possibilities of using the technology are knowledge that the user does not have at the start, 
while the coder-researcher, who developed the technological device sits on knowledge at 
the start. Over time, this balance will shift, because prolonged use gives a type of expertise. 

Introducing the device and program is therefore a critical moment. It can be seen as the 
coder-researcher sharing the knowledge they have and thus levelling some of the inequality 
with the user. It needs to be conducted properly to enable any useful observation later. It is 
also important to understand that non-use is a key feedback on its own. Observation might 
not be enough to understand non-use though, and interviews are a good complement as a 
method of researching the use. 

Meetings and list of priorities 

After the users have tried the technology, a meeting with the coder/researchers can channel 
useful feedback. These meetings can either be proper interviews or focus groups, or more 
informal project meetings like in the HIPP project. One key element of these project 
meetings was the creation of a priority list. 

The information gathered in project meetings was more practical but richer and concerned 
the technology and its use. This type of feedback fits well alongside hearing about the bugs 
(technical problems) encountered and gives insight about the use. What is reported is not 
the same as “the programming bugs”. Because it is urgent, meaningful and needs-based 
for the users involved (or the pedagogues) it is obviously related to the activity – and to 
the technology, since the coder-researchers also have a role as the “fixers”. It makes the 
information gathered in these project meetings very valuable. 

The huge task of making and agreeing on a priority list also contributes information on the 
user’s goals and wishes for their use of the technology. The priority list indicates what mat-
ters most; it hints at motives and keeps the technology in the role of enabling or supporting 
such motives. 
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Coding, implementing 

The last step before returning to the first (“putting out there”) with a newer version is to 
implement it. In this stage, I (the coder) has to handle the pressures from the users’ needs, 
which may conflict with the pressures about what to include to better evaluate or test and 
get feedback from my role as a researcher. The priority list agreed on in the previous step 
was a great tool to orient the coding in the direction agreed upon. 
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6 Summary of the five papers 

This chapter presents a selection of the papers I contributed to. A brief summary and 
description of my contribution is provided for each paper. 

Co-authors are abbreviated as follows: Karolina Björk (KB), Ingegerd Fahlström (IF), Per-
Olof Hedvall (POH), Karin Jönsson (KJ), Charlotte Magnusson (CM), Kirsten Rassmus-
Gröhn (KRG), Delphine Szymczak (DS). 

6.1 Paper I: A Real-world Study of an Audio-tactile Tourist Guide 

Authors: DS, KRG, CM, POH. 

Context: Paper I reports the research conducted in the HaptiMap project. It was presen-
ted at the Mobile HCI 2012 Conference in San Francisco, U.S.A. 

Description: Paper I reports on user tests of the Lund Time Machine tourist guide and 
how CHAT was applied during the evaluation. Users were not experts in GPS use, but 
were sighted. The tests were conducted in a city environment and on an archaeological dig 
site. The tests were part of an iterative process where the evaluation of an early prototype 
feeds back into later development. 

The evaluation, using CHAT, showed that it was possible for the users to keep their focus 
on the environment and not on the GPS device exclusively. The vibration feedback was 
useful for both direction and distance. 

Contributions: I participated in discussions about the design of the Lund Time Machine. 
I was heavily involved in preparing the questionnaires used in the field studies and in the 
choice of observation methods; both determined what kind of information would later be 
available for analysis. I assisted during the field trials and participated in the analysis. All 
four authors participated in the project and the writing of the paper, but I had the main 
responsibility. I presented the paper at the Mobile HCI 2012 Conference. 

6.2 Paper II: Guiding Tourists through Haptic Interaction: Vibration Feedback 
in the Lund Time Machine 

Authors: DS, CM, KRG 
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Context: Paper II reports on the research conducted in the HaptiMap project. It was 
presented at the EuroHaptics 2012 Conference in Tampere, Finland as a poster, and pub-
lished as part of its proceedings. 

Description: Paper II describes different vibration codes used to convey distance in the 
use of the Lund Time Machine. Paper II describes a pre-study and how the vibration coding 
of distance was received in the following field trials. 

The vibration is produced when the user points the device towards the goal within an angle 
of 60 degrees, as advocated in a previous study [42]. For the distance coding, varying the 
length of the bursts and their period were both tested. The distance was given in the final 
evaluation by making the bursts of vibration more frequent when approaching the goal. 

Contributions: I participated in the field trials of the Lund Time Machine. CM did the 
distance coding study and wrote about it. I had the main responsibility for writing Paper II, 
but all three authors were involved in the project and the writing of the paper. I presented 
the paper as a poster during the EuroHaptics Conference. 

6.3 Paper III: Exploring History: A Mobile Inclusive Virtual Tourist Guide 

Authors: CM, KRG, DS 

Context: Paper III reports on the research conducted in the HaptiMap project. It was 
presented at the Nordi’CHI 2014 Conference in Helsinki, Finland. 

Description: Paper III reports on field tests of an updated version of the prototype evalu-
ated in the Paper I study. This evaluation involved 9 users with visual disabilities conducting 
more explorative tasks than in the Paper I study, but still within a city context. 

The prototype evaluated made parts of the visual interface more explicitly usable by touch 
and vibration, in addition to the hand-and-arm gesture and audio and vibration feedback 
interaction. This made the tourist guide fully usable without vision, and the choice of test 
users reflected that possibility. Three prominent words were yielded in the overall word 
rating: fun, stimulating and usable. 

Contributions: I participated in most of the field trials by shadowing the users in the 
city. CM and KRG conducted the interview and I was present during most of them. I 
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contributed to the questions alongside the other authors. All three authors participated in 
the project and the writing of Paper III, but CM had the main responsibility. 

6.4 Paper IV: Non-visual Drawing with the HIPP Application 

Authors: KRG, DS, CM, KB, IF, KJ. 

Context: Paper IV reports on the research conducted in the “HIPP” Haptik I Pedagogisk 
Praktik project. It was presented at the 28th Annual International Technology and Persons 
with Disabilities Conference in San Diego, U.S.A., in 2013, and published in Volume 1 
of the “Journal on Technology & Persons with Disabilities” from the CSUN Center on 
Disabilities in 2014. 

Description: A drawing program called “HIPP” was developed and installed in several 
schools in Sweden. The program had a multimodal interface, including the use of a haptic 
pen, a screen and audio. The users were children with visual impairments and their teachers 
and assistants. Paper IV describes the results of the project and how the drawing program 
works. 

The importance of student’s age and pedagogical approach are highlighted as parameters 
that influence the success of HIPP usage. An earlier introduction and more playful or 
engaging approaches were linked to more successful use in the schools. 

Contributions: I was heavily involved in the coding of the HIPP program and particip-
ated in the project meetings. KRG was the project leader and mainly responsible for writing 
Paper IV. KRG, CM and I were the research team, while KB and IF were the pedagogues 
and KJ a technical expert. All the authors were involved in the project and the writing and 
reviewing of Paper IV. 

6.5 Paper V: Dynamic Multimodal Drawing in School – Exploring Technology 
Support of Drawing Skills Development in Children with Visual Impair-
ments 

Authors: DS, KRG, POH, CM. 

Context: Paper V reports on a field study conducted in the “Haptik I Pedagogisk Praktik” 
project. It was published in 2019 in “Technology and Disability”, vol. 31, no. 3, pp. 83-99 -
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IOS Press. 

Description: After the long-term (1&2 years) use of the “HIPP” drawing program in 
a school, a field study was conducted to assess how the drawing program had succeeded 
or failed to mediate various activities at the school. Paper V reports on interviews and 
observations conducted during a one week, on-site visit (the field study). CHAT was used 
throughout the study, from the preparation of the interview questions to the final analysis. 

In this study, the use of HIPP was investigated in more detail. The activities involving 
use of the system were tentatively identified. These activities were matched to the tech-
nological features that were of importance to them. For example, a stable representation 
was identified as being important in enabling students and teachers to establish common 
ground during a learning activity. A stable representation was generated by automated 
and consistent visual, audio and haptic feedback that both the teacher and student could 
explore. 

Contributions: I participated in the project and the coding of the HIPP program. I alone 
conducted the specific field study on site in collaboration with all the study participants 
involved. I had the primary responsibility for analysing the data and writing the paper. All 
four authors participated in the project and in writing Paper V. 
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7 Results 

7.1 Interactive gestures 

The most common result of the studies was the usability of the gestures implemented. The 
hand and body gestures were registered by sensors, either through a phone or a haptic 
device. The feedback was then sent in real time (to the degree of real time the technology 
allowed) in both audio and haptic (or tactile) feelings, alongside visual. The studies showed 
that when using the phone, an angle can be used to indicate a direction while compensating 
for the inaccuracies in GPS or compass signal. When a more responsive haptic device is 
used, the feedback from the drawn relief line had to be delayed a bit so as not to create a 
continuous bumpy feeling. 

7.2 Compatibility and standards, modularity and openness 

In both HIPP and HaptiMap, the source code produced in the projects was mostly released 
as open source and the emphasis was placed on modularity and the use of standards. In the 
case of HaptiMap, the modularity was a clear decision, while in HIPP over time, the use of 
standards emerged as a desirable feature. For this reason, it is more meaningful for me to 
report on the details in HIPP, as I was less involved in the decision process in HaptiMap. 
However, the principles were similar and the modules and source code for both projects 
were made openly available as a result. 

In cases where a program or piece of code is supposed to mediate an activity, it is quite 
difficult to know in advance all the use cases and activities in which the piece of code is 
going to be used. Different activities will require different interfaces, and even though the 
actual interaction modality that the code enables (gestures, haptic and audio feedback) stays 
similar, the way it is incorporated in the activity will benefit from the compatibility (with 
other components of the activity) planned for in the code. 

The software for the program in HIPP (HIPP program) and the source code can be down-
loaded from [54] or more directly from: 
https://portal.research.lu.se/en/publications/hipp-program. 

The software for the HaptiMap modules and the source code can be downloaded from: 
https://portal.research.lu.se/en/publications/haptimap-toolkit. 
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Deeper dive into the HIPP code ecosystem 

The HIPP program relies on diverse hardware and software to fully work. These have 
changed somewhat from previous tactile drawing program requirements, but they greatly 
impact the way in which the software mediates the activity (more standard menus) as well 
as the “development” axis of the analysis (several proprietary libraries were replaced by ones 
that were open source). It is important to consider them when considering the program. 

A haptic force-feedback device (haptic pen) is used for drawing and feedback. These devices 
consist of an articulated robot arm with a “pen” ending that is linked and controlled by the 
computer. The user holds the pen in hand and can move in 3D with it. The computer 
senses where the pen ending is in space. When the pen reaches a point where it collides 
with a virtual object (for example, a virtual piece of paper) the robot arm will stop the pen 
by exerting a force opposite to its movement. The user will be stopped and will “feel” the 
resistance. By feeling all around an object (or feeling the resistance in the form of a plane 
for the paper) the user will be able to reconstitute the proprioceptive feeling of the object 
in 3D as if it were actually there. 

Any device compatible with H3DAPI can be connected, but in the studies, the Sensable 
PHANToM OMNI was chosen. It was a compromise between needing to be affordable 
as a technical aid and having sufficient resolution and force to feel the drawings. The 
device is currently available in a modernised format as a Geomagic Touch haptic device. The 
device and the software were in general easy to install on the pupils’ standard equipment 
(computers with Jaws screen reader [2], braille display, headphones or loudspeakers), except 
for computers needing to be fitted with a Firewire socket to connect with the haptic pen. 

Compatibility and proprietary software. When deciding what to use HIPP with, it was 
important to adapt to what the users were already using. In our case, the schools had com-
puters with Windows XP. The assistants and children were using Jaws for screen reading. 
Throughout the project, the compatibility of the program with the schools’ computers was 
tested and the program was developped closely with the writing of a Jaws script so that the 
resulting sound interaction in use would be as we expected. It was crucial, for example, 
to be able to hear the name of a curve when the pen was touching it. In order to achieve 
this, the script made for Jaws had to read out the curve’s name, and the program had to 
provide the curve’s name at a convenient location. Toward the end of the project, some 
schools began to transition their computers to Windows 7, and the program also had to be 
adapted. 

Libre software. The program was developped as open source and was continuously avail-
able for free on a website. The purpose was to make the program easily accessible (in terms 
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of being able to find and download) for potential users, but also to enable others in the 
long-term to improve the prototype by implementing missing features. 

One of the missing standard elements of interface was the menu and handling of events. 
The HIPP program uses wxWidgets for this purpose. The wxWidgets’ interface relies on 
established standards for many parts. It can also be ported more easily to other platforms 
in the future. 

The program itself was designed to be as standard as possible, using for example “Ctrl-
Z” to cancel an action. Another important consideration when thinking about standards, 
was to base the new HIPP drawings on a scalable vector graphics (SVG) structure. Some 
parts of SVG had to be ignored and other elements had to be added, but it left room for an 
easier conversion between HIPP drawings and SVG drawings. Unfortunately, old drawings 
became impossible to open without conversion in the new program. 

One very important choice was made to make the program more standard. It involved 
switching to a haptic library that could interface well with other standard graphical libraries. 
The modularity increased the ability to focus on the details of the specific haptic feedback 
while implementing graphical solutions that where consistent with many other computer 
programs. 

Hardware. Outside of the standard PC with a sound system required to run the program, 
the haptic-feedback device is needed to let the user feel the tactile drawing. In this project, 
HIPP was tested with a Geomagic Touch Haptic Device (formerly Sensable Phantom Omni). 
It should be possible to use other haptic devices supported by H3DAPI. The drawing can 
be printed with a conventional printer. When using swell paper, the printer can be com-
plemented by a machine that will heat the swell paper so that the printed drawing can be 
swollen and felt with both hands. Such heating/swelling machines occupy a bigger space 
than a traditional printer on a desk and are louder. Figure 11 shows the setup including a 
printer and a heating machine. 

7.3 HIPP program functionalities 

The main function that the program has is to draw a curve on a 2D surface (called the 
virtual paper). The curve is immediately displayed on screen and engraved in the virtual 
haptic surface (or virtual paper). It can thus simultaneously be seen by sighted people and 
felt through a haptic device. 

The haptic rendering is given through one point of contact. The pen end of the device is 
held in hand and collides with the virtual plane paper. The curves are then felt as raised or 
engraved lines on this flat paper. The movements of the hand, via the pen, drive where the 
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Figure 11: Hardware in place for use of the HIPP system 

point of feedback is on the virtual paper, mimicking a real pen-on-paper interaction. 

It was possible to annotate each curve drawn. These annotations were then spoken by the 
screen reader each time a curve was touched. Audio files could also be attached to curves as 
well as longer descriptions. The audio feedback was synchronised with the pen-and-hand 
position. 

The curves could not be manually modified, but several keyboard commands (also available 
through the menu) enabled modifications. It was possible to enlarge or reduce curves, to 
make them thinner or thicker, to change the “colour” (engraving or raised line). It was 
possible to fill curves, to move them around on the virtual paper, to make a free-form curve 
into predefined shapes like circles, rectangles or straight lines. 

Other than the curve manipulations, each drawing could be saved as a file. It was possible 
to erase or copy and paste specific curves in the drawing. It was also possible to import 
an external image to use as background. The background could be either strictly visual or 
rendered haptically. In the latter case, the drawing greyscale would be rendered as depth 
of engraving, thus making it interesting to use background images with high contrast as 
explained in the HIPP manual by Fahlström and Björk [15] “Jag kan rita!” (“I can draw!”). 
Figures 12, 13, and 14 are examples of material created by the pedagogs in the HIPP project. 
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Figure 12: Map of gambia to the right, with its position within Africa to the left. from [7] 

Figure 13: Map of a metro line, annot-
ated in HIPP with the stations’ 
names. from [7] 

Figure 14: World map prepared by a teacher in HIPP. from [7] 

7.4 The HaptiMap programs and studies 

In the HaptiMap project, several programs were produced and several studies were conduc-
ted to show several interaction concepts for guiding the user through combined gestures, 
sound and vibrations. Maps were used to represent the environment, while GPS, acceler-
ometer and compass were used as input information from the user. The touch screen was 
also included as a possible way to interact. 

Several examples, like a tourist guide or an explorative application for a festival, were evalu-
ated with users with various levels of visual abilities, with Universal Design as the goal. The 
studies resulted in one clear guideline of 60 degrees for the feedback angle when navigating 
between several waypoints in an open area. Qualitative results also supported the claim of 
the usability of the navigation system for guided and explorative use. See Papers I, II and 
III for more details. 
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7.5 Use of the Activity Checklist 

In both projects, the Activity Checklist was used to evaluate the programs produced. The 
goal was to be as close as possible to real use cases. I used the checklist at several stages of 
the research. It was used to design a study questionnaire and to analyse interview answers 
after program use. All in all, it was possible to gather interesting and usable data through 
the Checklist to get an idea of possible activities around the programs evaluated. This gave 
great insight into how the program was mediating or failing to mediate the activities in the 
studies. 
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8 Discussion 

8.1 Reflections on theory, methods and rehabilitation engineering 

Activity Checklist in the field 

The methods used during the projects and studies have resulted in several reflections that 
are worth discussing. One of my concerns was the use of reusable methods for a robust 
outcome of the research. I tried using several standardised questionnaires (for example, the 
NASA task load index [20]), but the confrontation with its use in the field and people with 
variable visual capacities clarified some problems. It was difficult to provide braille displays 
or portable audio-braille interfaces and most times, paper and recording devices were the 
most we had. The interviews were also conducted in environments with noise, such as cafes 
or festival tables. The use of the Activity Checklist helped me go beyond the limitations of 
the standardised questionnaires and methods. I could focus on the activity we wanted to 
evaluate and match the methods to both the goal of the study and the situation at hand. I 
could decide to have open interviews and to register information on paper on my own, in 
order to document the necessary information and be able to relate it to the activity. It is 
less standard, but more relevant to the technology in use being evaluated. 

Breakdowns – positive or negative? And the broader activity perspective 

Breakdowns, as described in [8], for example, can be positive (when they foster learning that 
is relevant to the activity at hand) or negative (when they result from an unrelated bug in 
the software and distract from the activity at hand). But the judgment on the breakdowns 
is always applied relative to a specific activity. In practice, people are involved in multiple 
activities, and the breakdown of one is often a learning moment in another. The value of 
each activity is probably what influences our judgment of the breakdown. 

In the case of HIPP, multiple breakdowns occurred at multiple levels. The most “negative” 
one is probably the haptic device breaking down or freezing. This interrupts any other 
level of activity that builds upon it. But even at such a low level (operations) of breakdown, 
learning can take place. For example, use of a keyboard was an interrupting moment in 
drawing for the students. In the early stages, the teacher would press the necessary keys. 
This meant that the software was barely usable by the child alone. But over time, keyboard 
usage was introduced to the student by the teacher, enabling the student to learn how to 
use it. This task (keyboard usage) is very different from the main task (drawing) that is 
being analysed and focused on in the project, but the “keyboard usage” task involves rel-
evant skills for many other activities over time. Of course, one could distinguish between 
learning the shortcuts specific to HIPP, and learning the standard shortcuts and key place-
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ments that can be reused in other software. The previous version of the HIPP program 
included some keyboard use, but the keys were just letters. In the newer version, the whole 
menu was navigable in a standard way, which meant that learning to use the program could 
contribute in a broader sense to computer literacy. This argument supports making any 
software as interoperable and standard as possible to allow a greater number of the low-level 
breakdowns to support learning in broader supporting activities (such as menu navigation). 
Nobody likes to learn many times how to interact with technology. 

In the case of HaptiMap, the main breakdown that comes to mind from the studies is 
the one caused by the sun! During the field trials on very sunny days, the participants 
had to stop and stand in the shade, which was hard to find, in order to see the screen. This 
observation was very relevant to some items from the Activity Checklist and thus was taken 
into account. Had i not used the Activity Checklist, I may not have considered the sun 
to be something of importance to take note of, even though this breakdown in use was 
obvious and negative. In contrast, the use of the guiding function where the screen was not 
required did not include this breakdown. This observation enabled me to affirm that the 
mediation in these moments was functional. 

ZPD, Intersubjectivity and weaving spirals 

One interesting CHAT perspective, specifically when considering children with disabilities, 
was that of Bøttcher [10]. She proposes [12, p. 14, Fig. 1.1] that the evolution of learning over 
time can be represented by two spirals: one for internal cognitive development in relation 
to the child’s senses and cognitive abilities, and the other for the external environment. 
The two spirals support each other, the one building further on the progress of the other 
and vice versa. I represent this with a parallel sign, where the left and right elements are 
building on each other’s progress. In the previous example it would be: (internal cognitive 
development // external environment). 

I relate this to similar pairs of spirals, for example the (development // evaluation) spirals for 
technological aids that are evaluated along their development, or the more general (person 
with disability // world) spirals, perhaps with technology in the middle. In the latter case, 
we can consider that the technology needs to evolve and go in step with both the user and 
the world interactions enabled, from the bottom/beginning to the top of the spiral. As the 
person reaches new goals/motives and maybe adopts newer goals, the technology will have 
to enable new actions/tasks/activities. This can also be related to the earlier zone of proximal 
development (ZPD). The technology needs to be able to facilitate tasks that evolve as the 
person learns and tries to act in different ways building upon previous experiences. 

In the specific case of HIPP, where learning is part of the activity, the intersubjectivity 
between the teacher and the child is explicitly supported by the technology. More on this 
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can be found in Björk [7] but I can describe the process of intersubjectivity and learning 
from my perspective: 

At first, the information is contained in the HIPP interface (when the audio is turned on). 
The 2D is used as support and the audio is the information to internalise. It is displayed 
whenever the tactile pen/pointer is at the right location, coupling the position in the tactile 
3D world with the information (externalised information). In this first step, the informa-
tion also resides in the teacher’s help, providing clues and assisting in exploring the resource 
rendered by the interface. If needed, the resource is still available to the student since the 
program is installed on their main work computer where they can go through it on their 
own. After a while, it is possible for the teacher to take away the audio information or 
to modify the file so that the students can demonstrate that they have internalised that 
information. By going back to the 2D position and naming it (or writing the erased de-
scription into the file), it is thus possible to demonstrate the learning. This was a lot more 
difficult with static maps (column 2 of the Activity Checklist: Role of target technology in 
producing the outcomes of target actions). 

8.2 Dual role: coder and researcher in the field 

My dual role as a code developer and researcher may have affected the results of the obser-
vations and interviews and the focus I had. This can be considered bias. For example, as a 
coder, it was natural for me to attend to a technical problem just before or after conducting 
an interview – potentially making the interviewees grateful and may colour their responses. 
This was due to practicalities; it is sometimes easier to group the things to be done on site in 
the same time frame with the users present. The interview responses may have been more 
positive or negative, depending on my coding actions. When reflecting on this, it comes 
to mind that the interview questions and the observations were often about aspects of the 
usage that I, as a researcher ignored from my perspective as a coder. In the HIPP study, 
for example, the aspects of usage were the environment and the pedagogical practices. This 
was a way to bring back a fuller picture and avoid a negative effect of the coder-researcher 
bias. 

However, this may be an inevitable (and sometimes useful?) bias, as long as it is kept 
in mind. On p.123 of Jönsson et al., the importance of considering, as Latour [35] states 
that “technology is society made durable”, can be taken to heart in such projects. It was 
thus desirable in HIPP to include more development alongside the introduction of the 
technology in schools. That way, there is time to see what parts of society and which ideas 
have been embedded in previous development and received in early testing. This process 
allows room to change or choose the embedded ideas by changing the technology itself. 

By being both a coder and a researcher, it was possible to code, see how the code was 
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received by the users and reflect on the human values that we had embedded in the code. 
It was thus possible to explicitly change these values because the identification of them can 
be put into action through the researcher’s coding competence. 

8.3 Technology in society 

As a computer programmer, I learned in Lessig’s [38] “Code 2.0” that my coding could be 
seen as part of the architecture in the world. Often, the work of programmers ends up 
embedded in a real-world solution, and this hinders or enables usages depending on the 
decisions made in the code. Since code or architecture hinders occur prior to acting, this is 
one of the reasons why, as a programmer, I should consider accessibility from the start, as 
well as any laws that can apply to my program in use. 

When reading “Mind in Society” [69], it brought Lessig’s view into the context of CHAT. 
The experiences and studies described in “Mind in Society” clearly show how psychological 
development is directed and constrained (and enabled) by the environment at several levels. 
The choices made for the technology will constrain (or enable) the user (Lessig) and thus 
their psychological development (Vygotsky). 

Modularity is often encouraged in open source projects, perhaps because they are produced 
by a community of people. The two projects I was involved in are a testament to the fact 
that the choice of modularity, supported by open source, in order to achieve standards and 
maintainability over time, also matters in fields like haptics and rehabilitation technology. 
The Paper V study involving HIPP, for example, reported that there was a clear benefit for 
the users from having more standard menus and keyboard use instead of custom menus 
or buttons, to enable cross-discipline learning. Choosing standards, modularity and open 
source should also be prioritised when the solutions are created with a special person or a 
limited group of interest in mind. 

The state of open source software in assistive devices in Sweden was reviewed in [72]. It 
showed that although benefits could come from using more libre software, many barriers 
stand in the way, for example, lack of support both for users and developers of open source 
assistive devices and programs. 

8.4 From the details to an overview 

When considering the technical particularities of the code I was working with, I needed 
to articulate the details of the object being considered with the overview. In the case of a 
navigation activity, the details of the object could be specific points of interest, information 
about them like a description, or a sound clip, etc. In the case of the drawing program, the 
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details could be a curve, a part of the drawing. The overview in both cases was achieved by 
compositing these pieces of information into a 2D whole. In the case of GPS supported 
navigation, the gestures combined with simultaneous vibration or audio feedback let the 
user build the overview image of the environment. In the case of a drawing, the haptic 
exploration combined with the simultaneous haptic and audio feedback, let the user grasp 
the overview 2D image of the drawing from the curve pieces the pen encounters. In all 
cases, haptic exploration combined with the simultaneity of the feedback was key to being 
able to gather an overview. 

The details when programming are easy to keep in mind. They are part of something that I 
could visually hold in my head. Coordinates are the key to access them in code. Each detail 
can be rendered in different ways through the multimodal interface: either visually on the 
screen, or via sounds or spoken text (pre-recorded or automatically read), or via vibrations 
in different patterns, or via a “stop” or collision in the haptic device. The contrast is even 
greater when programming for a mobile phone. The haptic device API includes loops that 
take care of the collision system, and lets you render a whole 3D or 2D scene at a time. 
As a coder, the overview is what you code for. In the case of a mobile phone, the gestures 
were not standard, and how to render a “collision” through vibration simultaneously with 
a gesture was more difficult. To know where the person’s arm is pointed towards, data from 
the compass, gyroscope and GPS are required. The level of precision of these data is lower 
than the haptic device’s sensors’ precision. 

This is one reason why the simultaneity (between gesture and feedback) is more tricky to 
achieve. For the user to be able to compose an overview of the object under consideration, 
the feedback needs to be given as the hand moves. Uncertainty in the sensors and a high 
enough refresh rate are key to ensuring that the feedback is experienced at the right point 
in space. If the refresh rate is too slow, or if delays are introduced, the user might feel the 
same element in several different places, depending on where the movement of the arm 
came from, or how quick the arm is moving. In haptics, and especially with haptic pens 
like the one used for the drawing program, this sensitivity is well understood. First, the 
position is determined with sensors located in the motors of the device, ensuring precision 
in the 3D position of the hand. Second, the feedback loop for haptics with that kind of 
device aims to achieve a clear continuity of haptic sensation. For the eye to see movement 
from many still images, there needs to be at least 10 to 60 images per second. For the sense 
of touch to perceive continuity in movement, the amount of feedback per second required 
is much higher. Thus, in a computer screen, the refresh rate of the display is one or two 
orders of magnitude below what is used in a haptic device feedback loop (rate around 1000 
Hz). In a mobile device, the delays for vibration feedback and audio feedback are often 
much greater than even visual feedback loop refresh rates. These delays are greater even 
before considering that the audio feedback, when audio is the modality chosen, requires 
time to be displayed; vibration too, but often much less time is required to give a vibration 
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signal compared to an audio indication. 

Recorded spoken language adds a layer of information, compared to sounds, vibration 
patterns or haptic feedback. Words carry meaning that can give an overview in themselves. 
One example is when the users attribute “direction words” in the information linked to a 
specific point of interest or to a specific curve. The description of a point of interest of a GPS 
may explicitly mention that “You have now arrived in the middle of the park. To the right 
lies the cathedral.” But direction words can also be implicit, like naming a round curve with 
the word “Face” while drawing a standing stick person. It implicitly positions that curve 
“at the top” in the perceivers’ eyes when they encounter a curve with that name. The use of 
language as a means to convey overview can also be heavily seen in the human mediation 
while using the technical devices. For more on the use of directional or non-directional 
words and how to accompany the use of HIPP with them, see Björk [7]. 

8.5 Three aspects of activity 

In [8, p.152–153], three different aspects of technology that mediate an activity are identified, 
depending on where the focus shifts in the use activity. 1) The physical aspects, where the 
focus is on the artefact itself in its physicality. 2) The handling aspects are those related to 
the low level use of the artefact. These operations are required to use the technology, but not 
what the user ultimately might want to achieve; they are merely a necessary step towards it. 
3) The subject-object-directed aspects cover the higher level aspects of the activity. A focus 
shift towards the physical or handling aspects indicates a breakdown in the mediation, 
where the technology is not as seamlessly facilitating the activity. They might, although, be 
part of a learning process. 

Physical aspects 

The mediating technologies studied in this thesis can be considered from many perspect-
ives. One of them is the physical aspect. The use of HIPP involves a physical robot arm 
connected to a pen. Users take it in their hand and the pen tip feeds back haptic inform-
ation in response to the user’s arm and hand movements. The physicality of HIPP is not 
only virtual through the haptic device. It can also be seen in the physical keyboard, com-
puter, screen, eventual braille device, printer, eventual printouts, as well as the sound it 
produces through speakers (as seen in part in Fig. 15). Considering HIPP in terms of these 
aspects gives an idea of the embodiment of the system and its use in the physical world. 
In HaptiMap, the physical aspects also involve hand and arm movements, in contact with 
the technological device. These movements can be replaced by head movements through 
external GPS/compass sensors. A clear goal of the HaptiMap project was to make the code 
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Figure 15: Physicality of the HIPP system, with printer and swelling machine alongside the computer and haptic pen. 

modular enough that it could be used with varying physical devices. The hand and arm 
gestures or head gestures are what drives the feedback given through vibrations or audio. 

Handling aspects 

Handling is yet another aspect to be considered. HIPP, for example, involves several steps 
before actually producing a drawing. The user first needs to “find the paper” by holding the 
pen and finding the place where the pen encounters resistance under it. Then it is possible 
to feel the workspace by letting the pen go on the paper. When this is achieved, it is then 
possible to decide on drawing, by pushing the button for it on the pen. Only then will 
lines be drawn. The exploration of a previous drawing can be done without the first step 
of finding the paper, but a lot less successfully. It is difficult to perceive the drawing if the 
idea of the 2D paper has not been established first. Many other aspects of HIPP can be 
considered. Most of the options in the menu are in themselves handling actions, as they 
enable a part of the drawing to be changed. During HaptiMap use, the handling aspects 
are more twofold. Menu use is also one side of it, with screen interaction on the phone. 
The other part would be the “finding the direction” movements. Usually, users would not 
just gesture and go directly. Most users after a while developed a pattern of “scanning back 
and forth” around them to find the “middle” of the feedback angle and go after it. It is a 
strategy that functions given the delays and inaccuracies in treating the information from 
the gesture as well as compass data. This routine is a handling aspect of the navigation. 
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Subject-object directed aspects 

The subject-object directed aspects are best seen when considering the activity as a whole, 
but identifying the activity that the users/subject are engaging in can be difficult. During 
the different studies I was involved in, many different motives and goals were mentioned 
in the interviews. Some were artificially created, especially when the use was only during a 
short-term test situation. Some could be related to, and articulated around, the identified 
elements of the human, and the artefactual environment around the user/subject. What 
are the people involved doing in that environment? What takes place, and why? 

The main activity considered during the analysis of the data obtained in the HIPP project 
is the one where the subject of the activity is a child, motivated by drawing on his/her own 
with the program’s mediation. In the HaptiMap project, the main activity considered was 
the one where the subject is navigating the world with the mediation of the haptic guidance. 

When drawing is the object, it can be confounded with learning through a shared artefact 
if the teacher is there to create a zone of proximal development. I would argue that the 
features in HIPP that enable this are also part of what creates the ZPD. The shared artefact 
is a useful part in supporting the human mediation, thus making it essential to the activity 
as a whole. When navigating is the object, it can be part of a larger activity, where going 
from A to B is the main goal, or going around in an area (tourism). 

Several outcomes can be considered for the activities focused on in this thesis, for example: 

Independent activity. The studies revealed several outcomes that can be grouped under 
activities that mainly have to do with independent life, for example, the three following 
outcomes: 

1. Learn about the world. 

2. Have a better understanding of 2D representations and being better able to deal with 
them in everyday life. 

3. Have practical knowledge of a tool for any 2D-drawing needs. 

One observed outcome of using the multimodal technologies was to learn something new 
about the world. The technology offered access to a representation of the world that was 
not there before, and the users explored the new possibilities. After a while, they might 
encounter a part of the world they would not have encountered without the multimodal 
augmentation to their world representation. 
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Figure 16: HIPP drawings of water animals, included as part of a 
classroom mural. from [7] . 

Figure 17: Rose drawn by a HIPP user. from [7] 

In the case of HaptiMap, I remember a user during a test in town trying to follow the 
vibrations that led her across a patch of grass. The user mentioned that she would not 
normally go that way, but would follow around it with her cane instead. 

In the HIPP project, the user and their teacher drew several mundane objects together and 
ended up having to explain more to one another in order to draw the object properly[7]. 
The bike drawing session is a good example, especially when the shape of the wheel is 
discussed. The student proposed a rectangle since it felt like that shape when holding the 
wheel in their hands, two parallel flat surfaces. The teacher did not understand that at first, 
and the discussion could be expanded to what a wheel is and how it functions. In this 
case, the outcome of learning about the world is achieved through the explanations given 
in order to complete the drawing. This was made possible because the drawing activity 
was conductive to intersubjectivity between the child and the pedagogue. That knowledge 
could then be used later, for example, when using the map of the schoolyard. 

Social engagement. Examples of these outcomes were 

1. to be part of a group activity. 

• In HaptiMap, the Universal Design aspect is important in order to support 
group guided tours. 

• In HIPP, this was achieved by bringing the pupil’s drawing into a group mural 
with classmates (Figure 16). 

2. to have a link to a family member by sending them a letter with a drawing (for 
example Figure 17). 
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These diverse outcomes presuppose the internalization of the tool that the technological 
system constitutes. Avoiding disruptions caused by bugs is important in this respect. It 
must be noted as a limitation that the software used (and evaluated in the studies) were 
research products, and had the quality of a prototype at best. They still contained a number 
of these focus-breaking bugs, and it has probably hindered its successful internalization 
on a number of occasions. During short-term tests, I often had the role of “the person 
following the user for technical support” and it included being there to be part of the 
human environment in order to let the activity still be mediated in the event of one of 
those focus-breaking bugs. In the long-term test usages, in schools for example, the human 
mediation and varying support available on different sites was probably part of the reason 
why the participants at one study site may be more successful than at other study sites in 
the use of the system. 
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9 Limitations 

9.1 Method use 

When I interpreted the Activity Checklist in the projects I used it with, doubt was present. 
It is impossible that my interpretation was purely objective. I probably have seen some 
parts and ignored others due to my personal bias, and these filters have surely impacted 
what was mentioned or omitted in the project interpretation of the initially more abstract 
statements. In my case, I tried to counteract this by having as broad a view as possible of the 
situation, for example, by going on an observation trip and doing interviews. This helped 
me to see more, but definitely not all of what happened in the multiple ongoing activities 
of the numerous participants involved in the projects. 

One clear example was my language limitation. At the time I conducted some of the 
interviews, my Swedish was passable but limited. Some confusions resulted from this which 
I could see as I analysed the transcripts. If my understanding of Swedish had been better, 
my follow-up questions may have been different, and I may have gotten more information 
from the participants. 

9.2 Paradigm of Rehabilitation Technology 

I think my main limitation resides in the cross-disciplinary nature of my field. I have 
from the start a background in computer science, and I had to adapt to several ways to 
approach research in my field, Rehabilitation Technology. I had to choose a theoretical 
approach where several sociological and psychological perspectives could be used. I had to 
choose between using my time for a quantitative or a qualitative study, to choose between 
dedicating the time to one participant in depth or many at a time. These limitations are, of 
course, always there, but in a field like Rehabilitation Technology, the choice of methods 
and underlying theories may yield drastically different results. I have tried to use all the 
knowledge at my disposal, the experience of previous research projects in my research group, 
and to focus on and constantly return to what I understood the best: the technical details. 
However, I cannot deny that the biggest bias and thus limitation is probably that in the 
end, it was my choice of theory and method. The lack of an agreed upon paradigm in my 
field meant that theories and methods were not a given. 
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10 Conclusions and future work 

The research presented resulted in some specific recommendations. One was an angle re-
commendation to give vibration feedback when using a scanning gesture. Another was to 
have an easy access print shortcut to facilitate rapid hand exploration in drawing programs 
use. These recommendations are specifically relevant in the scenarios of use that the projects 
explored. More recommendations can be found in the five attached papers. 

In this conclusion though, I want to explore my final thoughts that resulted from the process 
involved in this entire thesis. I started with a number of certainties about technology, and 
learnt how little I could understand with only those. I learnt to navigate the unknown, and 
choose methods that moved my research efforts forward. What were the most prominent 
learning points then? 

From my role as both a programmer and a researcher, the key element in both projects was 
being able to modify the code – the technology itself – during the life of the prototype. It 
enabled me to put a version of the prototype in the hands of the users, then to receive their 
feedback and from that, make changes in the technology to elicit further feedback. This was 
key because the expertise never solely resided in only one person. One person, be it the user 
or the researcher, could not know in advance what the best (technical) solution to a specific 
situation would be. The emergence of a better solution came from the dialogue between 
the user and the programmer. The user had the use expertise. The programmer had the 
technical possibilities expertise. Other experts were also involved, such as the pedagogues, 
who came with educational expertise to the HIPP project. In a situation like this, I propose 
that the possibility to change the code and put a modified version in the hands of the user 
is one way that a programmer, or a technology creator, is dialoguing. Communication 
is often done in words, but it was also done in this thesis through iterative design. Let 
someone use an artefact and then observe and listen to them in order to change and provide 
a new modified artefact: all of this process is communication. A prerequisite though, is the 
possibility to modify the code and redistribute it to the users afterwards. All these freedoms 
can be bundled in one principle: free software (as in freedom, not free of charge). 

From my position as a researcher, I used the Activity Checklist and observed the importance 
of the “development over time” aspect. In the studies involving use over a longer period, the 
needs evolved. To support several stages of development of use, it was important to include 
the standard elements. Depending on socio-cultural norms, the standards will change, and 
it is thus useful to be able to modify them over time. The needs for new functions can 
emerge as access to different tools develops. An example of this was when the raised lined 
printing was not fully used until later in the HIPP project because the users expressed the 
need for a printout shortcut which was then implemented in the prototype. 

Much can be carried on from the research I participated in throughout the work on this 
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thesis. The first is to continue building and improving the code created in the HaptiMap 
and HIPP projects. They are both open source and can be included in numerous other 
applications. The many leftover bugs can be corrected and the entire applications improved. 

Outside of the coding possibilities, or maybe in parallel, are possibilities for further invest-
igations of the use of CHAT in my field. The Activity Checklist is quite open ended, and 
using it to design studies with different activities in mind can bring new insights into how 
one can better mediate the activities of people with disabilities. Disabilities are often situ-
ational and related to the impossibility to attain the goal a person has. Be it to navigate 
in a city, draw or finish a thesis, keeping one’s focus on the activity as a whole – with its 
physical, human, and societal, developing environments – this enables the researcher to see 
where the obstacles are, be they technological or societal. 

Future work could include testing the multimodal interactions described in the papers 
presented in this thesis in different socio-cultural contexts, different physical environments 
or different activities. The technological part of the interactions can be reused in several 
activities; this will surely yield complementary insights into how to best design the interac-
tion when analysed under different circumstances. The Activity Checklist and the CHAT 
perspective were used in the specific contexts of the cases studied. Varying these should 
give more validity to the qualitative analyses by feeding into the triangulation of varying 
cases. 

Another interesting collaboration study would be to bring together sociologists with a per-
spective on empowerment in disability studies, and people like me with a background in 
computer science. By using the CHAT grid of analysis, the projects presented in this thesis 
have taught me that multimodal interaction as a module can enable steps in an activity and 
thus mediate and support the activity, but only if it is included in a program or application 
that is understood and part of the environment (human or artefactual) that already exists 
around the person. The multimodal interaction on its own is not very useful otherwise. 
This tells me that the possibility to produce an open source module and to include it in 
commonly used applications is key in giving autonomy and power to disabled people. A 
way to study this could be to investigate mobility and how autonomy and mobility work 
for people with visual disabilities. Perhaps one could include typical travel for people with 
varying degrees of visual disabilities, then factor in the effects of technology. One would 
have to include the fact that travellers of today increasingly need to have access to and rely 
smartphones to buy tickets and view timetables. Finally, one could analyse transportation 
companies’ most used applications to buy tickets and see how the addition of a multimodal 
interaction module would impact the autonomy of people with various degrees of visual 
impairments. This study will require both extensive initial and final interview studies, and 
long term use with potential support to make the module inclusion functional, and to let 
users learn the new interaction modality. 
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12 Abbreviations and Reflections on the terms used in this thesis 

CHAT Cultural-Historical Activity Theory 

HCI Human Computer Interaction 

UD Universal Design 

ZPD Zone of Proximal Development 

German paper embossing paper used for drawing with relief. The swedish term was 
“rittmuff” (which translates to “drawing mitten”). It consists of a plastic pouch that retains 
the line drawn as an inversed engraving. I mention the term here since it has been difficult 
to find the correct terms for this item in different languages. 

syntolkning This swedish term, albeit used extensively and well understood, has been a 
difficult one to translate. I chose “sight-interpretation” after seeing several different sources 
and ways to translate it. It describes the way an assistant or interpreter might describe what 
happens around a person or in a piece of media, but can only be perceived visually. The 
description is often delivered via speech/audio. 

12.1 Technology and code 

My own bias and perspective are those of a person who has gone through a computer science 
engineering education. Through most of my work as a researcher, I have viewed situations 
that involve technology and code through the perspective of what they are contributing to 
or hindering. Computer code is a very concrete artefact. It is a clear part of the physical 
environment because when it is embedded in a program in a technological device, it is 
doing a very well-defined and unchangeable set of tasks. Through my perspective, I see the 
code as being a part of the physical environment. It is there, but it can also be modified to 
hinder or enable. 

I have used the term “technology” more specifically to differentiate it from “artefacts” ac-
cording to their complexity. For example, computing or electronics are often complex 
enough that users may not understand how they function (or may consider them “magic” 
as in the third law of Arthur C. Clarke: “Any sufficiently advanced technology is indis-
tinguishable from magic.”). I usually use the term “technology” if the artefact can fit into 

65 



that category for its users. My own bias is probably best shown in that I tend to consider 
any technology – or any complex artefact that I do not understand – as something know-
able and modifiable, and thus less of a black box. When observing others or myself using 
technology, my background as a coder enables me to see the way the magic could work 
differently. Thinking of the word “technology” in this way lets me acknowledge that an 
artefact is limited and singular as a thing out there, but also that it could become something 
else. 

12.2 Mediation 

In the thesis, I tried to use the term “mediate” more than “support”, because CHAT formed 
my understanding, formed the studies and was applied to analyse the data. This meant that 
my focus was on how the technology is a part of the activity system, how it mediates the 
will of the user towards the outcome, rather than support the user’s will as a by-stander. 
Mediation can be represented as [ user => goal ] where the arrow itself is made in part by 
the mediating technology, as opposed to the version of [user => goal] with an added cube 
under the user (or under the arrow) to “support” the users and “boost them up” to the 
activity. 

Another way to explain my use of “mediation” is to go from the activity overview to what 
happens at lower hierarchical levels of activity: When a user tries to act, the path from “user’s 
will” (A) to “result” (B) is often not direct. Mediation is the process, the tools and people 
involved between A and B. Oftentimes, the use of tools or the involvement of people, rules, 
organisations and culture is inevitable to reach the desired effect. Technology can be one 
of the tools involved, and is the one that I am most specifically interested in. 

I have chosen to describe an activity as being “mediated” more often than “supported”, 
because I think the latter term is more neutral. Assistive, rehabilitating or supporting tech-
nology are associated with the view that the activity would not need any kind of support 
or assistance if the person involved was within the norm (understood as “without a disab-
ility”). In reality, though, all activities are mediated or supported/assisted in some way by 
many different elements – be they human or not, technological or not, material or not, or 
whether the activities present themselves as an organisation of tasks or an organisation of 
responsibilities. 

Mediation can also include conflicts and breakdowns, and this often has a negative connota-
tion. Engeström [14] makes the case for the usefulness of conflicts and even the necessity 
of them in expansive learning. Using the term “mediation” in this context allors us to be 
more neutral about how the activity should be supported. Sometimes the mediation fails 
or breakdowns, and this is a useful source of learning for all parties involved – if one is open 
to look at the breakdowns. 
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12.3 Active versus passive 

I have used the words “active exploration” and “passive exploration” in a way that can be 
confusing because they do not always mirror how terms are used in other situations. When 
exploring a space, be it 3D or 2D, with vision or haptic feedback, the person must be active; 
they must move, at least a little, to change their perspective and take in several views of the 
space to make sense of the information they are receiving. In HIPP, though, the pedagogues 
have used the words quite differently. For them, an exploration of the space guided by the 
teacher was considered passive, as in “not initiated by the will of the child”. In order to 
fully understand the use of words like “active” or “passive exploration”, I need to refer to 
the concepts of “agency” and “purposeful activity”, explained in the next section. 

Agency and purposeful activity. Agency can be related to the concept of “purposeful 
activity” in CHAT. According to CHAT, and in terms of human psychological processes, 
purpose is something that is enabled over time for human activity. The development aspect 
is key here, along with internalisation/externalisation. It was easily possible to see this 
development in the different stages of drawing, both in traditional accounts of it and in the 
experiences observed in the HIPP project. 

But in the case of technology, we can also notice how other people’s purposes, alongside 
the user’s are embedded in a piece of technological artefact (cf. “Acting with Technology”, 
chapter 9 [31]). Of course, other actors contribute to what is inscribed in the piece of 
technology, resulting in a mosaic of wills when the technology is finally in use. A classical 
example can be found in the study of the workplace software deployment, where the overall 
vision of use can conflict with day-to-day practices. In rehabilitation technology, it is often 
crucial to be sure to enable the user’s own agency over whatever agency may be embedded 
in the technology. It is a matter of human rights and personal independence. Reflecting 
on the kind of purposes and views that are embedded in technology, such as the HaptiMap 
tourist guide and the HIPP drawing program, can help return agency to the users of these 
pieces of technology. In both cases, I can see one central aspect that represents what these 
technologies bring to the potential users: an interaction that includes several modalities 
(audio, haptic) and enables users to use traditional media (maps, drawings) that are other-
wise difficult to grasp because of the user’s disability (visual impairment). As long as the 
technology involves this functionality, this purpose, and does not limit it too much, it will 
support the user’s own purposes. Thus modularity, freedom to modify and integrate those 
pieces of functionality, and flexibility in the software itself are important so that the user 
does not have to navigate around the purposes that the programmers or other actors have 
already written into the software. 

Some examples from the thesis projects come to mind: The possibility to use gestural in-
teraction for guidance, and the hybrid guiding that encompasses both street and open area 
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navigation – when combined, they enabled users to walk across grass lawns in the park. It 
may not be everybody’s choice to depart from the well-trodden paths that they feel with 
their cane, but the technology enables it to happen. This is the first step in letting users 
independently determine their own purpose, in this case, of how they want to walk past a 
lawn (through or around). The same can be seen in the HIPP project, with the immediate 
audio-haptic feedback. We were able to see the user’s purpose being built over time. At 
first the drawing activity was seen as something that was not for them, but after a while 
it became a pride and a purposeful activity from the user’s perspective. The fact that the 
technology enables doodling by giving immediate audio-haptic feedback was key (see the 
pedagogical analysis in [15] and [7]) in the formation of both the skill and will related to 
drawing. 

Actively engaging. These two words can be used in many different ways, and they may 
be a better middle ground than “passive” or “active” when trying to describe the user’s 
actions. During one’s interaction with technology, the user is very rarely passive. It is 
nearly impossible to be passive when engaging with an artefact, even if only watching it, 
or taking it in via other means. Taking in information through the modalities of vision, 
tactile exploration, and listening all require the user to at least focus and move their eyes 
and/or hands, or pay attention to the sound. It is thus very difficult to call any use of a 
technological artefact “passive”. But the words “active” versus “passive” have been used, 
both in this thesis and in research it refers to. One more meaningful distinction between 
the terms occurs when the user engages in the content that the technology offers access to. 
In the case of a tourist guide, the user reflecting on the history of the city they visit would 
show active use. In conclusion, “active”, “passive” and “engagement” should be taken as 
attempts to position acts on the scale of engagement and agency, but I want to leave the 
discussion on the meaning of those terms to each specific use case, and to condition it to 
the activity being considered. One reason is the importance of Leontiev’s hierarchical levels 
and the varying degrees at which the user engages within one and the same activity. For 
example, one can be active at an operations level but passive at the action level: exploring a 
drawing with hands (operations level), but passively engaging in the whole drawing activity 
or exploration activity; or someone reading the road signs to the driver (operations level of 
the road trip) but not understanding what they mean, lacking the map of the road network 
in their mind (with the whole activity relying on the collaboration with the driver or with 
another passenger who reads the map). 
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Scientific publications 

See section 6 for summaries and details about author contributions. 
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ABSTRACT
This paper reports on the in-context evaluation of an audio-
tactile interactive tourist guide – one test was done in a me-
dieval city center, and the other was done at an archaeological
site. The activity theory framework was used as a perspec-
tive to guide design, field-study and analysis. The evalua-
tion shows that the guide allows users to experience an aug-
mented reality, while keeping the environment in focus (in
contrast with the common key-hole like experience that on-
screen augmented reality generates). The evaluation also con-
firms the usefulness of extending the vibrational feedback to
convey also distance information as well as directional infor-
mation.

Author Keywords
Navigation; multimodal; augmented reality; non-visual;
inclusive

ACM Classification Keywords
H.5.2 User Interfaces: Auditory (non-speech) feedback; Hap-
tic I/O; Evaluation/methodology

General Terms
Design; Human Factors

INTRODUCTION
The small screen on mobile devices poses a well known prob-
lem. By making better use of additional (non-visual) modal-
ities, it is possible to create applications where the user can
keep attention on the environment even when being “on the
go”. More modalities also help users who have problems ac-
cessing information through a specific channel – a design re-
lying only on visual on-screen information will not be possi-
ble to use for persons with vision problems.

In the present paper we describe an inclusive tourist appli-
cation (the Lund Time Machine) which allows users to be
guided along a historical trail and experience sounds from
the past. We also report the results from a qualitative outdoor
study.

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
MobileHCI’12, September 21–24, 2012, San Francisco, CA, USA.
Copyright 2012 ACM 978-1-4503-1105-2/12/09...$10.00.

STATE OF THE ART / PREVIOUS WORK
Current navigation systems in mobile phones are based on
screen interaction. The user is usually expected to look at the
map to find where to go (e.g. Google Maps). The interest in
non-visual modalities to guide navigation is increasing in the
research community, explained in part by the need to reduce
the load on visual attention in mobile situations [21]. Sev-
eral systems have been devised using sound as guidance. An
early attempt was the Audio GPS [7]. The Swan project [32]
gives auditory feedback about routes and contexts aimed at
visually impaired people. The ONTRACK [9] system uses
3D audio and music to guide the user, while Soundcrumbs
[13] uses chosen audio tracks of varying volume according
to the user’s phone bearing. Audio Bubbles [17] gives audi-
tory feedback about nearby landmarks. Others have explored
vibrations to convey information. Sweep-Shake [24] for ex-
ample uses vibration feedback instead to let users get infor-
mation on points of interest close-by. It was then evolved to
support users’ navigation as described in “I did it my way”
[25]. The Tactile Wayfinder [22] explores the use of a vi-
brating belt to give directional information. PointNav [12]
gives both orientation and navigation support through vibra-
tions and speech feedback. For more exploratory navigation,
different kinds of soundscapes have been created by commu-
nities or artists. The Urban Sound Garden [30] and the Tacti-
cal Sound Garden [28] are two examples.

When designing for mobile usage, the context in which the
application or device is used will impact drastically on the
user experience. To cover this explicitly, the concept of “sit-
uation induced disabilities” has been introduced [26, 27].
When an augmented reality application is intended to be used
“on the go” it is clear that one situation induced disability is
the difficulty looking at and attending to the screen (since you
have to attend to/look at your environment in order to avoid
obstacles, people etc). Not attending to your environment
may even be dangerous [31]. Despite this, the bulk of mo-
bile augmented reality applications developed rely primarily
on screen-based presentations. That this is not unproblem-
atic is exemplified by [2] where the authors report “Paradox-
ically the game encourages looking at the screen more than
the surroundings”. Even “Backseat playground” [1] which
makes use of audio for most of its interaction use on-screen
visual elements for feedback, and the authors report that this
drew the eyes of its users towards the screen rather than to
the surrounding environment. Another problem often occur-
ring in visual augmented reality is the difficulty of having a
smooth juxtaposition of virtual elements on the real world im-
age. GPS, compass and other sensor inaccuracies causes the
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virtual parts of the image to move around in an unconvincing
way [2, 31].

Concerning mobile observation, there has been a number of
evaluations done in the wild or in the field, outside of the con-
trolled laboratory, in mobile contexts of use. Diverse methods
have been described for example in [14]. Their pros and cons
are worth taking into account when choosing a method of
evaluation. Direct observation by following the participants
is a way to see what really happens, and let the observer get a
full sense of the meaningful events during the test. However,
the observer’s presence can disturb the users and a human ob-
server can miss quite a lot of what is really happening. Log-
ging and recording, to recreate the experience later on can be
used as in [8]. Those methods give a perfect but partial ren-
dering of the experience, and they still require a long time
to be analyzed afterwards, and much equipment and organi-
zation during the evaluation. Those methods, complemented
by traditional interviewing, would give a quite complete pic-
ture of the experience. Usually, a trade-off between available
equipment, participants and time need to be done in order to
get a good understanding while keeping the evaluation man-
ageable. It has been shown that It’s worth the hassle [19].

DESCRIPTION OF THE LUND TIME MACHINE
The “Lund Time Machine” (LTM) is a tourist guide applica-
tion developed for Android 2.2. It uses GPS positioning and
compass orientation to guide a tourist along a trail by tac-
tile guiding (vibrations), and displays relevant information at
the points of interest. The information given is of the kind
a human tourist guide could tell about specific points of in-
terest in a city. During navigation, one tab with a map of
all points (Figure 1, left picture) and another with the list of
points was displayed. The current distance to the points was
also displayed for each point in the list. When arriving within
15 meters of a point of interest, an information screen was
displayed and a sound file with recorded speech was played
automatically. A picture of the place was also displayed on
the screen (Figure 1, right). Along the trail, ambient sound
sources were played back at specified locations. At some of
the points of interest, users could choose to answer a multiple
choice question. The questions were related to the place and
the results were given at the end of the trail.

By using the mobile phone as a scanner (pointing with it
in different directions), the participant will get feedback in
which direction to walk. When the phone is pointing in the
direction of the next point of interest, within an angle of 60
degrees as recommended in [15], the phone vibrates with 3
short bursts. As the user gets closer to the target, the pulse
trains of 3 bursts are repeated more often. The pattern of 3
bursts is always played until its end, to avoid getting border-
line effects when exiting the 60 degree target angle. The pat-
tern starts anew when the user goes outside the target angle
and then re-enters it again. The calculations of the frequency
of bursts is based on the actual distance to target, but also on a
distance zone, so that the frequency increase in part becomes
“stepwise” (see Figure 2). The vibration pattern design was
iteratively and systematically evaluated before the contextual
evaluation reported here.

Figure 1: Screen shots from the tourist guide

Figure 2: Haptic patterns and distance zones

An alternative guiding behavior can be chosen by the user:
the tourist guide incorporates an audio Geiger, that plays
sounds with different timbre and volume, as is described in
[16]. To let the users benefit fully of the ambient sound, only
the vibration Geiger (described more fully in [29] was used
during the reported evaluation.

Sound Windows from the Past
In this application, the main purpose of the location based
sounds was to communicate context. The sounds that could
be heard were like “open windows from the past” being sound
clips with sounds that could have been heard at this location
in the past. On the medieval market place, the user would hear
animal sounds; when passing by a house, where in medieval
times there was a pub, pub noise and music could be heard.
In the streets, different horse and carriage sounds would be
heard. The sounds were played back in mono, but were loca-
tion based, which meant that they would increase in volume
when nearing the sound window. Playback in mono was de-
liberately chosen, to allow users to use only one earphone,
and to possibly lessen sound artifacts from GPS instability.
The volume increased from 0% at a radius of 10 meters from
the GPS location in the archaeological site and 30 meters in
the city to 100% at a radius of 6 meters.
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METHODOLOGY OF THE STUDY
The evaluation was carried out in multiple steps. As a first
proof-of-concept, informal tests were conducted in the area
near the lab in the late stages of development where at least
5 different persons were involved in the tests. Then, three pi-
lot tests were conducted in the city center of Lund. The final
evaluation took place in the city center in Lund, where the
participants walked one of two trails or on an archaeological
excavation site from Viking times – Uppakra,˚ which lies just
south of Lund. In the first location, the participants were 6
elderly persons (68 to 74 years), and 2 visual impairment ex-
perts, one of whom had a visual impairment. On the second
location 5 elderly persons (67 to 78 years) and a school class
of 24 10-year-old children were involved. For each test, the
participants were given an introduction to the demonstrator.
The participants were instructed how to use the demonstrator,
by scanning, following the vibrations and answering ques-
tions (see description of demonstrator above). The users had
a phone each (in all cases but the test with the school children,
where they were walking in pairs), and earphones to hear the
sound clearly.

Activity Theory in Evaluation Procedure
To guide the observations and strengthen the rigor of the anal-
ysis, we decided to make use of the activity theory frame-
work. Activity theory as described in [10] considers the hu-
man action in the context of his or her interactions with the
surrounding world and the other humans. When acting to-
wards a goal, the person is mediating his or her action with
artifacts or elements of the world, as well as with other hu-
mans.

Usually when evaluating interaction, the focus is on the de-
vice and how the user interacts with the device. Since what
users do in a concrete activity is not limited to the interac-
tion with the device, we tried to take the interactions with the
surrounding world and the human context into account. The
evaluation had as one of its aim to apply activity theory into
the iterative design and evaluation of our navigation applica-
tion. To achieve this, The Activity Diamond [5] was used as a
conceptual model when designing the research activities and
later on as an analytical construct guiding the analysis of the
results.

The Activity Diamond is a conceptual model that portrays a
human activity system [3], where the subject-object relation
is mediated and thus influenced by the artifactual, natural, and
human environments. The model is based on four interre-
lated sets of factors and is situated in time and place. Con-
ceptually, the Activity Diamond captures an activity system
that is changing and developing over time. This means that
it can cover both historical development and instantaneous
snapshots of an activity system.

The four sets of factors are:

1. The subject in the model, which is often an acting individ-
ual, but can also be a group of people such as a family. In
our case, the subject was a test participant.

2. The object of an activity, which is related to the will and
needs of the subject. It is determined by the motive behind

Figure 3: The Activity Diamond : The participant’s activity
mediated by human and artifactual environments

the activity [10], such as getting better grades, learning
to read, or developing and producing a multimodal tourist
guide. In our study, the motive was slightly artificial for
the participants, and differed between several of them. The
envisioned activity was to follow a guided tour with the de-
vice. As a real guided tour, the users would follow a trail
and get information on points of interest along the way.

It is possible to distinguish a hierarchical structure in hu-
man activity: “Activities are composed of actions, which
are, in turn, composed of operations. These three levels
correspond, respectively, to the motive, goals, and condi-
tions.” (figure 3.4 p.64 in [10]) We did not enforce a mo-
tive, but the participants were all given the same goal - to
follow the trail and get information at the points of inter-
ests. This sequence of actions was assumed to be the same
for real tourists in Lund, whatever their motives might be.
The hypothesis was that with several people having a com-
mon goal, it was possible to evaluate how the device can
be adapted to better mediate the interaction with the envi-
ronment, in a way that was adaptable to different motives.

3. The artifactual and natural environment, which con-
sists of material and immaterial artifacts and nature. Arti-
facts are everything human-made, such as computers, lan-
guages, symbols, legislation, along with their respective af-
fordances [20], and resistances (i.e., the ways in which the
artifact may enhance or impede functioning). An example
of a factor in the natural environment is sunshine, which
sometimes can make it hard to see what is on the screen of
a computer or phone. A busy street environment that peo-
ple have to attend to, as well as points of interest, are also
part of the artifactual and natural environment. The impact
of the artifactual and natural environment is described in
more detail in the result section.

4. The human environment, which is the people or groups
of people influencing the activity at hand: family, personal
assistants, work colleagues; larger sectors of the population
that are involved in or otherwise affect attitudes, norms,
and expectations associated with an activity. Here, the hu-
man environment consisted of the other participants, the
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Figure 4: Testing at the archaeological site in Uppakra˚

observer and the other people wandering in the city. Con-
sidering the whole activity required to observe not only the
interaction with the device, as is often the focus in such
an evaluation, but also what happened around it in the real
world. We thus chose to conduct the evaluation in a real
environment with a diversity of users, so that the actions of
the users were as similar as possible to the targeted tourist
experience.

Town and Field, Real-Life Context
The evaluation took place in context. The Lund city envi-
ronment is a small scale city, with a medieval city center.
The tests were carried out during the day in a normal busy
city environment. Cars and people were passing by, forcing
the participants to pay attention to their surroundings. In the
second site, Uppakra,˚ there was on the contrary no distrac-
tion, except the other participants. There were no remains in
the field, and the participants could only discover the points
of interest through the device that was handed to them. The
content of the tourist guide in both cases – historical city and
archaeological finds – had been collected and narrated by ar-
chaeologists.

The content consisted of 2 different city trails based on sculp-
tures as points of interest, and the historical information about
people or places connected to this sculpture. By choosing less
prominent sights, also test participants living in Lund could
discover something new. In the archaeology field, only one
trail was created, with a collection of finds.

Observation and Recording
During the test, one observer followed the participants, part
as a technical support, while also ensuring the safety of the
participants, in case the device use would have made them
unaware of the surroundings. The main task was to observe
the participants and what happened during the interaction, as
well as to do the video-recording. During the trail following,
various recording occurred. In the city evaluation, the partic-
ipants were walking either alone or in pairs. The participants
were video filmed from a distance and the conversation be-
tween participants was recorded. The participants were asked
to walk in pairs in order to get natural “think aloud” from
their conversation. In the field evaluation (Uppakra),˚ the par-
ticipants did not get audio-recorded, because the group was
too large. Usually three to six participants would walk in the
field at the same time, making it difficult to follow each one

individually. In those cases, the interviews were most helpful
to gain insights into the participants’ experience. The main
observations gathered from in-person observation as well as
video and audio recording are described in the results.

Interviews
The interviews were conducted after the evaluation in
Swedish. The quotes reproduced here are translated by the
authors. The interviews always started with a NASA RTLX
subjective workload rating (without pairwise comparisons)
[4, 18]. As the navigation method (scanning with the mo-
bile phone) was new to participants, it was used as a measure
to assess whether users experienced a high amount of cog-
nitive load or annoyance using it. A questionnaire, designed
to determine the visual, hearing and mobility abilities of the
participants, as well as their previous experience with smart-
phones and GPS devices was also issued. If time allowed,
a Santa Barbara Sense of Direction Scale (SBSOD) [6] was
answered by participants, in order to get a more precise rat-
ing of their sense of direction. The main interview consisted
in structured and semi-structured questions to elicit partic-
ipants view on the tourist guide application. The different
user groups were asked the same set of basic questions, but
the elderly user group had a more detailed interview, as the
children were expected to tire faster. The common questions
were:

• What are your general/spontaneous comments to the tourist
guide?

• What (parts) were easy to use?
• What (parts) were hard to use?
• What was the one most difficult part to use?
• Is there anything you would like to add? What?
• Is there something you would want to remove? What?
• Did you experience any problems and how did you solve

them?

The additional questions for the elderly participants consisted
of qualitative questions, also asking them e.g. about how
much they focused on the surroundings compared to how
much they focused on the tourist guide application. An ad-
ditional question in the city was added, asking the user to
compare the Lund Time Machine with their previous experi-
ence of tourist trails with paper maps or tourist guides. Those
questions and specifically the comparison one were chosen
with the help of the Activity Checklist [11].

Due to slight differences in the set-up and the number of
questions, the three different user groups (8 in the city, 5 el-
derly in the archeology field and 24 children in the archeol-
ogy field), have been treated separately in the analysis. Ad-
ditionally, the recordings from the semi-structured interviews
were partially transcribed and used alongside the notes from
the interviewer to extract the most important subjective re-
sults. The observations from the observer together with the
video recordings were used to obtain a better understanding
of what happened during the trail. When the technical record-
ings allowed, the video from behind and the sound from the
participant’s speech were merged. In that way, the observer
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could reconstruct the dialogs of the participants while seeing
what happened. The reconstructed video was then analyzed
using Lignes de Temps [23] to mark important events in the
time-line. Those observations were correlated to the inter-
view results.

RESULTS
In this section we will present the results of our evaluation.
First we present the information on the test participants got-
ten through a detailed questionnaire, reflecting their diversity.
Then a section on the global results given by the inspiration
of Activity Theory that framed our analysis follows. After
this, the detailed results are given in several sections.

A Diversity of Users
The participants were asked to give some details about their
visual, hearing and sensory-motor abilities, as well as their
previous mobile phone and GPS usage. The scales were from
1 for normal ability to 4 or 5 for no ability (e.g. complete
blindness) As the guide was aimed at a diversified population,
the age span was deliberately chosen. The declared visual
ability of elderly people is to be contrasted with the declara-
tions of school-children. The sight decreases normally with
age, and some problems that seem to be normal when being
older might not be seen as vision problems, and thus still rated
under “full vision” by the older participants. When asked
about a rating of their vision, while answering the best item
“complete vision” one older participant stated: “It is quite
good, for my age.”

Participants Sense of Direction
In addition to the basic questionnaire, six out of the ten adult
participants filled in the Santa Barbara sense-of-direction
scale, and all of them were asked a single question about self-
assessment of their sense-of-direction.

Overall, people did not use the lowest ratings for their sense-
of-direction, but we find that the participants are quite well
distributed between the highest rating (very good sense-of-
direction) and the neutral rating (neither good nor bad). When
comparing these data to the requests for specific help (for
example routing) expressed in the interviews, no correlation
between routing preference and good/bad sense-of-direction
rating was found.

Activity Diamond Framing Results and Analysis
The observer and the video from behind enabled us to have
an understanding of what happens on a moment-to-moment
basis. It was possible during the analysis to look at the videos
and pick up moments when the participants made use of the
surrounding artifacts (for example the street names) to medi-
ate their actions toward the goal of following the trail. Activ-
ity theory was used during the analysis, in order to guide the
interpretation of the data.

The audio-recorded conversation of the participants, in the
case of the city evaluation, was especially helpful in under-
standing how participants used the human and artifactual en-
vironment to mediate their actions toward the goal, since they
would discuss about what they were currently doing or trying

Group 1 – Adults 2 – Schoolchildren

Gender 4 male - 40% – 6
female - 60%

9 male - 37.5% –
15 female - 62.5%

Average age 66.8 9.5
Age span 43 to 78 9 to 11
Highest com-
pleted educa-
tion (average
& spread)

From high school
to 4 years uni-
versity education.
Most had a spe-
cialized education
for their diverse
professions.

All in the same
school class. Pri-
mary education –
10 years-old.

Visual ability
(1 to 5 scale)

Mean 1.4 ; no
color blind

Mean 1.04 ; one
color blind

Hearing ability
(1 to 5 scale)

Mean 1.6 ; 60%
with musical exp.

Mean 1 ; 52%
with musical expe-
rience

Motor ability
(1 to 4 scale)

Mean 1.2 ; 90%
right-handed

Mean 1.13 ; 77%
right-handed

Mobile phone
experience

80% had one for
more than 2 years.
Half of those
had used touch
screens.

92% had a mo-
bile phone. Only
2 declared using a
touch screen.

GPS experi-
ence

60% never used a
GPS. Otherwise,
it was mainly
used for unknown
routes in cars.

71% never used
a GPS. Among
the other, it was
mainly used by
their parents in
cars.

Table 1: Demographic information of test participants

to do. For example, a participant who couldn’t read the ques-
tions and text on the screen repeatedly asked the accompany-
ing participant (human environment) to read to her what was
on the screen. In another case, a participant was pointing to
something, and the audio recording made possible to hear the
participant say the street name (artifactual environment) she
was pointing to, thus explaining what video alone could not
have.

The trails and content of the tourist guide was devised to ap-
peal to the participants, even if they were not regular tourists,
so that their experience could reflect more one of a tourist
in the activity of visiting than one of a test participant test-
ing an application or discovering a new technology. In most
of the cases, the interviews and observations showed that we
succeeded.

Participant 7 (adult in the city) : “I found out things I had no
idea about!”

Only two participants seem to have clearly had their main mo-
tive (driving their activity) to test the application. In one case,
this was reflected in their behavior by an increased scrutiny of
the application. This was obvious in the interview when the
participant had a tendency to answer not with their own ex-
perience, but with general statements. When asked about the
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importance of a component of the application, the participant
said :

Participant 4 (adult in the city) : So it is... for whom?
[. . . ]
Interviewer : It is always for you.
P4: It is always for me? Yes, for me... It is then not
so important. But I can see, for people- that there is an
advantage. It must not only be for me...

In another case, a participant, that had already discovered the
content earlier, walked the trail without stopping at any point
to listen to the information.

The users were also diverse in their previous experience with
GPS and smartphones, and were recruited mostly follow-
ing their age group (elderly people and school-children), so
that their motives could match more those of a diversity of
tourists. Unlike a guided tour with a guide, you could take
as long as needed and do the circuit independently, but you
could obviously not have a human interaction with its full
flexibility with a human guide. On the contrary, participant 8
(adult in the city) told us : ”You get the info without effort -
the guide tells you – like having a personal guide that you can
ask to repeat [. . . ] instead of rushing on to the next thing.”

Interaction Without Occlusion – Participants’ Focus
In visual augmented reality, the user needs to look at the
screen to get the additional information. An audio and tactile
modality lets the user interact more freely, since the device is
not a barrier between you and the world. Through both the in-
terview and the observation, we tried to get a sense of where
the focus of participants was directed, so that we could con-
firm this hypothesis about non-visual augmented reality. All
users but one expressed to have focus on the environment,
reflecting that the object of their activity was not mainly the
LTM. Here are quotes from two adult participants (P1 and P2)
in the city :

“I had time to look in the shop windows” / “I looked at the
ducks on the big square. And the alcoholics on the bench by
the art museum...”

Although one user (who unfortunately also suffered from
technical problems with the GPS) said:

P4 : “You focus quite a lot on the vibrations. If you walk
with a map you look around more to identify buildings on the
map – so you have to look around more than you did with the
vibrations... but at the same time you can think about other
things – I remembered that I had forgotten my library card...”

From the observer point of view, it was possible to see where
the participants directed their gaze. In Uppakra,˚ where the
environment was poor in content (a field of grass), the partic-
ipants had naturally more focus on the device. In the city en-
vironment, they were alternating between the screen and the
buildings and roads. At a POI most participants could look at
the real building when one was present. When in pairs, the
participants could also interact with each other while follow-
ing the vibrations. In the Figure 5, the participant was walk-
ing and he stopped to focus on a man-hole cover decorated as

(a) Man hole cover (b) Participants walking

Figure 5: User focusing on an element of the real environment

Figure 6: User holding the phone lightly and pointing

a Swedish coin. This was not at all something mentioned in
the application, and this focus was a spontaneous observation
made by the participant. Some participants would rely more
on the environment than on the guiding vibrations. One par-
ticipant even walked along the street in a wrong direction for
one or two minutes before changing and coming back after
checking the vibrating angle with the device.

Some users focused more on the screen than expected. One
user particularly used the written distance information to un-
derstand better if she was nearing the target or not. De-
spite the guiding voice, which read exactly the text on the
screen, some users preferred to read themselves also. The in-
terviews gave us a more global view on this matter. When
asked directly, all except one of the participants in the city-
environment evaluation answered that their focus was equally
on the device and the surroundings or more on the surround-
ings (and other people) as opposed to focus on the device.
Participant 2 (adult in the city) stated clearly : “The vibra-
tions allowed you to look around.”

Trail Following through Vibration
The participants could all follow the trail and complete the
visit of all the points of interest. In the archaeological site, the
participants could only rely on the vibrations. In the city inter-
views, when asked about the easiest to use parts of the appli-
cation, the vibrations were cited by all participants. Overall in
the interviews, the participants rated the vibrations to be both
very important and fun or easy to use. The additional ques-
tion on comparison of the same activity without the LTM also
elicited interesting comments, this question was specifically
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formulated because we focused the evaluation on a tourist ac-
tivity. Here are some quotes from the adult participants in the
city :

(P5) “It was easy to find the direction” / (P7) “The vibration
guiding was practical – and pleasurable” / (P1) “The vibra-
tions felt good... in Lund it feels natural to point like this.” /
(P2) “If you turn a paper map upside down you will walk in
the wrong direction. A paper map doesn’t vibrate. [to show
you where to go]“ / (P1) “Good if you are alone in an un-
known city - more discreet than a big paper map.”

Only one participant found the vibrations of less importance,
but she felt the distance coding was appropriate. (P4) “It
”burns” when you are near. (it is) good.”

The in-context field evaluations of the LTM demonstrator
took between 10 minutes and 45 minutes for the completion
of the tourist trail. The time differences are explained in part
by the fact that the tracks were different in length. Another
factor for the difference in time is the length between two
points, and the varying time spent listening to information
and answering questions at the points of interest.

Sound Windows
The reception of ambient sounds was also positive, although
seen as less important than the vibrations :

(P1) “It was a little strange with all the animals.” / (P3) ”Cozy
sounds – nice to listen to! I liked the horse sounds.” / “I liked
that the sounds were so real – when I heard the cows I started
looking around to see where they were...”

Some felt the historical dimension of the sounds :

(P8) “You feel a bit as if you are moved to the middle ages” /
(P7-8) “The sounds are important for the experience. You get
a feeling of the history.”

Comments showed another rather important effect: the sound
windows could also be used to enhance the awareness of the
current reality:

(P7) “It was good there was horse [and carriages] sounds–
they reminded me that there could be traffic”

Those comments show a working mediation through the LTM
toward the enjoyment of a medieval Lund tourist experience.

Low Effort/Cognitive Load
To assess the level of cognitive load and general effort re-
quired by this type of navigation, we asked the participants
to rate their effort through a NASA-TLX test, with a 7-point
scale (from low = 1 to high = 7). All tests were given within
15 minutes of the actual walking with the phones.

The tests were given just after the evaluations in the center
city. On the field, it was not possible to fill them in between
the two tested applications. The adults were asked to distin-
guish their answers to relate only to the Lund Time Machine
evaluation, and thus given two NASA-TLX tests. The chil-
dren were asked the questions for the two evaluations as a
whole, rating the effort for the global experience.

Figure 7: NASA-TLX aggregated answers

The performance question was reversed (indicated by * in
figure 7), but the mean takes this into account. The mean
adapted to a 100-scale is of 32.73 for the schoolchildren and
of 26.37 for the adults. Globally, the values indicate a low
demand related to the time dedicated to the demonstrator use.
This low effort can be correlated with the possibility to fo-
cus on the environment, which both indicates that the Lund
Time Machine enables to be guided with less effort and more
freedom to explore the surroundings.

Some comments also confirm this: (P2) “I didn’t think it was
hard at all.” / (P3) “This was just fun!”

Possible Improvements
Directions and Routing
In the Lund Time Machine, the direction to follow is given
without routing, as the crow flies, to the next point of interest.
This means that in a constructed environment, the LTM vi-
brations might guide you toward a wall, part of the artifactual
and natural environment.

In the city environment evaluations, we have observed two
different reactions toward the guiding behavior :

P8 : You had to think one step further – aha – it may
be on the other side of the house. You feel the impulses
pointing you in a direction, but when you look there is a
wall.

P7 : No, I had no problems with that – I am used to think
around corners.

Some people will naturally go around the buildings that are
in the way, having no problems understanding the given di-
rections. This kind of guiding allows the participants to walk
different routes to reach the same points, encouraging free
exploration of the city.

For some other participants, this lack of routing was seen as
a difficulty. In several occasions, the participants would walk
as close to the wall as possible, before turning to the observer
and ask for what to do - thus taking advantage of the me-
diation through the human environment. Maybe embedding
the distance information in the LTM might have helped here,
since repeating that the target might be far away and that it
was possible to go around buildings seemed enough to help
the participants to continue walking in those cases. Obvi-
ously, this problem doesn’t appear in an empty field.
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Figure 8: Seeking shade to read screen

Soft Keys and Touch Screen Interaction Problems
The reactions to the screen interaction were a little different
for the two different age groups. The school-children rated
the use of buttons and the information on screen as both im-
portant and satisfying, positioning them just behind the vibra-
tions in terms of preference.

For the elderly, the screen interaction revealed several diffi-
culties. The most frequent comment was that the text pre-
sented on screen was too small. Usually it was also read
aloud, but the questions were only displayed on screen, and
were identified as one non-accessible element.

We were using a Nexus One with Android 2.2.1. When con-
fronted with a dry environment, pressing and clicking the but-
tons seemed to become harder: (P1) “The screen was not very
responsive”. The problem was exacerbated with the group
of elderly persons. The soft buttons below the screen were
also problematic, because they were too close to buttons on
screen, and were not giving feedback when pressed by mis-
take, which lead to unexpected changes of focus outside of
the application. Getting back from this was not always easy:
(P7) “The back button is not obvious, if you are not used to
it.”

We took care to note the features of the natural and artifac-
tual environment that could be influence the activity. Most
tests were conducted in a very sunny weather natural envi-
ronment). Some participants had difficulties : (P8) “To read
on the screen was hard – I had to go and stand in the shade”
(Figure 8).

However, some users seemed to like to read on the screen,
also while listening to the text. For example: (P2) “The im-
ages were quite important when you were unfamiliar with the
place”. The users used it: (P1) “I looked at the screen to com-
pare the images to the houses.”

DISCUSSION
The main non-visual interface components (the vibration in-
teraction and the sound windows) proved to be both usable
and satisfactory to the majority of the users. Although the us-
ing a pointing gesture in combination with vibration feedback
is not new [24, 25, 22, 12] the distance coding was novel –

and the results of the test shows that not only direction but
also distance is important.

For the elderly group, the use of the touch screen was the
main problem, but they could still follow the guide and get
access to the historical and cultural information within the
guide. Taking into account the different preferences by users,
this calls for a stricter adherence to the cross-modal ideal.
One the one hand, we need to communicate that the product
is usable without the screen, while making all parts of the ap-
plication usable through gestures, audio and vibrations. On
the other hand, we would also need to redesign to make use
of the screen in the best possible way, allowing users to zoom
and scroll text and pictures and to use good contrast. Varying
the placement of application specific buttons to avoid acci-
dental soft key activation may also be one way of improving
the functionality.

Half of the participants in the city requested routing as an
addition to the application. At the same time there are partic-
ipants who prefer to explore and discover alternative routes -
there are after all users who do not like to use a GPS because
it is “no challenge” (as one person said in the interviews). We
interpret this as a sign that both possibilities should be made
available to the user. An intermediated position could also be
to design the trails using so called “via-points” without his-
torical information. Displaying the distance information in a
more obvious way – maybe by speech - could also help.

Most of our users were able to keep their focus on the envi-
ronment – in contrast with [2] our users are looking at ducks,
houses, manhole covers, alcoholics etc. Although the screen
is still useful, our results indicate that anyone interested in
enhancing (and not occluding) the reality needs to carefully
consider which modalities to use. One unexpected effect was
the fact that the sound windows also could be used to alert
users to current day dangers (such as traffic) – this is some-
thing which should be considered explicitly in future designs.

Another positive result from using sound windows is that
these are less sensitive to signal jitter/disturbances. In con-
trast with [31, 2] we had no complains about jumping virtual
elements.

When observing how the users relied on the outside envi-
ronment to follow the trail, we noticed that some users were
focusing on specific information like the street signs around
them. One aim of this application was to be more accessible
for visually-impaired people. Integrating the elements that
are not visible to them in the world – like street signs, high
buildings in the far as point of reference – could give them
this missing information that has been useful for users in the
present evaluation.

In this evaluation, an activity theoretical approach through
the Activity Diamond was used to coherently analyze the
human, computer-mediated, interaction taking place in the
participants’ real-world human, artifactual and natural envi-
ronments. Activity theory has been largely and fruitfully
applied to the domain of Computer Supported Cooperative
Work (CSCW) (p.85 in [10]), but to a lesser degree in other
domains of Human-Computer Interaction. Our results show
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that it is a framework also useful for the design and analysis
also of augmented reality applications.

Although we took steps to ensure that the participants’ would
have motives close to those of real tourists, the envisioned
motive of visiting the town as a tourist was slightly artificial
for our users. In a future study, we would aim at taking real
tourists maybe from the tourist office, who already have this
motive, and propose to them to test our application while do-
ing as they had planned.

CONCLUSION
The interaction method using scanning and pointing to navi-
gate proved useful to follow the trail while still enjoying the
tour. We add to the previous work [24, 25, 22, 12] by provid-
ing a vibration coding that gives both direction and distance
information.

The Lund Time Machine was successfully used to guide users
in their navigation in both a town and field environment,
enabling the users to enjoy an augmented city environment
without too much distraction from the device (in contrast with
[2]). Looking at our results we suggest that for interaction “on
the go” the kind of non-visual designs we have tested are par-
ticularly useful and that on screen elements are more suited
for interaction where the user is standing or sitting (as is indi-
cated by users having to go to specific locations to be able to
read on the screen at all). We hope our results will encourage
a more wide spread use of non-visual interaction within the
augmented reality community.

The results indicate that activity theory is a useful framework
also outside of the cooperative domain – and suggest that it
is fruitful for the design and analysis of augmented reality
applications, where there is a need to consider real-world hu-
man, artifactual and natural environments. Other elements of
the interaction have been identified through the activity-based
evaluation as sources of improvement. We see that both rout-
ing and “as the crow flies” has advantages – and suggest that
future tourist applications allow users to choose. Other ele-
ments that support the interaction in the real world, like street
names, could also be considered.

Our issues with the touch screen finally, shows that possi-
ble alternative modes of input should be made available. The
application implements some limited gesture recognition (al-
lowing users to shake the device to press the “next button”),
but this should be extended in future versions of the applica-
tion and is something that needs to be considered by anyone
designing for a wider range of users.
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Abstract. This paper describes the vibrationnal feedback that was cho-
sen for the guiding interaction part of the Lund Time Machine applica-
tion. This tourist guide provides information on points of interests along
a trail, and guides the user along it. The interface uses audio and tactile
modalities to be accessible in situations where the visual channel is not
available. To navigate to the next goal, the user scans around and feels
the phone vibrating in the correct direction. The distance coding was
embedded in the directional feedback by making the bursts more fre-
quent when getting closer to the goal. The design was first evaluated in
a controlled study and then validated as usable and non-obtrusive within
an evaluation in the real context of use.

1 Introduction

In mobile situations, looking at the screen is not always feasible. Providing an
interaction relying on audio and tactile modalities enables the pedestrian to
continue the interaction “on the go”, when vision is required to attend to the rest
of the environment. It also gives a more accessible solution for people with visual
impairments. The Lund Time Machine is an application that guides tourists
along a historical trail, while letting them experience sounds from the past. This
paper reports the choice of vibration feedback for the guiding interaction.

2 State of the Art

2.1 Non-visual Guiding

Current navigation systems in mobile phones are based on screen interaction.
The user is usually expected to look at the map to find where to go (e.g. Google
Maps). The interest in non-visual modalities to guide navigation is increasing
in the research community, explained in part by the need to reduce the load
on visual attention in mobile situations [9]. Several systems have been devised
using sound as guidance. An early attempt was the Audio GPS [2]. The Swan
project [19] gives auditory feedback about routes and contexts aimed at visually
impaired people. The ONTRACK [3] system uses 3D audio and music to guide
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2.2 Distance Coding

In our design we wanted to be able to code not only direction, but also distance
into the vibration feedback in an intuitive way. Using a vibration motor one
basically has two parameters that can be manipulated: pulse length and off
time. In [7], a constant pulse length of 50ms is used, and the distance coding has
shorter off times for closer distance. The work in [7] is focused on discrimination
– the assumption that shorter off time maps to short distance is not tested. The
same assumption is made in [16,17] where it is assumed that shorter pulses should
be given nearer the goal (although it is also recognized that when one is far away
and needs to select a new direction it is important to get pulses often enough).
Furthermore, these studies test walking speed, and not intuitiveness. In [11],
rhythm based, duration based and intensity based encodings are explored. For
the rhythm based coding the number of pulses indicates distance – more pulses
mean further away. In the duration based coding, stimulus duration is coded
so that longer stimuli map to longer distances, while in the intensity based
coding, stronger stimuli are mapped to closer distances. This study reports on
the perceived simplicity of judging the distance for the different mappings, but
participants were able to learn the patterns so first impressions on intuitiveness
were not recorded. In [1], rhythm, intensity and duration are again investigated.
The study designs were based on a pilot study with one participant who indicated
that she got stronger sensations with fewer pulses (opposite to the designs in
e.g. [7]). Thus all designs in [1] have few pulses at close distance. Since we
wanted to include the distance in the feedback given to the user and there seems
to be no clear recommendation for what is intuitive, we decided to do a simple
test where we included both the mapping we thought intuitive as well as the
opposite.

3 Description of the Lund Time Machine Interaction

The “Lund Time Machine” (LTM) is a tourist guide application developed for
Android 2.2. It uses GPS positioning and compass orientation to guide a tourist
along a trail by tactile guiding (vibrations), and displays relevant information at

the user, while Soundcrumbs [5] uses chosen audio tracks of varying volume
according to the user’s phone bearing. Audio Bubbles [8] gives auditory feedback
about nearby landmarks. Others have explored vibrations to convey information.
Sweep-Shake [12] for example uses vibration feedback instead to let users get
information on points of interest close-by. It was then evolved to support users’
navigation as described in “I did it my way” [13]. The Tactile Wayfinder [10]
explores the use of a vibrating belt to give directional information. PointNav [4]
gives both orientation and navigation support through vibrations and speech
feedback. For more exploratory navigation, different kinds of soundscapes have
been created by communities or artists. The Urban Sound Garden [18] and the
Tactical Sound Garden [14] are two examples.
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the points of interest. The spoken information played when arriving within 15 me-
ters of those points is of the kind a human tourist guide could tell about interesting
locations in the city. An image and the spoken text are also displayed onscreen.
Questions about the point of interest can also be displayed and answered at some
points of interests. During navigation, medieval sounds are played to enhance the
experience around chosen locations, such as animal sounds at the medieval market
place or bells at the place where a church once existed. The guidance in itself is
based on a scanning interaction. When the tourist points the phone in the direc-
tion of the next goal, it vibrates. The angle within which the succession of 3 short
bursts are played around the target direction is 60 degrees, as recommended in [6].
The distance as well as the list of points and a map were displayed onscreen dur-
ing the navigation, but we also wanted to embed some distance information in the
vibration feedback pattern.

3.1 Distance Coding Study

In order to test different ways of coding the distance using vibration patterns, we
implemented a prototype on a Windows Mobile phone (Sony Ericsson Xperia)
which allowed users to scan the area around them to locate two different objects.
These areas were put at different distances, and the task was simply to tell the
test leader which of the objects they intuitively thought was closest (the locations
used were fixed using a fake GPS position and all test persons experienced the
same position relative to the objects).

Fig. 1. Patterns used in the study for the vibrations’ activation signal

In the first part of our study we tested a design where the period was kept
constant and the pulse length varied (the short pulse was at 40ms and the long
pulse at 800ms). Thirteen users performed this test (7 women and 6 men, ages:
14, 16, 27, 37, 42, 42, 43, 48, 50, 53, 54, 60, 65). Twelve of the 13 users thought
the longer pulse (case B in fig. 1) corresponded to a closer object. The argument
given spontaneously by many of these test people was that the longer pulses felt
more intense and thus they were felt to correspond to a closer object. One user
disagreed, and said the opposite with the motivation that the shorter pulses felt
“blocked out” and thus the object had to be close to block out the pulses. In the
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second part of this study, the on time was kept constant (40ms) and the period
varied (short period 100ms and long period 900ms). Twelve users performed
this test (8 women and 4 men, ages 14, 20, 21, 38, 42, 43, 48, 50, 53, 53, 62,
78). All 12 users agreed that a shorter period (case C in fig. 1) corresponded
to closer distances (the person who had disagreed with the majority in the first
test also participated in the second test). These results are significant (t-test,
p<0.001). We took care to include persons with and without a science/technical
background in the study.

This study provides what we feel is a good indication for the mappings:

– Longer pulses (with a constant period) should be mapped to closer distances.
– Shorter periods (with constant pulse length) should be mapped to closer

distances.

For the Lund Time Machine we decided to go with a design where the pulse
length did not change with distance – and decided to vary the time between
pulses (period) as the distance changed. This is shown in Figure 2. Three bursts
are played when the phone is pointed in the direction of the next goal. As the
user gets closer to the target, the pulse trains of 3 bursts are repeated more often.
The pattern of 3 bursts is always played until its end, to avoid getting borderline
effects when exiting the 60 degree target angle. The pattern starts anew when
the user goes outside the target angle and then re-enters it. The calculations of
the frequency of bursts is based on the actual distance to target, but also on a
distance zone, so that the frequency increase in part becomes stepwise.

3.2 Lund Time Machine Tourist Guide Evaluation

Fig. 2. Haptic patterns and distance zones

This design was used during the following global evaluation of the Lund Time
Machine tourist guide involving 10 adults and 24 children. This evaluation is
reported in more details in [15]. This evaluation highlighted the possibility of
focusing on the city environment while being guided toward the points of inter-
ests. All users could reach the points using the guiding interaction proposed by
the Lund Time Machine.

The distance coding received positive feedback. Most of the users noticed that
the vibrations where more frequent when approaching a goal. One participant
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confirmed that the distance coding felt appropriate because it felt like “burning”
when getting near the target.

4 Discussion and Conclusion

Our results agree with the designs used in [7,16], while they disagree with some of
the mappings in [1,11]. In [11], shorter tactile stimuli are used at closer distances
(opposite to our recommendation), while the recommendation for longer pulses
agrees with two of the designs in [1]. In contrast, the recommendation for shorter
periods closer to the object does not agree with the designs used in [1]. There is
obviously room for more advanced designs with pulse trains for example, but if
one wants intuitive designs these mappings should preferably not be mixed (as
they would be if one has long pulses and periods at close distances and short
pulses and periods at long distances [1]).

The design pattern presented here and choosen for use in the tourist guide
consists of a vibration in three bursts that is more frequently repeated as the
distance shortens. Embedded in the directional feedback, this design proved to
be natural and non-obtrusive in the tourist guide context of use.

Acknowledgments. The authors are grateful to the European Commission
which co-funds the IP HaptiMap (FP7-ICT- 224675). We also want to thank
VINNOVA for additional support.
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ABSTRACT 
In the present paper we report on the design decisions and 
the field test results of an inclusive mobile tourist guide 
app, the Time Machine. The historical information is 
conveyed by sound and the navigation information by 
haptics, while the app can be controlled eyes-free by a 
combination of on-screen and free-form gestures. To 
emphasize the eyes-free use, 9 of 11 test users recruited had 
severe visual impairment or blindness. The field test results 
show that users find that the Time Machine is fun, 
stimulating and usable, but also provide valuable
information for future designers of inclusive apps / location 
based services. We argue that the Time Machine provides 
an exemplar of how one can design inclusively in a way 
that benefits both users who are sighted and users who have 
a visual impairment. 
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Inclusive, mobile, interaction, haptic, audio, augmented 
reality, navigation, tourism, user experience, gesture. 
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INTRODUCTION 
The small screen on mobile devices poses problems both in 
perceiving the information from a small visual source, but 
also in keeping focus on the environment instead of on the 
mobile screen [6]. By making better use of additional (non-
visual) modalities, it is possible to create applications where 
the user can keep attention on the environment even when 
being “on the go”. This approach opens the door for more 
inclusive designs – more use of the non-visual modalities 
has the potential of allowing users with visual impairments 

to use the same applications as everyone else. Even though 
special solutions (like the Trekker) exist, many persons 
with visual impairments want to be able to use the same 
technology as everybody else. As screen-readers improve, 
this goal becomes easier to reach for standard interfaces. 
Visually demanding designs (like visual augmented reality) 
are still a challenge. From the designer perspective 
accessibility/inclusion is often seen as unattractive, boring 
and requiring extra work [10]. Thus, there is a need for 
more accessible designs for the visually demanding type of 
interaction – as well as design examples showing that it is 
indeed possible to create cool and more inclusive 
experiences. In the present paper we describe an inclusive 
tourist application, The Time Machine, that allows users to 
explore an environment or be guided to a point while 
experiencing virtual sounds and get information (visual and 
auditory) when reaching key locations in the environment. 
The application also supports guidance along a trail [28], 
but the explorative part of the application is the focus of the 
current paper. We report the application design and test 
results from evaluations in a city environment, extending 
the preliminary results presented in [22]. The reported study 
had several purposes: firstly we wanted to test if the 
interaction designs we had previously tested with  24 ten 
year old sighted children and 10 adults (age 43-78) in [28] 
would be seen to work also for persons with severe visual 
impairments. Secondly we wanted to use the test occasion 
to explore the possibilities offered by the newly introduced 
explorative part of the application. Given that previous 
studies [28] had indicated potential problems with directing 
participants towards the goal “as the crow flies” we 
additionally decided to include the possibility to get routed 
trail directions into the tested functionality. 

RELATED WORK 
When an augmented reality application is intended to be 
used “on the go” it is clear that the looking at and attending 
to the screen is a problem since you have to attend to/look 
at your environment in order to avoid obstacles, people etc. 
Despite this, the bulk of mobile augmented reality 
applications developed rely primarily on screen-based 
presentations. That this is not unproblematic is exemplified 
by [4] where the authors report “Paradoxically the game 
encourages looking at the screen more than the
surroundings”. Even “Backseat playground” [2] which 
makes use of audio for most of its interaction use on-screen 
visual elements for feedback, and the authors report that 
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this drew the eyes of its users towards the screen rather than 
to the surrounding environment. Another problem often 
occurring in visual augmented reality is the difficulty of 
having a smooth juxtaposition of virtual elements on the 
real world image. GPS, compass and other sensor
inaccuracies cause the virtual parts of the image to move 
around in an unconvincing way [4, 31].   

 

When the aim is to put less strain on the visual channel, the 
baseline is to look at navigation systems for pedestrians 
with blindness or severe visual impairments. The Time 
Machine is not a navigation system per se; it is a tourist 
guide with an element of wayfinding in it. Some design 
considerations, for example the route display of different 
wayfinding systems are still relevant. There are for example 
the traditional commercial systems, like the TREKKER or 
the Sendero GPS system with BrailleNote, which can give 
navigation information in speech or in Braille [25].  These 
have typically specialized hardware that is tailored for non-
visual use (like Braille) and are unsuitable for making an 
inclusive / universal design solution. Accessible mobile 
navigation apps, for example Blindsquare and Ariadne GPS 
also deliver navigation information in speech [3, 1].  
 
The interest in non-visual modalities supporting mainstream 
pedestrian navigation is increasing in the research
community, explained in part by the need to reduce the load 
on visual attention in mobile situations [18]. Several
systems have been devised using non-speech sound as 
guidance. An early attempt was the AudioGPS [8]. The 
Swan project [32] gives auditory feedback about routes and 
context aimed for visually impaired persons. The
ONTRACK [9] system uses 3D audio and music to guide 
the user, while the Soundcrumbs [12] uses chosen audio 
tracks of varying volume according to the user’s phone 
bearing. PULSE [15]  spatialized auditory feedback to give 
the user not just information about an area, but also the 
“pulse” or “vibe”. The NiviNavi inclusive audio game for 
kids [14] showcases how trail-following can be made fun 
by using a combination of sound and gesture interaction 
with an intriguing story. 

 

 

 

In a navigation situation, tactile systems could potentially 
be more useful than audio based systems as they do not 
interfere with the user’s hearing, and thus, their attention to 
traffic, for example. In particular, visually impaired 
pedestrians additionally rely on ambient sound information 
about their environment to orient themselves. Gustafson-
Pearce et al. [7] compared a vibrotactile set-up with a single 
ear-piece headset, and showed that the vibrotactile set-up 
generated less user error than the audio set-up for simple 
navigation information.  
 
Several research projects on the usefulness of displaying 
navigation and/or directions information with a 
combination of pointing gestures and haptic feedback have 
been carried out. Sweep-Shake [23] uses vibration feedback 
to let users get information on close-by points of interest. It 

was then evolved to support users’ navigation as described 
in “I did it my way” [24]. The Tactile Wayfinder [19] 
explores the use of a vibrating belt to give directional 
information. PointNav [11] gives both orientation and 
navigation support through the combination of vibrations 
and speech feedback, and the original Time Machine [28] 
app lets the user choose between guiding information in 
speech, non-speech audio or vibration. In DigiGraff [16] it 
is explored how location based information can be used in a 
more social setting. Specific studies have also been made 
on how tactile information can provide both distance and 
directional information [27]. A more playful approach with 
“virtual digging” where users explore without guidance was 
used in the Virtual Excavator [17]. For more exploratory 
navigation, different kinds of soundscapes have been 
created, by communities or artists. The Urban Sound 
Garden [30] and the Tactical Sound Garden [26] are two 
examples. 

THE TIME MACHINE APPLICATION 
There are a couple of underlying assumptions that have 
directed the work, and thus, the design of the app and its 
interaction. One assumption is that if you have a visual 
impairment, you still want to use mainstream devices and 
mainstream apps. Another is that also sighted users can 
benefit from at less-visual interface. A third is that of 
Universal Design, which is connected to the first, but that 
underlines the fact that it should be natural to design apps in 
such a way that the broadest possible user group can use it 
as intended. The Time Machine is a mainstream app which 
people with very different visual abilities can use. This has 
had consequences for the design – some more complex 
visual elements like photos are included. The overall design 
philosophy has not been that the user experience should be 
exactly the same for all users – what we have strived for is 
to create a good overall experience for all target user 
groups.  

Figure 1. Free-form scanning gesture and on-screen distance 
filtering gesture 

The Time Machine is a virtual tourist guide. It allows for 
the following of pre-designed trails or lets the user choose 
freely between points of interest and be guided to them.  

Sound windows playing localized sounds are used to help 
global navigation and get a feeling for the history of the 
environment. These sounds can be cattle sounds to indicate 
the position of a historical cattle market, or the sound of 
monks singing where there was a monastery. In the present 
article, the free exploring function has been evaluated - 
more about the trail following can be read in [28].  
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To explore points of interest (POI) in the environments the 
user places a finger on the screen and uses free-form 
gestures to point the device in different compass directions 
(Figure 1). The POI that the user points at, as well as the 
distance to it, is read with text-to-speech. The information 
is also written on the screen. 

The scanning is only active when the finger is on the 
screen, and the placement on the screen determines the 
scanning range: 0-100m (bottom of screen), 100-300m 
(middle) and further away than 300m (top of screen), see 
figure 2. The “beam” of the torch is 30⁰ wide which is the 
smallest angle recommended in [13]. If several points are 
inside the beam the one closest to the center is spoken. 

 

Figure 2. Scanning concept in the explore mode. 

To select a point, the user lifts the finger from the screen 
when the desired point is spoken. This select-on-release 
interaction was used throughout the Time Machine app. A 
screen with two buttons is shown, see figure 3, from which 
the user can choose to be guided to the actual place or 
receive information about it.  

 

Figure 3. Screen dump of button screen (“Guide me” and 
“Show info”) and point of interest information screen 

When the guiding is invoked, the user performs a free-form 
scanning gesture to find the target direction to the POI 
(Figure 1). The correct direction will be indicated by 
vibration bursts in clusters of 3 that repeat more frequently 
as the user gets closer to the goal. Vibration is felt within an 

angle of 46⁰ (+/- 23⁰ from the line towards the goal [27]). 
The default guiding is by vibration. It is possible to select 
sound or speech for guiding in the settings menu. In the 
current test the default guiding (vibration) was used. 

When within 10 m from the POI the user will be considered 
to have arrived. This design was used to make the
application less sensitive to GPS inaccuracies. On arrival
the virtual guide will start talking about the location. This 
information is provided as recorded speech to add to the
experience. The text can also be read on-screen.  

 
 

 

The Time Machine app was implemented in Android, since 
it offered possibilities to make customized vibration
designs. The button interface was implemented as an
integrated haptic-audio interface, due to the, at the time, 
unfinished accessibility features of Android. It is similar to 
the iPhone Voice Over or the current Android Talkback and 
Kickback, but has one major difference. The design is 
based on the button design described in [11], which uses 
select-on-release instead of double-tap. This selection
design has the advantage of working both for sighted and 
visually impaired users – a sighted user can just press the 
button as usual to select it, while the visually impaired 
person can slide their finger over the screen and then lift the 
finger once they find the correct button. 

 
 

 

EVALUATION 
The evaluation took place in the medieval city centre of 
Lund. Participants carried out the evaluation by walking 
together with an accompanying person. This was done for 
two reasons: firstly, for the safety of the user with visual 
impairment, and secondly to aim for capturing conversation 
between the participant and the accompanying person about 
the usage of the application, rather than asking a single 
person to think aloud. Direct observation during test was 
carried out. The test was also documented by pictures taken 
by a SenseCam, hung on the participant. These pictures 
provided information about what the user was turned 
towards. We also used a dictaphone to record the 
surrounding sounds as well as the conversation between the 
participant and the accompanying person. The application 
itself logged variables like the GPS position and different 
states of the application. The points of interest were 
collected with the help of the archaeology department, the 
culture historical museum and the building preservation 
program in the city of Lund. The test task was to use the 
Time Machine app to scan around for points of interest (see 
figure 2), choose a point, and be guided to it. There were 34 
different points to choose from, and there were 46 sound 
windows scattered among the POIs. The phones used were 
SonyEricsson (now Sony) Xperia Neo and Arc. These were 
chosen because of the physical buttons for back, home and 
menu. 

An introduction was given to the participants about the 
Time Machine. This introduction was adapted to the user’s 
previous knowledge of smart phones. These instructions 
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were recorded in order to collect information about the 
improvement of the help section of the application, and also 
to document the learning process. Then, the user carried out 
two learning tasks, one to scan and choose a specified point 
and let themselves be guided to it, and another to scan and 
choose a specified historical location far away and examine 
the point information for this point. 

Half of the participants were given a phone configured with 
turn-by-turn routing. The routing employed was the adapted 
kind of routing that creates routes over open areas as well 
as in the road network. The other half of the participants 
were given a version with directions given “as the crow 
flies”. 

After the learning/training session, the participants explored 
freely, and were asked to chose and walk to at least 2 
different points of interest in the city. The final point after 
the 2 freely chosen ones was the place for re-union for the 
debriefing and interview. The test procedure in the city took 
approximately 1 hour for the introduction and actual test 
and between 1 and 1.5 hours for the post-test interviews and 
questionnaires. 

The post-test session consisted of a NASA RTLX workload 
questionnaire, demographic questions, a semi-structured 
interview and a word cloud exercise [29], aiming to capture 
the more subjective feelings toward the app. 

For the analysis of the test tasks, we combined observations 
during the test and listening to the audio recordings with 
using the ContextPlayer [21] to show the logged 
information as well as the SenseCam images.  In general 
the audio recordings provided the richest information, and 
the logs and images were used to check what was 
happening in case of uncertainty. This was particularly 
helpful when technical problems occurred, but also when 
analyzing the recordings from less talkative participants.  

The results presented in this paper are based on the analysis 
of the test tasks combined with the post test materials – 
NASA TLX, questionnaire, interview and word list. 

In total 11 persons tested the exploratory functions of the 
app. 9 of the participants had varying degrees of severe 
visual impairment/blindness and 3 in addition had hearing 
problems. All were cane users and two had guide dogs. 
During the test one of the guide dog users chose to use only 
the dog, while the other used only the cane. The remaining 
2 users were sighted, and one of them used a manual 
wheelchair. The ages of the test participants ranged from 42 
to 73 years old. 6 men and 5 women carried out the test. 

RESULTS  
All test persons except one succeeded with the tasks. The 
failure to complete was due to a technical error (the GPS in 
the phone stopped working completely) – and the records 
show that the test person had been able to use the system as 

intended both to explore and select points and follow the 
guidance, but when the GPS stopped working it was no 
longer possible to use the system.  

As was said also later in the interviews, all participants 
enjoyed the system. Spontaneous comments like  

“this was fun!”  

“I have to say this was good”  

were given. The easiest part of the system to use was the 
vibration guidance. The introduction was kept short because 
there was an overall constraint on the total test time and an 
assumption that the system should be usable without a too 
lengthy introduction. Help was provided on demand during 
the test, and as the entire test was recorded, those problems 
were noted. Despite the short introduction, the participants 
understood how the guidance worked almost immediately.   

“It keeps buzzing towards a point” 

“I feel nothing…..theeere!” 

“It points this way, the way I am holding the phone” 

“Now he feels lively – feels like it is right” 

“It wants to go in this direction” 

At crossings where the alternatives were close together the 
46⁰ feedback angle caused some hesitation, but in general 
the direction indicated from the device appears to have been 
clear. 

“We can go either up this street or that street…this street is 
probably the one to go” 

Concerning the ease of use one participant explicitly said 

“I wish I had a GPS that worked like this. It would have 
been really good” 

That the guidance was quite easy to use was also indicated 
by the fact that the recorded audio contains quite a bit of 
more general conversation – about the weather, places 
passed etc. In one case, a user provided directions to 
bystanders on good restaurants in the vicinity before
resuming the guiding to the chosen point of interest. An 
interesting aspect of the navigation was that participants in 
general trusted the guidance, and would chose to walk over 
open areas or grass, in a way they would normally avoid 
(many cane users prefer to walk along the edges of open 
areas).  

“Can we really walk on the grass?” 

“Oh. I have never walked across the main square
(“Stortorget”) before” 

 

 

Despite the general ease of use, problems occurred.
Participants would get uncertain when they lost the signal 
(either because of sensor problems or, if routing was used, 
because there was a turn in the route). 

 

Participants  
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“I think I have lost it” 

“No, it disappeared completely…oh, it is this direction” 

“Now it has stopped vibrating completely…. I should 
probably try to backtrack…I felt unsure when nothing 
happens whichever way I turn it….but now, now!!!” 

 

Figure 4. Walking on the grass 

 The device would also sometimes point towards a building 
(Figure 5). If the device was set to show the direction “as 
the crow flies” this happened quite often, but it would also 
occasionally happen for the routing case because of GPS 
inaccuracies. 

“But it doesn’t care about roads and such” 

“It is over there, but we have to walk around” 

“It wants to go in there so we have to walk around” 

 

Figure 5. Pointing towards a house. 

The vibration signal was not strong enough for one user 
(the day was quite windy and the wind interfered with the 
feeling of the vibration signal). This user had to concentrate 
a lot on feeling the signal, and also had to turn a lot to find 
the signal. In combination these problems led to this user 
losing track of her location. The user was still able to 
navigate using the device, but had lost the sense of where in 
the city she really was.   

“It is a strange feeling. I am usually very careful and know 
where I am, but now I have completely lost track” 

The selection of points was more problematic. The concept 
of pointing in different directions did not cause problems, 
but the number of points in combination with signal 
inaccuracies that made the feedback “jumpy” made it very 
hard to select the right point in some locations. 

“She says the historical museum and then the Tegnérs 
place so fast I cannot select” 

“City wall, wooden church….but the cathedral is in the 
way” 

“No….it disappeared again” 

In general the concept of filtering by moving the finger on 
the screen so that nearby points mapped to the bottom of 
the screen (close to the body) and far away points were 
mapped to higher up on the screen (further from the body) 
appeared to be accepted as logical. The main problem seen 
was that it was quite easy to accidentally select a point – 
moving the finger on the screen could easily result in loss 
of contact, something which resulted in a selection. Another 
problem was that for the final task in the test the user was 
asked to find a specific point and thus (if they had no idea 
of where the goal was) had to scan both for direction and 
distance. Particularly one user was very sure that the goal 
was far away, when it in fact was very close, and spent 
quite some time before locating it. 

“Well that was very close. I thought it was much further”  

Distance was something seen to be very important. The 
system provided detailed distance information in the 
selection phase, but not when the person was guided. The 
distance information during selection was seen to be 
important: 

“The walls of Lundagård. That’s really far. I don’t want to 
go that far” 

“Let’s take the historical museum, it isn’t far” 

Although the vibration provided some distance information 
by getting more intense close to the target, the visually 
impaired users really also wanted to know the distance 
more exactly, for example in meters. 

“Yes one thing I can say directly –I would have wanted it to 
tell me the distance” 

“Now it would have been good if it had counted down” (the 
distance) 

Two strategies to solve this were seen. One, which was a 
working strategy, was that the user would keep walking in 
the general direction of the goal and try to select again 
when they were closer. Another strategy tried by one user 
was to scan sideways on the screen – this strategy did not 
work since the interaction design did not support it. 
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Users also requested street names: 

“What is the name of this street? We still have a signal so 
let’s follow it” 

“What is the name of the street here?” 

“It would have been good to be able to press a button to 
know where you are” 

A particular aspect of this was that the Time Machine 
contained only historical information. The users also 
wanted to know about the present. One example was that 
the app contained one location “the small market square” 
which is a location that no longer exists. Many of the 
monasteries have also been torn down. In addition there 
was one house that had been moved to an outdoor museum. 

“Was there really a monastery here? Where exactly was 
it?” 

“I don’t understand which house the Kanikresidens is”  

 “The small market square….what is the small market 
square?” 

 

Figure 6. Was there really a monastery here? 

Confirmation was also seen to be important. The guidance 
provided confirmation that you were on the right track, but 
users also wanted to know where they were heading.  

“I have managed to forget where we are heading” 

The sound windows were generally well liked although 
some users found them somewhat disturbing. However, no 
user requested to have them turned off when asked. 

“They are laughing. It is really irritating. You want to know 
what it is” 

“What kind of sound was that?” 

“Wait – here is a sound that indicates some activity. 
Shouldn’t I be able to get info about what it is?” 

Some sound windows were easy to interpret the meaning 
of, like singing monks in the vicinity of a historical church 
or monastery or horses on cobbles, while others were less 
clear such as pig sounds close to the cathedral. When used 
in a trail [28] such sounds usually connect to the POIs that 
the user is led to and are therefore logical. When the user is 
left free to explore, users may pass sounds that they will 
never get explained. Users requested to be able to find out 
what a sound was and why it was there: 

 

Figure 7. Real life sounds are important 

The sounds could also interfere with real life sounds 
(Figure 7).  

“I can’t hear the bikes – I hear only horses” 

More surprisingly they also occasionally interfered with the 
sensing of the vibration. One user was captivated by 
beautiful singing by some monks and followed the sound 
instead of following the vibration. Since this user was 
walking some distance in the wrong direction the test leader 
asked if there had really been a vibration signal in that 
direction and got the reply: 

“No, I followed the music….here one needs to separate the 
sense of hearing and the sense of touch…” 

Another user got surprised by the sounds and reported 
having forgotten to attend to the vibrations. 

We end this section with some more general observations. 
Although the guiding by pointing with the phone is easy to 
use it does require the user to hold the phone in one hand. 
The visually impaired users would hold the cane in one 
hand and the phone in the other (all users except one used a 
cane during the test and the one that didn’t use a cane used 
a guide dog). If the cane was held in the dominant hand the 
phone had to be used by the non dominant hand. This was 
commented on, but not really seen as a problem. 

More of a problem was if the user also had a guide dog. 
Guide dogs are often trained to follow edges/roads with 
commands. This is something which works well in a street 
grid, but less well if you walk diagonally over an open 
square. One also needs to consider the risk of theft. Two 
users commented on this, and one had actually earlier had a 
mobile phone stolen right out of her hand. The person using 
a wheelchair tested a version where a magnetometer is 
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attached to a cap making it possible to point with the head. 
This setup was not available for the other users.  

 

 

Figure 8. Keeping track of phone, dog and cane. 

 “You would have to think about this because I prefer to 
hold the cane in my right hand, but it is also easiest to hold 
the phone in the right hand….but one can practice at 
home” 

Of the 11 participants, all users except one carried out all 
test tasks. The one person who did not succeed encountered 
GPS problems that were not connected to the test or the 
app. Three participants commented particularly on the need 
for a longer training period, while several others also 
indicated that they needed more time to really get used to 
the app. Also, the question “On a scale from 1-7 how would 
you rate your wish to use the app again?” (1 indicating low 
wish, and 7 a high wish) was answered with 5-7 by all of 
the participants.   

All participants filled in the NASA-RTLX task load rating 
for the entire activity. The perceived mental demand on 
doing the tasks and using the app varied between 2 and 6. 
The perceived physical demand is rated low (1-3) except 
for the user in the wheel chair, who experienced problems 
scanning and also going to the different points of interest. 
The temporal demand is rated quite low (1-3) by all except 
the participant who had GPS malfunction and wasn’t able 
to fulfill all tasks. The participants’ subjective rating on 
performance is generally high (4-7), with the same outlier 
as for the temporal demand. In general, participants felt 
they needed to put some, but not an excessive amount of 
effort into the use of the app (3-5). The participant with 
GPS problems and the participant in the wheelchair rated 
the frustration higher than middle. The guiding with 
vibration was considered the least demanding task. This is 
in line with the qualitative answers that users gave.  

The user’s had several suggestions for improvement during 
the post test interview. They requested:  

 Information about the sound windows. They captured 
the user’s interest, yet there was no additional 

information about them unless you found the POI 
where they were mentioned. 

 Information about what was on the points of interest in 
present time, not just the historical information. 

 Regular detailed information about distance to target 
(in meters).  

 A “where am I?”-function (the touch over map had this 
function but it was not used) 

 Navigation in speech to notify of turns ahead for 
example 

 A function that guides the user back to the starting 
point, to be invoked at any time 

In the word cloud post-test task the users checked all words 
in a list of 106 words [29], that they felt applied to the app. 
From these they were asked to mark the 5 most important 
words. The most prominent describing words, using a 
weighted figure with the important words counted twice, 
were: Fun, Stimulating and Usable. 

Although several users would have wished for more 
training, in the interview they commented on their learning 
while using the app. While rating the concentration level 
using the guiding, one user said: “In the beginning, I would 
need to concentrate on a 7 level to follow the guiding, in the 
end only a 2 level”. Another user, while commenting the 
use of the haptic/touch user interface, said: “It was hard in 
the beginning, otherwise OK”.  

Holding a device and pointing with it while walking while 
also using a cane or guide dog, proved to be possible, but it 
had drawbacks. When participants were using a cane, it was 
held in the dominant hand. This forced the visually 
impaired participants to hold and interact with the phone in 
the non-dominant hand, being somewhat awkward, but still 
possible. The thumb was mostly used for interaction with 
the screen, but while scanning (standing still) two hands 
could be used.  

To scan the user had to keep one finger in touch with the 
screen and release it to select. This design was chosen
based on results from [11] where buttons activating the
scanning had caused problems. The new design was also 
problematic. One user complained that he got too warm and 
wanted to lift the finger once in a while, resulting in a point 
being selected. Another user wanted to actively select the 
scanning range by lifting the finger when the speech
synthesis read the distance, also resulting in a selection
event. The wheelchair user also had problems as the hands 
were busy driving the wheelchair. As a solution, several 
different ways of actively selecting points and also using 
the scanning without constant screen contact are needed. 

 
 

 
 

The pointing around oneself with the phone to explore what 
is there (introduced in the Sweep-Shake [23]) is relatively 

DISCUSSION 
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intuitive, although unusual for the users. It was observed at 
times, that participants didn’t turn all 360 degrees, and one 
person also tried to move the finger on the screen sideways 
to scan. This was also seen when points were close to each 
other. The distance filtering by moving the finger up and 
down on the screen was well received, but still the points of 
interest sometimes occluded each other. This led to 
problems finding a specified point, as well as finding it 
again when you lost it. Additional filtering is needed, and 
two users suggested list search and one user regular 
keyboard search. An elaboration of a combination of point-
scanning and screen scanning seems like an interesting 
approach to pursue in the future. Recent work [5] suggests 
designs with sideways on-screen finger movements or a 
wrist roll that would work well also in the Time Machine. 

The vibration guiding used by all participants was well 
received. Comments like: “Strong and good” (1 user), 
“Pleasant” (2 users) and “The vibrations were good” (1 
user) were uttered during the interview, and 8 users 
spontaneously answered “the guiding” when asked about 
the easiest part in the application. One user occasionally 
had problems feeling the vibrations. This was on a 
particularly windy day, and the problems seemed to occur 
at windy places.  

Regarding routing, it seemed that users with severe visual 
impairment in general preferred to have routing on. In the 
case where users didn’t have the routing condition, they 
would comment on the weirdness of being led through 
houses. However, even when routing is on, this can occur 
due to the inaccuracies in GPS positioning, and also 
occurred at times. This preference may also be a matter of 
previous experience – existing GPS applications route turn 
by turn. Directions “as the crow flies” could also be a 
problem with some guide dogs who are trained to follow 
paths. 

Both routing and showing directions “as the crow flies” 
allowed users to cross over open areas, such as squares. For 
a visually impaired user, crossing a square is unusual. To 
orient themselves adequately, they usually follow the 
outline of the square, and if a regular GPS device is used, it 
will route along the perimeter of the square. One user 
particularly commented on it in the post-test interview: “I 
was able to walk across the square. It was great.” 

To be less vulnerable to GPS inaccuracies, the POI arrival 
has a 10 m offset (i.e. within a radius of 10 m from the 
position the user is considered to have “arrived”). This is a 

weakness if you want to guide users very close to an object, 
but has nothing to do with the interaction as such - it is a 
consequence of current GPS inaccuracies. With better 
position accuracy users could be guided closer to the 
objects.    

The sound windows were active on all test occasions. Three 
of the users reported hearing problems, but only one of 
them asked for the sound windows to be removed when 
asked about improvements. No other participants reported 
that they in general were annoyed with the sounds.  

In [28] it had been seen that the sound of horses on cobbles 
was useful for reminding users about modern day traffic. 
None of our users commented on this in the current test, 
instead one user commented on not hearing the bikes 
because of the horses. Still, the horses could hopefully 
serve as a reminder of the possibility of traffic.   

Some improvements were asked for, since sounds 
illustrated different activities that had been going on at a 
particular place in historical times. Due to the exploratory 
usage the sounds were no longer part of a trail, and since 
they were separate from the POIs, there was no natural 
connection between the sounds you heard while exploring 
and the goal that you had chosen. Participants in the city 
were curious about the sounds, and wanted to be able to 
explore the sounds and understand what they were and why 
they were there. 

The current distance information with increasing frequency 
in the haptic feedback clearly was not felt to be enough. 
Earlier designs had included verbal distance feedback, but 
this had been commented on as “annoying” (it interfered 
with the experienced soundscape). Still, distance infor-
mation is quite important – it also provides feedback on if 
the GPS is working. It is a remaining challenge to provide 
both good distance information and GPS quality
information in an unobtrusive way. One possibility is to 
have this kind of information available on demand. 

 

Despite the potential for improvement, we argue that
already the current Time Machine is a good example of 
how one can actually design an inclusive location based 
application. It was not designed to be a navigation system 
for persons with visual impairments; it was designed as an 
inclusive tourist app intended to work well for sighted 
persons as well as persons with visual impairments – and 
the current tests in combination with earlier tests [28] 
shows that it is quite successful in this respect. 

 

It is still clear that the distance filtering needs further work. 
The basic principle of combining on-screen gestures with 
hand/arm scanning appears to work, but the current 
interaction is somewhat “clunky”, and needs to be 
improved (potentially combined with the disambiguation 
gestures suggested in [5]). The work in [11] had used 
buttons, but one problem with this design was that users 
tended to forget which distance they were scanning at, and 
also the fact that there were more distance intervals 

Much rotations of the whole body can impose a problem for 
users with visual impairment, since the turning forces them 
to give up their reference direction. There are some 
solutions to the problem, one being to add a compass with 
cardinal directions, which was suggested by at least one 
user during the interview. Another solution could be to add 
personalized reference points in the database of points-of-
interest to allow users to better orient themselves. 
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available. Based on this we decided to demand that the user 
kept the finger on the screen while scanning. In part this 
appears to have had some of the desired effects, but it 
introduced a new set of problems for users not able to keep 
the finger on the screen for longer periods of time (like 
wheelchair users). 

Our results illustrate the importance of testing in real 
contexts, with a wide range of users as well as with full 
applications. Including test users with visual impairments is 
important to check the inclusiveness of the designs, but it 
also catches issues which are important for all users. All the 
suggested improvements listed in the post-test interview are 
of value also for sighted users, even the one about 
notification about turns ahead. If there is an underlying 
routing, all users would benefit from a notification telling 
them it is time for a change of direction (with the current 
design there is no way to know if there is a turn, or if you 
just lost the GPS signal). The filtering problem becomes 
apparent when dealing with real world contexts. Testing 
with a full application is important since it may be easy to 
design an intuitive gesture interaction for a single function, 
but this is certainly not true for more complex applications 
– in our case already the combination of direction and 
distance selection poses a challenge.    

In the current paper we report on tests of an inclusive 
tourist guide app. In contrast with earlier work [28] on trail 
following the current application is designed to support 
more exploratory behaviors by allowing users to scan their 
environment for points of interest, select points and learn 
more about the or alternatively be guided to them.
Compared to the Sweep-Shake [23] we add filtering making 
use of on-screen gestures to filter points of interest
depending on distance. The user also has the possibility to 
be guided to an object of interest (not just find information 
about it). The application in general is seen to be
appreciated by the test users, but there is also room for 
improvement. The guiding was seen to be working well 
also for users with visual impairments (previous tests [28] 
had shown this to be the case for children as well as elderly 
sighted users). The scanning/exploration was well liked, but 
improvements are needed to make the interaction more 
straight forward and also better deal with close lying 
objects. The results indicate that directions both “as the 
crow flies” and through turn by turn routing (at least with 
the more advanced pedestrian routing used) are useful. The 
design of the basic interaction and the guidance have 
previously been tested formally by 24 ten year old children, 
10 adults (age 43-78) as well as informally at several open 
house events. Taken together with the results of the present 
test we argue our results show that the Time Machine is a 
good example of how it is possible to make an inclusive 
tourist guide application that is fun, stimulating and usable 
for a wide range of users. We argue that this kind of design 
is relevant for all users, not only users with vision problems 

 

 

 

- designing for true mobile use require designs that work 
also when the user is unable to attend to the screen - and 
hope to see more such designs in the future. 
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Abstract 

An audio-haptic drawing application prototype has been developed in a project and iteratively been tested 

by five pupils who are 8-13 years. The application has been used by pupils, assistants and teachers to access 

graphics and create graphics that are accessible for pupils with severe visual impairment or blindness. We have 

observed a spread in the actual use of the system that seems to depend on the special pedagogical knowledge of 

teachers and assistants, their learning focus, and the age of the pupil when they start using the system. 

Keywords 
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 Introduction 

Persons who have visual impairments are excluded from accessing certain types of 

information that are accessible to the general public. Screen reading software and Braille 

displays or text-to-speech systems are used for enabling access to text, but for accessing 

graphics, especially digital graphics, no standardized technology is in widespread use. In 

education, preprinted material is often used, which forces teachers to plan well ahead of time to 

be able to produce or borrow the material they need. This makes the learning situation less 

dynamic, and it is hard to produce tactile material on-the-fly. Because of this, pupils with severe 

visual impairments also get less exercise in the reading and understanding of graphical material, 

which will exclude them from certain information in their grown-up lives. 

Related Work 

As described in Drawing and the Blind (Kennedy) and Art Beyond Sight (Axel and 

Levent), people with visual impairment can find an interest in drawing by hand. Several tools 

exist to enable this activity. 

An existing supportive technology for creating graphics is a CAD application which has 

been developed to enable users to create drawings with the help of audio and keyboard. This is 

accomplished by a structured approach of dividing a drawing into small parts which thus enables 

the user to draw segments of a drawing (Kamel; Kamel, Roth, and Sinha.). In 1996, Kurze 

presented a tactile digital drawing application that combined a digitizer pen with a thermo pen. 

The thermo part of the pen raised lines on swell paper, and the digitizer recorded the movements 

to save them digitally. An idea for a voice recognition system for vocal tagging of the drawings 

was also presented (Kurze). The greatest drawback of that particular application was that the 

drawings could not be dynamically edited. The possibility to use the PHANToM for drawing and 
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exploring drawings has previously been investigated. Two different applications were developed, 

with a few years in between. The first application (“Paint with your fingers”) was created by 

Niclas Melin in 1995 (Sjöström and Rassmus-Gröhn), and the target users were children with 

blindness. This application focused on the possibility to paint colors, and to give them different 

haptic textures to make it possible to distinguish them from one another. The second application 

took the results from the user trials of the first application, and improved the functionality 

(Hansson). The resulting application prototype provided the user with the possibilities to choose 

colors from a palette and draw with them. Like the previous application, different textures were 

applied to the colors. Also, a dividing line between drawn segments of different color was added. 

HIPP builds on a system called AHEAD and presented extensively in Rassmus-Gröhn. 

During the time of the development of the AHEAD application, a couple of other non-visual 

drawing applications were developed. One, created by Crossan and Brewster, is evaluated 

primarily as a tool for teaching handwriting to blind pupils (Plimmer, Crossan and Brewster). 

The application can be used in collaborative mode, where a teacher can guide the trajectory of 

the pupil’s pen. Thus, that application focuses on the guiding and the learning of shaping letters 

correctly. Another application created by Gutierrez is primarily for single-user drawing, and it 

features tools for zooming and different modes of exploration, e.g. free exploration, guided 

exploration or constrained exploration (Gutierrez). T. Watanabe et al. have also presented a 

compound technology solution using a tactile display device, a 3D digitizer and a tablet PC to 

enable blind pupils to draw and feel their drawings (Watanabe et al.), and to access general 

graphic material. This system has been evaluated in school with a Kanji (Chinese characters) 

learning system and tactile games, as well as in geography and history lessons. 
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More recently, Lévesque et al. have presented a different solution for exploring 

schoolbook illustrations via laterotactile deformations of the finger skin combined with a 2D 

exploration (Petit et al.). Like the HIPP program, it envisions the support of vector graphics 

(Lévesque and Hayward) and supports multimodal drawings through the MaskGen software. 

Compared to HIPP, it enables more different types of tactile rendering, but although the more 

recent version is more dynamic and supports zoom functionality (Lévesque et al.), it does not 

enable drawing. 

Another type of hardware called Hyperbraille enables bimanual graphical exploration 

(Prescher, Weber, and Spindler). The device consists of a 2D pin array much like braille displays 

and is made primarily for rendering the window-based GUI of a computer, including the 

possibility to zoom. Some drawing is possible, but not in a direct free-form way as shown in 

hyperbraille. 

A handbook has been published with more details on the pedagogical perspectives behind 

the use of HIPP (Fahlström and Björk). One important concept is the intersubjectivity between 

the teachers or pedagogues and the child, through the drawing. As stated in Fleer, it is important 

to create an intersubjectivity where the adult and the child can meet and agree on the object and 

focus of their activity (the drawing). This should enable the child to link the activity back to their 

own life and the adult to bring in specific concepts. More details about intersubjectivity in HIPP 

can be found in Björk. 

Method and System Design 

We have used a participatory design process in a school context to develop an audio-haptic 

non-visual image editor and explorer (Rassmus-Gröhn, Magnusson, and Eftring; Rassmus-

Gröhn). The system, called HIPP (for Haptics In Pedagogical Practice) and the methods around 

108 



 Non-visual Drawing with the HIPP Application 96 

 

it, while undergoing continuous improvement, were evaluated in four schools by five pupils who 

are partially sighted or blind, their teachers and assistants.  

The drawing application is written C++ and Python on top of the H3D API 

(Sensegraphics AB) and Cairo graphics (Cairo graphics), and is available as open source code 

(Rassmus-Gröhn and Szymczak). It uses a combination of haptic and sound feedback to display 

information to the visually impaired user. The haptic feedback is displayed via the PHANToM 

OMNI device, and drawn objects are tagged with a number and text string which is spoken by 

the application each time a user selects it. 

 

 

 

Giant's 
left leg

Fig. 1. HIPP Concept Picture. The pen for haptic feedback of the drawing on screen, the speaker 

for spoken feedback or sound effects related to the point the pen is touching. 

109 



 Non-visual Drawing with the HIPP Application 97 

 

Objects can be manipulated in different ways: moving, resizing, copying, pasting and 

deleting. Additionally, shapes can be transformed into straight lines, rectangles or circles. The 

manipulation tools are fitted with auditory icons, which are feedback sounds designed to 

resemble a real world manipulation of similar nature (Gaver). E.g. the copy function sound effect 

is a camera click. 

Results 

The extent and mode of use of the HIPP system has varied for the different pupils. It has 

been used both for the own creation of drawings (made by the pupils) and exploring of school 

material, such as diagrams, maps or other illustrations. To begin with, the teachers were very 

focused on teaching--transferring knowledge in pictures to the pupils--and would generally start 

talking about maps and mathematics figures as being the biggest problem in school. This seemed 

to get more prominent the older the pupils got, and the playful experimentation with the digital 

material (in the form of the HIPP system) was not pursued as much, and this seemed to lessen the 

number of uses of the HIPP system in the classroom. 

How to teach pupils with blindness to draw is not self-evident, but one approach that 

showed to be fruitful was to let the pupils do doodle-drawings with the HIPP system, much as 

younger sighted children do when learning to hold a pen at 1-3 years of age. These doodles were 

then interpreted by an assistant who would say things like, “Oh, what you are drawing there 

looks like a rose, would you care to bring it home to give to your Mom?” And then they would 

print the drawing on swell paper (which raises the black lines on the paper) and explore it as 

well. When the pupils later took the initiative to draw something, visual interpretation and 

communication around 2D drawing conventions were discussed. 
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Fig. 2. Solar System Printed on Swell Paper 

For example, one pupil would like to draw a planet from the solar system. Therefore, the 

pupil started to ask questions like: “How do you draw a planet?  And how do you know that the 

planet you draw as a circle, is in fact a sphere?  And how do you draw the craters on the moon?  

How about the mountains?” From the pupil’s initiative, a whole wealth of discussion topics 

around 2D drawings, scaling and perspective came naturally from working with the system in a 

real life activity. The fact that the drawings were not only kept in the digital format, but also 

printed on swell paper and examined appeared to help convey the meaning and importance of 

graphical images. 

 

Fig. 3. A Part of an Ocean Collage in the Classroom. The shell and the bird above it are 

created with the HIPP application, and colored with crayons inside the swelled lines. 
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In Sweden, most pupils with visual impairment are integrated in regular classes. Since 

pupils with visual impairment have different learning materials it can be difficult to take part in 

the creation and exchange of graphics, which is important as a learning tool especially for the 

younger children. HIPP can also be part of those activities, which is shown in Figure 3. 

Discussion and Conclusions  

As can be seen from the examples above, the HIPP application has sufficient 

functionalities to be of use in the classroom. However, it puts some demand on the pedagogical 

personnel surrounding the child, and we have seen how the computer skill and the knowledge of 

special pedagogy have an impact on how often the tool is used and in what situations. It should 

be recognized that such skills are important also with other material and pedagogical situations.  

Learning to draw, and also being inspired to draw, is indeed possible with the help of 

HIPP. Printing swell paper copies of the drawn pictures, sometimes in several stages before the 

picture is finished, helps making the build-up of pictures clearer to the pupil. We have also seen 

how the task of drawing something triggers questions about 3D-2D projections, and about certain 

conventions in drawing, for example how you usually draw a car from the side, and not from the 

top. 

With the younger children, a playful approach has been more pronounced, and we believe 

that this is one reason that it has worked better. The root cause for the playful approach can be 

the pedagogy for smaller children as such, but it may also have to do with the escalating 

demands on the pupils as they grow older. They simply have no time to learn a new tool in a 

playful manner. This indicates that introducing a new tool like HIPP should be scheduled in the 

lower classes, although care needs to be taken since we have also experienced clashes with other 

new tools being learned such as Braille displays or new keyboards.  
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We have seen that in the schools where HIPP has been used primarily as a transmitter or 

conveyor of school material such as maps, drawings and diagrams, the HIPP drawing application 

has been used less. Our analysis is that without the knowledge of what a picture is and how you 

create it, the decoding and understanding of pictures is harder for the pupils. It also puts a greater 

demand on the assistants or teachers actually creating the material and spending preparation time 

working with HIPP. The time needed to spend on a new tool, even if it is seen as useful, is hard 

to add on top of the other work that is already done in school. 
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Dynamic multimodal drawing in school:
Exploring technology support of drawing
skills development in children with visual
impairments

Delphine Szymczak∗, Kirsten Rassmus-Gröhn, Per-Olof Hedvall and Charlotte Magnusson
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Abstract.
BACKGROUND: Technology is widely used in school to assist students with visual impairments. Drawing with traditional
methods is still difficult for those users. In this paper, we present and discuss an evaluation of a haptic and sound interactive
drawing program (HIPP).
OBJECTIVE: The aim of the study was to identify what aspects of the technological aid support the drawing skill development
in children with visual impairment.
METHODS: Interviews, observations and video recordings of use situations were used for data gathering. Our analysis is based
on cultural-historical activity theory, and examines the mediation between the child and the object of their activity, their drawings,
as well as the roles of teachers, classmates, assistants, and family.
RESULTS: The haptic and audio drawing program supports the steps (doodling, interpretation, planning, and more intentional
drawing) observed in visually-acquired drawing, although possible improvements have also been identified. Observations of the
drawing program in use showed that its mix of dynamic multimodal interaction and a stable drawing feedback, enable visually
impaired students and sighted teachers to jointly access a shared representation.
CONCLUSIONS: Successful long-term use, together with the presented results of our analysis show how multimodal dynamic
and stable interaction can successfully support drawing activities.

Keywords: Drawing, visual impairment, haptic, multimodal, qualitative study, Cultural Historical Activity Theory

1. Introduction

Actively using images and being able to produce
drawings may seem an un-important skill for a person
who is blind. However, living in a world where most
people can see and have a relation to images creates a
need to understand and be able to handle various kinds
of graphics. Thus, tactile image interpretation and the
creation of images are expected to be learnt in school.

∗Corresponding author: Delphine Szymczak, Certec, Department
of Design, Lund University, Box 118, 22100 Lund, Sweden. Tel.:
+46 462220516; E-mail: delphine.szymczak@certec.lth.se.

Tactile images are surrounded by an extensive body of
guidelines, tools, and techniques for creating and inter-
preting them. In many cases, tactile images are made
by seeing persons for the pupils who are blind. This
places blind pupils in a passive role, as a recipient and
consumer of what others have made available to them
rather than as an active creators of images and graph-
ics. Supporting blind pupils in creating images needs to
be prioritized for two important reasons: 1. The student
should be able to feel that they are doing the same tasks
as the other pupils in class, 2. the creation of images
by themselves helps the understanding of how images
are made and understood. This is supported by Eriks-
son [1, pp. 15–17], who highlights the relevance of im-
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ages in pedagogical settings, also for students with vi-
sual impairments.

Drawing for children with visual disabilities has
been supported with several types of aides. They rely
on tactile feedback but most lack the stroke move-
ment typically involved in drawing. Several high-tech
solutions exist, but few of them have been evaluated
more extensively in a school environment. This arti-
cle presents the evaluation of a technology (the HIPP
system, see Section 1.2) that supports drawing in a dy-
namic way, and of its use in school environments by
visually impaired children. This evaluation focuses on
the technological aspects, and, by use of Activity The-
ory (see Section 1.3), aims to highlight the positive
features and limitations of the technology through the
lens of the whole activity – including the users them-
selves and the people around them, as well as the sit-
uations of use. The project, including the pedagogical
partners e.g. Björk [2], focused on the activity involv-
ing children-led drawing and situations of learning me-
diated by HIPP. The objective of this study is to iden-
tify how the technological features of HIPP enable or
hinder mediation of those activities.

1.1. Related work

Drawing and understanding tactile images is indeed
important for pupils who are blind. Kennedy [3] argues
that outline drawings are the most relevant, and goes
on to describe several ways that visually impaired peo-
ple employ to represent the world in drawings. His ar-
gumentation analyses the different ways the world is
perceived depending on the senses used to perceive it,
and shows how tactile drawings can be used to repre-
sent the world in similar ways that are used with visual
drawings – as well as how the tactile images can also
differ or put more emphasis on certain types of repre-
sentations, like outlines. There are ways to print out re-
lief images, but also to create them. Swell paper is of-
ten used for printing images that can be later explored
in a tactile way – the darker lines and areas are raised
under heat [1].

The problem of erasing, the difficulty of understand-
ing and creating drawings, as well as the general move
to digital drawing tools also for sighted children, have
spurred researchers to create different variants of pro-
totype drawing tools. Kurze [4] presents an early study
that uses pen on swell paper with digital annotations.
Kamel [5,6] describes a CAD-like application where
users can create drawings with the help of audio and
keyboard. This is accomplished by a structured ap-

proach: dividing a drawing into subparts and enable the
user to draw small segments of it. Unlike the work of
Kurze [4] there is no drawing movement of the hand,
but the drawing is constructed with keyboard com-
mands.

On the topic of how people with visual impairment
themselves can create an image more directly, with-
out relying on others, there are few references – in fact
Kennedy [3] is one of the few scientific sources which
describe this kind of image creation. Here are three dif-
ferent ways of creating tactile images without comput-
ers:

– One way to create lines is to press hard on a plas-
tic pocket that is put around a paper. That pocket
will then retain the line in relief allowing quick
drawings. A disadvantage of this type of drawing
is that a lot of force is required to draw a line; one
has to push hard with the pen. The pressure re-
quired means that each line takes more time and
often has to be planned.

– Another way to create tactile drawings involves a
special wax thread that one can stick or glue to the
paper. It also requires some planning as it takes
time to create a line.

– A third way to create tactile drawings is to use so
called “sponge paper” or “QuickDraw” paper. It
requires felt pens and creates a raised area where
the felt pen has drawn a line, by absorbing the ink.

The advantages of these techniques are that they are
relatively simple to do and that it is possible to feel the
result with both hands simultaneously. The disadvan-
tage common to all those techniques as well as most
non-digital drawing is the difficulty or impossibility to
erase a line.

With the development of force-feedback devices
c.f. [7], haptic feedback in drawing and exploring both
2D and 3D digital objects was made possible. Sev-
eral different applications for school use have been de-
veloped, e.g. [8,9]. Despite this, few have attempted
to create a full drawing application with this technol-
ogy that is more than a proof-of-concept or a technical
feasibility test. Early work by Sjöström and Rassmus-
Gröhn [10] and Hansson [11] attempted making a
drawing program with several colours represented by
depth or textures. The activity available in this proto-
type could be compared to drawing with crayons, and
the design was more focused on colour and filling ar-
eas. Software for outline drawings more alike tradi-
tional tactile images are described in Rassmus-Gröhn
et al. [12–14]. The HIPP system used for this quali-
tative study is a further development of the software
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in [12–14], and compared to the earlier prototypes, it
is more adapted to the pupil’s own computer and the
other aids installed in it (e.g. screen readers), thus be-
ing closer to a real product.

The HIPP system has previously been briefly de-
scribed, together with some preliminary results, in
Rassmus-Gröhn et al. [15,16]. Pedagogical approaches
with methods and guidelines of how to use the HIPP
system in practice when working with pupils has been
presented in Björk et al. [2,17].

1.2. The HIPP drawing program

Below is a short description of the technical func-
tionality of HIPP. The software itself has been made
available on the HIPP website [15]. The haptic feed-
back was achieved with a force feedback device called
the PHANToM [7].

The HIPP drawing program resembles a haptic vari-
ant of a simple visual drawing program (e.g. Microsoft
Paint). The program works together with a haptic pen
(the PHANToM), and is implemented to enable the
drawing and feeling of curves on a virtual 2D surface
(called the virtual paper).

HIPP allows direct drawing – it is possible to cre-
ate lines by pressing a button on the pen and putting
the pen in contact with the virtual surface. Drawn lines
can be felt right away – a dynamic feedback of the
action conducted, or the line drawn. This feedback is
automatically generated. Additional automatic audio
feedback is provided when the pen comes in contact
with the curve. This dynamic/immediate and automatic
feedback provides a repeatability so that it is possible
to explore the drawing many times and always get the
same feedback over time.

When drawn, the curve is immediately displayed on
the visual screen, while simultaneously being engraved
on the virtual paper. Depending on the sensory abil-
ities of the users, it can thus be simultaneously seen
and felt through the haptic pen. The movements of the
hand, via the pen, controls where the point of contact
is on the virtual paper, mimicking a real pen-on-paper
interaction. It is possible to annotate each curve with
text (read by the screen reader) and it is also possi-
ble to add an audio file. The user can manipulate the
curves in different ways: strokes can be made thin-
ner or thicker; there is a choice between engraved or
raised lines; predefined shapes like circles, rectangles
or straight lines are available; shapes can be filled;
shapes can be copied, pasted and erased; shapes can
be moved, scaled up or scaled down. The commands

are accessible via a standard menu, which also includes
“undo” actions and provides compatibility with screen
readers. In addition to the line drawing, HIPP is able
to import PNG files of a predefined size. An imported
greyscale image will be felt as a relief where the depth
depends on the darkness of the corresponding pixel.
Images created with the HIPP program can be printed.
If swell paper is used in combination with a swelling
machine, the printed image can also be made tactile.
This functionality provides another permanent and sta-
ble representation of the drawing that can be explored
by both hands.

The HIPP software used in the studies is open source
and available freely. It is written in C++ and based
on H3DAPI [18] (open source API for haptic program-
ming) and wxWidgets (drawing API). The application
used for the studies was compiled for Windows (and
is compatible up to Windows 10), which is used in
Swedish schools, together with Jaws for screen read-
ing. A Jaws plugin was also created, and for later Jaws
versions, the HIPP compatibility was built-in.

1.3. Theoretical framework

The study takes CHAT – Cultural Historical Activ-
ity Theory – as its main theoretical framework. It is
a theory rooted in the beginning of the twentieth cen-
tury Marxist Russia. Vygotsky formulated a psycho-
logical theory that the development of the mind was
supported by the person’s activities over time interact-
ing with people and artefacts that also carry a cultural
meaning [19]. He mentioned a specific perspective that
is relevant in education: the student can do more with
help than alone. This zone of proximal development
is relevant to both classical education [20] and spe-
cial needs education [21]. The technological side of ac-
tivity theory has been utilized in relation to Human-
Computer Interaction and shown useful by Kaptelinin
and Nardi [22]. The activity diamond [23] puts in rela-
tion the person acting, what they are doing, their goal,
as well as their environment, both artefactual and hu-
man. It was elaborated within the perspective of reha-
bilitation engineering and lived disability, and enables
one to encompass the many parameters that enable or
hinder an activity.

2. Method

In Sweden, children with visual impairment are in-
tegrated in a class with sighted peers. This means that
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some adaptations are made to let all children follow the
courses at the same time. During the HIPP study, visits
to the schools were made and gave the researchers a
clear understanding of the human and artefactual envi-
ronment in the child’s learning activity. The observa-
tions are based mainly on a weeklong study visit in one
of the locations.

The study presented here is part of a project that
ran for several years, in which the HIPP application
was gradually developed in close collaboration with
pedagogical personnel, pupils, and experts on com-
puter aids for persons with visual impairment. The en-
tire project had a strong foundation in user-centred de-
sign [12,24,25] which focuses on user involvement, it-
erative design and evaluations. The strongest user in-
volvement has been in iterative testing and evaluation
of HIPP, and users’ ideas and suggestions for improve-
ment have been the main driving force behind the iter-
ative improvement of the software.

The development of the program was conducted in
parallel with the trials in school. At the beginning, an
older version of the program was used. The program
was then modified incrementally in an iterative pro-
cess. Regular meetings were held between the teachers
and the researchers involved in the project and prior-
ity lists were created with all actors involved to guide
what should be developed next. This created a back and
forth between coders and users, allowing functionality
to be built concurrent with their involvement.

During the project, the use and uses of HIPP have
been documented in several ways. Pedagogic material
created by experts and teachers have been collected,
some drawings made by pupils have been gathered,
videos were made where pupils are seen using the sys-
tem, and finally, interviews have been carried out with
everyone involved. Several on-site visits have been car-
ried out in the schools. This paper is mainly based on
a longer study visit, where one of the researchers was
present in school for a whole week.

Figure 1 shows the chronology of this process. The
concurrent development and use period is called “the
project” and lasted several years. The weeklong field-
study happened during one week toward the end of the
project period. It is designated as “the study”. This ar-
ticle focuses on the study.

2.1. Study design

The design of the study and our choice of methods
were guided by CHAT. The activity checklist [26] and
the Activity Diamond [23] were the two tools used that

Fig. 1. The chronology of the work process.

relate to this theory. The checklist provided us with
a number of questions and the diamond helped us to
articulate the different elements that are relevant (see
Fig. 3). Before the week on-site, the project included
regular meetings between the teachers involved with
the users in different schools across Sweden, as well
as the researchers that developed the program. Those
meetings allowed us to gather practical information on
the situation on-site and gave an idea of what to expect.
With this in mind, the questions of the activity check-
list and the diamond were applied to the school situa-
tion, considering the use of HIPP in specific drawing
sessions as well as in-class.

Another perspective that was brought up during
the preparation of interview questions and observation
guidelines was the one of borders. The concept, as
studied in Sandberg [27], can be seen as a separation
that is appearing and disappearing. In Sweden, chil-
dren with visual impairment go to school with children
without visual impairment. One of the goals with this
is to integrate and to avoid separating the children with
visual impairment from the rest of society. One of our
goals in the choice of methods was to study how this
type of separation is manifest – or not – in the lived
reality [23]. In particular, we chose to study artefacts in
use in real environments [28,29]. Identifying the bar-
riers between the HIPP user and the rest of the class
was a good way to assess whether the use of the HIPP
drawing program supported the integration goal. The
physical borders as well as the time-related ones were
thus included more prominently in the interview and
observation guidelines.

With these perspectives in mind, the list of interview
questions was created to cover expected topics while
still allowing room for unexpected topics. This led to
the choice of a semi-structured interview questionnaire
as a guide to the interviews, Kvale [30].

The initial version of the HIPP program and hard-
ware were the only well-known elements from the
start, and the methods were chosen to understand how
it did or did not mediate or integrate with its sur-
rounding activities. It must be mentioned that another
goal/focus from the week was to bring the technician
(not only the researcher) closer to the users, to allow
for more direct problem-to-solution moments.
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Table 1
List of interviews

What? Participants Duration Location
Focus group 4 interviewees related to Sam (class teacher, special pedagogues, teacher’s assistant) 49 minutes Empty classroom
Interview Sam’s personal assistant 49 minutes Empty classroom
Interview Kim’s individual teacher 19 minutes Empty classroom
Interview Sam’s pedagogue part of the HIPP project who had weekly drawing sessions with Sam 1 hour While travelling
Interview Kim’s pedagogue part of the HIPP project who had weekly drawing sessions with Kim 1 hour While travelling
Interview Sam (time included the student’s own questions to the interviewer) 1 h 36 min Empty drawing room

2.2. Participants

We had two students with visual impairment in the
study: Sam and Kim (fictional names for anonymiza-
tion). They went to two different primary schools in the
same Swedish town. Kim’s teacher was her personal
assistant and will be referred to as Kim’s individual
teacher. Sam’s assistant followed Sam in school, while
Sam’s teacher also taught Sam’s classmates. Within
the HIPP project, pedagogues came to Kim and Sam
once a week for drawing sessions; they are referred
to as Sam’s pedagogue and Kim’s pedagogue, hav-
ing respectively the main direct contact with Sam and
Kim. Other people involved were a teacher assistant
to Sam’s teacher, and additional special pedagogues at
the school.

During the HIPP study, visits to the schools were
made and gave the researchers an understanding of
the human and artefactual environment of the child’s
learning activity. The following general observations
on the human environment are based mainly on a
weeklong study visit in one of the locations:

– Around the child were obviously the other class-
mates. The teacher and sometimes assistants are
organizing the lessons. A child with visual im-
pairment will also be supported by a personal
assistant. This assistant will ensure that specific
needed adaptations are made, while doing for
example, a great amount of audio interpretation
(“syntolkning” in Swedish, see Section 3.3).

– People at the child’s home are also important. The
family often takes part in and supports learning
(and other) activities outside of the school.

2.3. Material

During the study, the researcher brought pre-printed
questionnaires as well as paper notebooks in order to
take field notes. A voice recorder for the interviews and
a camera in the form of the researcher’s phone were
also used. This resulted in a number of physical paper
notes for each interview as well as observation notes in
the notebook.

Audio recordings, pictures, and notes were gathered
during the week. Although the study focused on the
week on-site, in order to provide a more complete pic-
ture our material was complemented by videos taken
by the local participants over a period of one or two
years of use.

Digital copies of the recordings could be considered
part of the material traces of this study. They were the
basis for the transcriptions that were then printed and
used for analysis. NVivo [31] and digital data sheets
were also used to help organize the analysis.

2.4. Interviews and observations

We followed the guidelines of Kvale [30] when
planning and handling the interviews. The interviews
were conducted with as many of the involved persons
as possible, and they followed the prepared questions
and format whenever possible. In one case, several of
the teachers could dedicate one hour for an interview
all at the same time and then had to go. We thus de-
cided to change the format to a focus group, while
all other interviews were conducted individually. All
interviews were audio recorded and transcribed. The
places where the interviews took place varied. When
possible, the place was a calm room but still within
the school. Some short interviews were done in con-
text by the pedagogues and taken on video recording.
The longer interviews amount to a number of six as
described in Table 1.

A week on site was scheduled in order to arrange
interviews and observation. During the observations,
the researcher acted as “observer-as-participant” (An-
grosino [32, p. 54]): The usual school activities were
conducted and the researcher was allowed to be present
and take notes on the side, as well as interact without
disturbing the activity. Video recordings of previous
drawing sessions were also provided to the researcher
afterwards to complete the on-site observation.

Table 2 presents the list of conducted observations.
When noted “whole classroom”, it includes the stu-
dent in focus, their classmates, their assistant, and their
teacher. One lesson was between 40 and 80 minutes in
duration.
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Table 2
List of observations

What? Participants Time Location
Drawing session Sam’s pedagogue and Sam, as well as Kim’s pedagogue School day 1 Separate room, video recorded

and Sam’s assistant on the side.
Swedish lesson Sam’s whole classroom (28 students and the teachers) Sam’s main classroom
Lunch time Sam’s whole classroom School canteen
Maths lesson Sam and Sam’s assistant Separate room
Sports lesson Sam’s whole classroom School’s backyard
Maths lesson Sam’s whole classroom School day 2 Main classroom
Maths lesson Sam and Sam’s assistant Separate room
Drawing session Kim and Kim’s individual teacher About 1 hour Kim’s main classroom, video recorded

2.5. Ethical considerations

At the beginning of this study, an application was
sent to the regional ethical review board at Lund Uni-
versity for evaluation. It was deemed that the study did
not need an ethical board approval and could continue
further. However, we still considered the ethical impli-
cations both before and after the study – see more in
the discussion paragraph 3.7, notably on the role of the
researcher in the setting. Informed consents were gath-
ered, and alternative names or roles have been used to
refer to the participants.

2.6. Analysis

The project had a concurrent timing mixed meth-
ods design with qualitative emphasis [33]. The Activ-
ity Diamond [23] as well as the questions of the ac-
tivity checklist [26] were used as analytical constructs
to organize the data obtained through the methods de-
scribed above (videos clips, transcriptions, observation
logs). Answers from the interviews were used to in-
form the observations and vice-versa: the data was con-
solidated by triangulation.

Since the focus was mainly on the technical media-
tion, special attention was paid to the features of HIPP
when they were mentioned in the data. Each time a fea-
ture was used or mentioned, its place within the activity
(a described activity or an ongoing activity) was exam-
ined, either within the same piece of data or informed
by other sources.

According to Kuuti, p26 in [34], the smallest pos-
sible unit of analysis is the activity. Whenever consid-
ering any piece of the gathered data, it was thus nec-
essary to relate the piece of data to the other parts of
the activity within which the same data was involved.
The Activity Diamond [23] provided four categories as
well as the link between them to expand on when re-
lating bits of data to each other (see Fig. 2). The ac-
tivity checklist [26] also offered guidance with its four
columns as follows:

Fig. 2. The activity diamond, smallest unit of analysis.

Fig. 3. Possible simple representation of HIPP use in the activity
diamond.

– Means/ends (hierarchical structure of activity),
– Environment (object-orientedness),
– Learning/cognition/articulation (externalization/

internalization), and
– Development (over time).

To illustrate our process, we provide two examples
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Fig. 4. Plastic bears of different sizes.

Fig. 5. Six-items pattern repeated with a “plastic row” tool.

of how this was done in practice. In our first exam-
ple, we interviewed the teachers about the use of the
“import” function of the HIPP program to create new
material to be used with HIPP using digital images.
When considering the activity of creating this material,
it was necessary to take into account that the teachers
had as an internalized tool the knowledge from a pre-
vious course in digital images. This was made explicit
by inquiring about the detail of how the teachers acted
when using images in class. This tool was then related
to the interface provided by HIPP, and it later was bun-
dled with other bits of data (other instances when the
more standard interface mattered in use) to support the
assertion that the standardization of HIPP’s interface
facilitated its use as a mediating tool in the drawing
activity.

Another example is when we observed the use of
HIPP in class. The material environment was docu-
mented (Fig. 10) and the student of interest (subject)

as well as the teachers and assistants (human environ-
ment) were interviewed. The internalized tools were
shown more evidently in a subsequent session in the
afternoon, where more time was dedicated to under-
stand what the HIPP user could or could not follow.
The observation helped to understand the link between
the different parts of the activity in order to produce
the school’s purpose. It also gave insight into the in-
teraction with other classmates, and in how the desk’s
organization and assistant’s placement enabled or hin-
dered it. The noise level, being close to a classmate,
having the same material prepared in an adapted way:
All of these influenced how the activity was enabled or
hindered.

3. Results and discussion

In this section, we will discuss how the HIPP system
and the research process around it supported drawing
for children with visual impairments in real use situ-
ations. As a introduction to the results, we can quote
from a dialogue between Sam and his pedagogues
(translation from the report “Jag kan rita” [17] by the
authors):

The pedagogues asked Sam if they wanted to draw
but they answered: “Then I must say no, because
I can’t draw because I can’t see.” After some per-
suasion and trials with HIPP, Sam noted: “I am the
world’s best in drawing” Sam had drawn 18 draw-
ings and the pedagogues noted that no one else had
done more drawings at the school that day.

This quote shows that the HIPP system successfully
mediated the drawing activity for Sam. A number of
more detailed conclusions made by the pedagogues
can be found in both the project’s report [17] as well as
one of the pedagogues’ essay [2]. Of course, the fact
that the HIPP program needed a specific combination
of hardware and software to fully work, impacted the
way in which the technological system mediated the
activity. In this article, we will keep a focus on the tech-
nical details of the system and of the use, and how they
have been mediating, and enabling the different activi-
ties identified.

Figures 6 to 9 show several photographs taken dur-
ing the HIPP project, selected as illustrative excerpts of
the activities. They show a HIPP user, their assistants,
their school, and their drawings. These excerpts can be
placed relative to the Activity Diamond. For example,
the user engaging in HIPP Fig. 6 would be on the left
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Fig. 6. The user engaging in HIPP.

Fig. 7. A pedagogue’s hand helps the child with the use of the haptic
device.

Fig. 8. A photograph of the environment – the table and the HIPP
hardware at school.

of Fig. 2. On the bottom of Fig. 2, we could place the
picture of a direct help situation (Fig. 7), where a ped-
agogue’s hand helps the child with the use of the hap-
tic device. On the top part the Activity Diamond, we
could place a photograph of the environment (Fig. 8)
– the table and the HIPP hardware at school (more on
Figs 10 and 11). On the right side of Fig. 2, we could
place a number of drawings produced in HIPP and then
printed out (Fig. 9). They are representing both the ma-

Fig. 9. A number of drawings produced in HIPP and then printed
out.

Fig. 10. Desk equipped at school.

terial production of drawings but also some of the joy
of having produced them or – as in Fig. 12 – to have
one’s drawing included in a class-project. This activ-
ity description is the basic result of the analysis, which
yielded several more detailed results and points of dis-
cussion. In the following sub-sections, we present and
discuss our results relating to:

– Drawing and context
– Learning and drawing activities: from perception

to production
– Dynamic drawing, stable shared representation
– Haptic mediation
– Material/external outcomes
– Teacher’s activities

In each section, we discuss the role of HIPP with a
focus on how the program and features played a role
in the observed results. In our final sub-section “coder
and researcher” we reflect on our own role in the activ-
ity and the process. Each title represents a theme that
emerged after having created activity diamonds from
the data available.

128 



D. Szymczak et al. / Dynamic multimodal drawing in school 91

Fig. 11. The black swelling machine is kept out of the way.

Fig. 12. HIPP drawings included in a class activity about sea animals.

3.1. Drawing and context

In this section, several of the identified activities are
presented. This result is linked to the observations and
interviews and examples of how and what HIPP was
used for are presented. It will present both the context
within which HIPP was used (drawing in context), as
well as showing that the object of the drawings was to
be found outside of HIPP itself (drawing on/about the
context). Identifying the elements of the activity is a
prerequisite to understanding how HIPP mediates it.

3.1.1. User-led activity, child’s motive in focus
The importance of the child’s initiative was empha-

sized in our meetings with the pedagogical staff. By
letting the child take the initiative, choose what to draw
for example, the learning goal within the different ac-
tivities taking place had a higher chance of being ef-
fective for the child. This is explained more in detail in
Björk [2] and in Fahlström and Björk [17].

The main user of the HIPP system is a child with
visual impairment. In our study, two children (primary
school) have used HIPP and one of them was able to
share more deeply about their perspective through an
interview. The pedagogues also worked with an ap-
proach that placed the children’s own goals at the cen-
tre (see Björk [2]). The system was introduced gradu-
ally, to match the abilities of the child. HIPP was first
introduced without using the keyboard, relying on sup-
port from the pedagogues. The use of the keyboard was
only introduced after a while, when the child was ready
for learning this skill.

The child’s perspective includes all of their lives.
They have a life outside of school and it was elicited
during the drawing sessions by making the weekend
events the theme for the drawing – the class started the
week with the writing of a weekend diary, and HIPP
drawing was introduced as a regular activity to com-
plement the writing. The child’s interests both in and
out of school are relevant to HIPP use, as were their
wishes and capabilities.

A lengthy interview of one of the users gave in-
sight into this user’s motives. The drawing activity was
something novel because of how difficult it had previ-
ously been to draw with non-digital tools. The user’s
interest for technology as well as for the “drawing pro-
duction” in itself surfaced. We could also observe that
users seemed very engaged in the sounds used during
the drawing activity (HIPP allows the association of
a sound file to a curve). Recounting events that had
happened in the outside life through the drawing ses-
sions, both our participants engaged in re-telling/re-
creating parts of their own life during the drawing ac-
tivity. For example, the drawing sessions for Sam re-
ferred to out of school activities such as eating pop-
corn at grandma’s, cycling with the family, or garden-
ing with a parent. This can be described as drawing on
or about the user’s context.

3.1.2. HIPP in the context of the physical environment
The children were not only surrounded by people.

The physical environments of the schools were of im-
portance and affected the activities conducted there.
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Artefacts and the school’s structure played a role too.
The physical context is also one they were “in”. Sev-
eral pieces of equipment were often present in schools
around the child with visual impairment: A Perkins
machine to write braille, a computer where some of
the material could be spoken out, a swelling machine
used to produce swell-paper drawings etc. All this took
space around the child. In the case of HIPP use, we
could especially note the amount of devices (techno-
logical or not) that cluttered the desk (Fig. 10) of the
child with a visual impairment. Sometimes the prob-
lem was solved by keeping the biggest pieces of equip-
ment away (Fig. 11) from the desk except when actu-
ally using it.

Sometimes, to focus on specific tasks, parts of the
lessons were done in a separate room. The child would
then have had to move away from the well-known
space where all the usual equipment resides. This
also happened for several of the school topics, e.g.
sport, woodworking, sewing, music. During the HIPP
project, the program was installed on Sam’s classroom
computer. The HIPP program could also be “brought
to the school” by the pedagogues who would bring the
robot with them and let the child draw during a draw-
ing session. The different ways of using HIPP implied
different timeframes for the usage. It was different to
use HIPP “on the fly” to illustrate a concept during the
teacher’s lecture in common with all other students,
than to get a separate “drawing session” away from the
main lesson schedule.

In both cases, the clutter or the lack of access to the
equipment could have an impact on the activity. For
example, clutter might have made it more difficult to
integrate with the rest of the class when the class was
organized differently. Alternatively, keeping an equip-
ment in another room might have made it more likely
to forget about its availability in the middle of an activ-
ity. It was also harder to include HIPP use when class
happened outside of the classroom.

3.1.3. HIPP in the context of other activities
What about HIPP in relation to other activities not

mainly focused on drawing? The system in Sweden is
to have an integrated education for all children as much
as possible. The children who have visual impairments
are in the same local schools as children without visual
impairments and get a specific help to follow school as
similarly as the rest of their classmates. In this context,
the concern that the HIPP system’s use might be iso-
lating was raised. We have seen that different contexts
and uses of the program might lead to different results.

It is also to be noted that in general children with
visual impairments have already many additional ac-
tivities in their school schedule compared to the other
pupils. Learning Braille is one example. HIPP could be
considered as “one more thing” and, as any new tech-
nology/software introduced, it did take time to learn its
use, especially at first. Here are some more detailed ac-
counts that illustrate different takes on this question in
the reality of our project.

In the visited school, the HIPP program was promi-
nently used to produce drawings that then got used in
similar ways that drawings might be used by the non-
visually-impaired classmates. For example, one of the
drawings was chosen to be showed to the child’s fam-
ily and sent as a letter to the child’s grandmother. If we
take CHAT as a support for analysis here, we can no-
tice that this specific activity highlights the importance
of the human environment, here the family.

Another example was the use of HIPP to produce a
drawing of sea animals. The class activity resulted in a
huge wall display (Fig. 12) composed of every pupil’s
contribution on a sea background. When we analyse
in terms of activity, this specific use of HIPP could be
mediating the object of participating in a class project,
with a possible outcome of a feeling of belonging to
the class.

Using HIPP during class was also practiced. How-
ever, that use was constrained by outside restrictions.
For example, Sam’s assistant was able to make use of
HIPP during the observation in day 2, but lacked time
to prepare and let Sam explore all the material avail-
able to the sighted students. This was remedied by an
extra session in a separate room later in the day.

In other occasions, the use of HIPP was impossible
or limited to preparation exercises. During the week on
site, the observer followed the observed pupil out of
class both during lunchtime and during a sports lesson.
Those two instances involved crossing the schoolyard
as well as navigating the cafeteria in one instance, and
participating in the physical activity in the other.

It was not possible to use HIPP at all during those
times, mainly because of the limited portability of the
setup. HIPP had however been used previously, in ex-
ercises involving a map of the schoolyard. The explo-
ration of the map in HIPP has been done with cane ex-
ploration in mind, and is useful in the school activities
described just above.

3.1.4. HIPP features identified as relevant
To focus on the HIPP features relevant regarding the

fact that drawing had more aims than just the act of
drawing, we can emphasize the importance in HIPP of:
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– the system’s portability in different settings
(helped by the use of portable computers, but still
limited by the space required by the haptic device
and additional devices (printer, swelling machine,
speakers).

– the direct print possibility of the system onto
swelling paper, which enables black and white as
well as relief drawings to be produced from the
HIPP system in one shortcut.

3.2. Learning and drawing activities: From
perception to production

HIPP is meant to support the development of 2D
representations in both perception and production. Use
and production of 2D representations is seen in the
school’s curriculum (see [35, p. 22]) as a useful skill
for many areas of life. Nevertheless, in this case, when
we consider the child to be the subject, we also need to
see the goal from their perspective.

From the analysis made by the pedagogues involved
in the projects, we can pick up possible goals or moti-
vations that drive the child to act. Björk [2, p. 12] iden-
tifies “to be able to do independently” as a motivation
for the child, and she explains how this was then taken
into account by the pedagogues in HIPP use. The ped-
agogues themselves try to recreate a Zone of proximal
development [36] with HIPP to enable a more indepen-
dent creative drawing activity. Björk [2, pp. 49–50] ex-
plains the distinction between drawing and exploring
and how that is important for the child and the success
of the activity from the creativity perspective: Draw-
ing is linked to a more active child while exploring a
finished drawing leaves the child more passive.

A key observation is that HIPP enabled that spe-
cific distinction by complementing the drawing move-
ment with immediate and dynamic feedback. The com-
bination of movement and immediate feedback was
not available to the child in a drawing activity with-
out the HIPP technical system. Without HIPP, only
passive drawing explorations or delayed drawing cre-
ations were available. According to our analysis, this
dynamic characteristic of the HIPP system – in com-
bination with the human pedagogical support – was
what contributed most to the successful mediation of
the drawing/learning activity. That HIPP successfully
mediated the drawing activity is further confirmed by
the continued use of the program over a long period
of time (two years once a week), the use of HIPP in
the classroom, and the requested loan of HIPP during
summer holidays by Sam.

3.3. Dynamic drawing, stable shared representation

While supporting dynamic drawing, HIPP also pro-
vides a stable shared representation. Haptics have been
shown [37] to be able to support the creation of “com-
mon ground” [38], and we suggest the HIPP system
can be considered a place for the pedagogical staff and
the child to meet, while embodying this meeting in
the form of a 2D multimodal drawing. In this meeting,
the child and the pedagogical staff are co-constructing
an object of inter-subjectivity. One of the goals is of
course to learn, and the 2D drawing is envisioned as
a support to externalize parts of the dialogue so that
learning can occur.

The interviews emphasized the importance of hu-
man audio interpretation both for the child’s integra-
tion during usual school activities and during draw-
ing sessions [39]. Audio interpretation is to render in
speech the visual world to the child with a visual im-
pairment. The person doing this is often the assistant,
but can also be the pedagogue in HIPP. The audio in-
terpretation cannot render everything that happens in
the visual world, so the interpreter will of course apply
a filter to how and what to render. The relevant or most
pregnant elements of what happens around are often
interpreted back to the child – including non-lesson re-
lated details. With HIPP, the choice is slightly different.
The pedagogue can choose to render at several levels:
a pure geometrical description or an interpretation of
what the lines might look like. That step – going from
the lines to the representative drawing with the help of
HIPP and audio interpretation – is described in more
detail in Björk [2].

Let us turn to how this “stability” of the representa-
tion – or externalized part – is supported by the techni-
cal HIPP system: the multimodal feedback is a reliable
and externalized representation. It encompasses the vi-
sual on screen, the audio feedback for each curve as
well as the haptic feedback. Specific features could be
introduced or enhanced to increase HIPP’s support:

– The automated curve numbering was shown help-
ful in supporting the human audio interpretation
by giving a way to differentiate curves. HIPP also
has a feature that allows the users to change the
name to reflect something more meaningful (for
example “sun” or “circle” instead of “curve 1”) –
that feature also supports the human audio inter-
pretation. Automated geometrical form identifica-
tions in the automatic names is a possible future
enhancement of the automated curve numbering.
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Fig. 13. Stages of drawing development quoted and translated from Lantz and Mélen [41].

– The observation showed a heavy use of direc-
tional words. Except for the kinaesthetic feed-
back, the program does not currently provide spe-
cific directional pointers. A potential future de-
velopment could be some kind of “up/down” and
“left/right” audio scale in independent use (early
tests of such a feature was done in [40] Rassmus-
Gröhn et al.).

In conclusion:
– The HIPP system provides different views (hap-

tic, visual, audio, and relief-printed) to a single
medium: the drawing. Through this multimodal-
ity, HIPP mediates the access to the drawing to
users both with and without visual impairment.
In this way, it supports the co-construction of the
drawing between different people (intersubjectiv-
ity) as argued in Björk [2]. The support of naming
the curves as well as consistently giving back their
names (via screen reader) supports the construc-
tion of a coherent internal image (internalization).

– The visual to audio interpretation is a central part
of the pedagogue’s role during the drawing. This
“syntolkning” (audio interpretation) accompanies
the audio and force feedback given by the pro-
gram and integrates as yet an external representa-
tion of the drawing to the child.

3.4. Haptic mediation

HIPP uses a haptic device and does not provide a
2D-surface contact. How does that impact the use? A
dynamic surface representation could be seen as con-
veying more information than the unique point of con-
tact available with the haptic device. At the same time,
the lack of focus on one point in a surface display
might make it impossible to add sound feedback to
the drawing. The movements of a haptic device are
also a specificity that can be thought as similar to the
movements required in drawing for sighted peers. The
video observations showed an example of this: Sam
used many times the haptic pen to finish off his draw-
ings by a specific move to the right, as if “signing”

the drawing. The haptic device is handled mostly as a
pen. It is possible to study what kind of handgrip the
user has on the pen-implement of the PHANToM [7].
In early uses or in breakdown situations, just holding
the pen in a way that one can feel and draw with it can
be the whole focus of the activity. In those cases, the
tool is not mediating the activity of drawing properly,
but only the prerequisite step of holding a writing im-
plement. Later on, when the grip is learned, or when
the breakdown has ceased, the grip can be internalized
(learnt so that it is unconscious and automatic) and the
focus can be on the drawn lines themselves.

One identified missing feature is the possibility to
mark dots only (and not just lines) with repeated
“push” movements of the pen, which is the stage pre-
vious to doodling in learning how to draw according
to Lantz and Melén [41] (see p. 10 in Björk [2], or
Fig. 13).

3.5. Material/external outcomes

During the project, a number of 2D creations were
made by both teachers and students using the HIPP
program.

The students produced numerous drawings, seen in
piles in Fig. 9 on the bottom right. This is something
to report specifically on, since being able to produce
many drawings apparently brings out a better grasp
of drawings in general, and is something specifically
enabled by using digital-and-haptic supported draw-
ing instead of traditional drawings. The production of
these drawings involved a pedagogical process to sup-
port the students’ creativity.

One explicit goal of the project was to create a base
of ready-made resources for HIPP, to be used by the
teachers in school. The teachers involved in the project
chose relevant illustrations, graphs, and 2D tables and
created them in HIPP. They also made use of existing
documents (drawings from the National Agency for
Special Needs Education and Schools SPSM [42] and
other existing pictures) that they could include thanks
to HIPP functionality that allows the inclusion of back-
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ground images, as well as the choice of a file format
based on SVG. This work resulted in a portfolio both
of students’ drawings on the one hand, and of teachers
resources on the other that illustrate and facilitate HIPP
use for potential new users.

The portfolio directly addresses one issue identified
during the study, namely that coordinated preparation
of material between Sam’s teacher and Sam’s assistant
was crucial for functional and concurrent HIPP use in
the full classroom setting. The time required for prepa-
ration diminishes when a portfolio is given, enabling
HIPP concurrent classroom use to a larger degree.

3.6. Teacher’s activities

All the people around the child have diverse ap-
proaches to HIPP use. They have their own motives
and abilities that will influence the child’s use through
the way they support her/him. In this article, we have
tried to focus on the user’s activity – the student with
a visual impairment who uses HIPP. It was however
interesting to consider the activity where the teacher
or assistant is the subject. The interviews with teach-
ers/assistants allowed us to gather their perspective on
the use of HIPP.

During class, the material required for HIPP needs
to be at least in part prepared in advance as we saw
in the shadowing observation and interviews. Chrono-
logically, the teacher and the assistant must have met
before the lesson, in order to know what it would be
about. This is required to allow the assistant to be able
to adapt the material to be used for the student with
visual impairment. In the school observed this hap-
pened because of the well-functioning group dynamic
between the teachers, but a practical limitation is the
amount of time available. This indicates that it is im-
portant to have a well-functioning collaboration – and
time allocated to it – for a successful use of HIPP dur-
ing class time.

The observation also showed the difficulty of con-
veying the visual information at the same rhythm as
the visuo-tactile exploration in HIPP. This points to
the benefit of having access to two ways of doing
the lessons – both in class (the assistant following the
teacher’s lead) and in a side room (the assistant doing
the teaching), combining a feeling that all students are
included in the same class activity, while still allowing
for extra time on a specific lesson when required.

One suggestion that came from the shadowing ob-
servation would be to add more audio feedback into
the visual exercises HIPP might be used for, in order

for the concept to be recognized faster. Music is also
a powerful source of examples for mathematical con-
cepts. That would be doable in HIPP but would require
thinking out of the box when rewriting the exercises
for HIPP.

In Björk [2] the analysis of HIPP in this case of use
is made by one of the pedagogues involved. It is ar-
gued that the pedagogical-supported use of HIPP en-
abled the creation and usage of images in all the ways
that are usually pointed out as relevant in the Swedish
school system (as a preparation for life). The role of
the pedagogical scaffolding is also pointed out. HIPP is
discussed as an enabling medium where this collabora-
tion and scaffolding, including the technical mediation
towards a shared representation (or common ground),
is made possible.

During the project, the assistants, teachers, and ped-
agogues were the most natural relays to us as coders-
researchers. They would ask for help when something
was difficult to understand about the program, or when
a bug happened. In return, our help would let them ex-
plore a new way to use HIPP that was not thought about
before. We also explicitly designed the project to be it-
erative, meaning that we had several back and forth be-
tween use of the program, reporting on it, and further
development.

In that respect, our interpretation is that we cre-
ated within the project a Zone of Proximal Develop-
ment [36] for the teachers and assistants in their learn-
ing of HIPP use. We as researchers also had a learn-
ing process about what the school activities entailed.
It is our understanding that those two learning pro-
cesses were supporting each other, one creating the
circumstances for the other to expand and vice versa,
both working in their Zone of Proximal Development.
Jönsson et al. [28] highlight the importance of putting
the technology in the situation and see what happens.
The project was influenced by participatory design [43]
which also advocates this process. Thus, on the psy-
chological level, the existence of a mutual Zone of
Proximal Development between the participants in the
development may likely be a pre-requisite for produc-
tive participatory design processes.

The project being iterative meant that it was possible
to let the users – students and teachers – learn to use
the program in its current state, and then the practice
developed could further our understanding, allowing us
to propose improved functionality, which in turn let the
users discover new possibilities of use.

The drawing program was implemented from the
start of the project with an emphasis on using stan-
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dards. Commands that are common in other programs
(for example copy/paste/cut) were implemented con-
sistently. This was an positively appreciated, as con-
firmed by one of the assistants during interviewing.
The focus group interview brought up another dimen-
sion of this result: a common set of teacher tools.

Of course, the teacher’s, child’s, parents’ previous
knowledge and affinity about or towards technology
must have played a role in the actual use of HIPP. In the
case of the teachers, the interviews and project meet-
ings shed light on some common elements that teach-
ers might be able to relate to, like a nation-wide tech-
nology course (PIM – Praktisk IT och mediekompe-
tens) offered to teachers. It is useful to note that since
these standards are taught nationally for all teachers,
the progress of making HIPP more similar or compat-
ible with them is a progression that can be generaliz-
able nationally, as it is embedded in a national struc-
tural system.

3.7. Coder and researcher

In considering the results of the observations and in-
terviews, a specific bias had to be considered: We rep-
resented both the developers of the program as well
as the researchers. This double role influenced the an-
swers we received and the focus we have had in the
work. It was for example often natural to attend to a
bug just before or after conducting an interview, just
because of the practicalities – it is sometimes easier to
group the things to be done on site during the same
timeframe. The interviews and the observation might
have been in general more positive or more negative
depending on the coding actions. The interview ques-
tions and the observations were often on parts of the
usage that the researcher as a coder ignored – namely
the environment and the pedagogical practices. It was a
way to bring back a fuller picture and avoid a negative
effect of the coder-researcher bias.

It might be, however, an inevitable and maybe
even desirable bias, as long as it is kept in mind. In
p. 123 of [44], the importance of considering, as La-
tour (chapter 6 in [45,46]) that “technology is society
made durable” [47], can be taken at the heart in such
projects. It was thus essential to include more devel-
opment alongside the introduction of the technology in
schools. That way, there was time to see how ideas that
were embedded in the development were received in
the testing. This process provides room for change of
the embedded ideas by changing the technology itself.
By being both a coder and a researcher, it is possible

to code, see how the code is received, and use it to re-
flect back on the values that we have embedded in the
code. It is thus possible to change them explicitly, be-
cause the analysis can be put into action through the
researcher’s coding competence.

As a last note on this subject, we can consider some-
thing that was learned during this study but that was
very counter-intuitive from a coder perspective: Errors
in cultural specificities might have more importance
than functional errors. The lack of specific Swedish let-
ters was reported multiple times while the device mis-
behaving was not mentioned and shrugged off during
observation as: “It does that sometimes, we have to
restart”.

4. Conclusions

During this project, visually impaired children used
the HIPP drawing system in a school setting. The study
was done after a long-term use of HIPP: the program
was used weekly over one to two years by two visu-
ally impaired students accompanied by their teachers
and assistants. These successful long-term uses as well
as the interview results show that HIPP supported the
drawing activities successfully.

Through observations and interviews, we were able
to confirm the successful mediation between the user
and the object of their activity, their drawings. We con-
sidered the user with its human environment: teach-
ers, classmates, assistants, and family and have showed
how HIPP enabled them to share an understanding of
the drawings under focus, to reach common ground
in the drawing and learning activity. The HIPP mul-
timodal system mediated the drawing and interactive
learning activity by allowing the dynamic exploration,
creation and editing of a stable and multimodal (haptic,
visual and audio) representation. Additionally, the sys-
tem provides static representations (tactile printouts)
that can be used outside of the program or in com-
plement to it. Both dynamic and stable representations
were seen to be important; the dynamic representa-
tion provided direct feedback, allowed seamless ges-
tures, exploration and creation, and supported interac-
tive learning, while the static printouts allowed results
to be shared for example as letters and also incorpo-
rated into joint presentations at school. Both represen-
tations – dynamic and static – were stable in that they
provided automated feedback that any user could come
back to numerous times through different modalities,
in order to support grounding between several users.
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HIPP allowed teachers to make use of pedagogical
methods better suited to the learning of 2D graphics
(Björk [2]). It is a takeaway that not only the children,
but also teachers and assistants, need to be actively in-
volved in the development of any new technical peda-
gogical/accessibility aid, in order for it to be used ef-
fectively to the full extent of its possibilities. One as-
pect of this is that the software needs to fit into the
existing environment at school and preferably not add
extra work for the teachers and assistants – whenever
it is possible to adopt standard solutions (e.g. standard
menu shortcuts), it should be done.

4.1. Future work

A possible future study would be to compare the
usefulness of the HIPP drawing system against other
drawing options available to visually impaired users in
specific 2D creation and perception tasks. It would be
possible to design a test case by letting a number of vi-
sually impaired students enrol in a two-year program
where half of them are given weekly drawing sessions
with HIPP and half of them weekly drawing sessions
with other tools. Standard drawing and 2D material in-
terpretation tests could be done at the beginning and
end of the test period.

Another possible way to extend this study would be
to identify and integrate the parts of the wider social
system more systematically into the HIPP program,
and vice versa. For example, it could benefit to be part
of the teacher training when it comes to drawing as an
example of how to make lessons accessible. It would
then be needed to reintegrate into HIPP whatever mod-
ifications come up that make the use of HIPP more
seamless (or internalized) in the classroom routines –
like using the digital versions of the drawings shown
on the smartboard into HIPP.

Finally, we identified an interesting topic for further
analysis of the video observation data: How does the
grounding [38] process happen during the learning and
drawing activities where HIPP is used, and how does it
affect learning? Some similar studies have been done
in different settings [37], but relating that analysis to an
activity model would give us insight into the process in
which the technology mediates the learning and draw-
ing activity within the child’s zone of proximal devel-
opment.

4.2. Limitations

We have described how the methods and theory were

used to gather as much data as possible from this study.
The main limitation, however, is that this is a qualita-
tive study. In itself, it is not possible to reproduce. It
was not possible to control the parameters and test ex-
haustively to understand the correlations of cause and
effect precisely.

Because of the nature of the methods used – inter-
view and observation, qualitative methods – the bias of
the observer/researcher has to be taken into account.
Precautions were taken as named above (accounting
for cultural and professional bias, use of analytical con-
structs) – but the subjectivity of the interpretation is
nonetheless a limitation that should be named.

Another possible way to act would have been to
make the analysis more explicit by relating each bit of
data gathered to each of the possible parts in an activ-
ity diamond or categories in the activity checklist ex-
tensively. A more structured method of analysis would
have yielded a more reproducible analysis. Making the
categorizations of the data points more explicit would
have also been a way to improve on the current analy-
sis.

Another limitation inherent to qualitative analysis of
this type is the one that language and communication
creates. Language and direct relationships within inter-
views are great tools to understand more of the activ-
ity system, but they are dependent on the language and
communication skills of both the interviewer, the ob-
server and the participants. In this study, the native lan-
guage of the participants was different from that of the
researcher who conducted both interviews and obser-
vations. This combined with the communication abili-
ties of the participants limited the possible interviews
on site. This was mitigated by transcribing the content
of the interviews’ and video observations’ recordings.
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Appendix A HIPP study’s Field Diary 

Day 1 consisted of observation at the school of a HIPP session. It is part of the school 
schedule to have a diary and drawing session every Monday where all of the class students 
write and draw about their weekend. I come in with the pedagogues and we sit with Sam 
in a separate room. HIPP is setup while Sam and Sam’s assistant finish the written part of 
the diary with the help of a Perkins machine. A video is made of the rest of that session. 
It follows the typical previous videos made of such sessions, where first Sam and Sam’s 
pedagogue draw something for the diary. They then continue on to free drawing, with 
Sam doodling and ending with “signature” type moves and Sam’s pedagogue doing audio 
interpretation of the drawings in the doing. Towards the end of the sequence keyboard use 
by the student is also emphasised. 

The researcher then follows Sam and Sam’s assistant into class. Sam has an assigned place 
in front near the teacher’s table where both the researcher and Sam’s assistant sit. The table 
is full of assistive equipment - computer, haptic device, printers, Perkins machine, braille 
markings. The class starts a session about newspapers. Students have printed newspapers 
while Sam has an audio-recorded one. Another student in the same class is also at the table 
and is paired with Sam for an exercise about it. The results of pair work are then shared 
with the whole class orally. 

Observation continues with lunchtime in the common dining room. Sam and Sam’s as-
sistant sit together with the other classmates and the teacher. Everybody comes back in 
class after lunch for a mathematics lesson. Sam goes into a separate room on the side with 
Sam’s assistant for that lesson. The researcher follows and notes the use of a braille version 
of the class’s math book as well as a mechanical Perkins machine. Most of the work is done 
mentally by Sam and then reported in braille using the Perkins machine. A visual print 
version of the book is available for Sam’s assistant and the researcher to follow in. It is used 
as a reference in case of errors in the braille version. 

After mathematics, Sam has a sports lesson in the school-yard with the rest of the class. 
They learn and practice traditional regional sports. Sam’s assistant continues the work as 
personal assistant during that lesson. 

After this, it is 13:00 and the students have free time activities. Sam goes home. The 
researcher stays to correct some bugs with the HIPP software and interview Sam’s assistant. 

Day 2 starts again with shadowing Sam in school, which starts in the main classroom. 
During the class, the teacher draws on the whiteboard, or shows illustrations prepared 
via the projector. The day’s lesson is about patterns - how repetition is a key element in 
identifying patterns. The first illustration is a row of rectangles and circles, filled in black 



or white, repeating themselves in a one dimensional pattern. 

Sam has access to a printout on swell-paper of the first illustration that the teacher used 
on the whiteboard. The teacher points out to examples and counter examples of what they 
are studying that are present in the real world. Visual examples are pointed out, but some 
tactile ones from the classroom are specially brought to the student with visual impairment 
(a non-patterned mosaic on a plant pot, the wool pattern on a classmate’s pullover). 

The class then goes into a group exercise, where the teacher asks orally to students, one 
after the other, what is the next answer in line to the exercise on the whiteboard (circle or 
rectangle). Sam participates in that exercise. 

Then the class completes at their own pace some exercises on the same concept. On the 
whiteboard a two dimensional pattern is drawn, and the students must complete a drawing 
with the pattern when they have finished the one dimensional exercise. Sam does similar ex-
ercises prepared in HIPP with help from Sam’s assistant. During the exercises, the observer 
realises that the material presented in HIPP is only a part of the examples on the board 
(only the one dimensional expample). It required as much time as the others to explore 
this reduced material, HIPP exploration is slower than visual exploration. Sam doesn’t take 
time to feel the HIPP pictures on his own, but instead follows the assistant’s hand and the 
HIPP pen with his hand. The results of the exercises are then printed on swell paper for 
the student to feel. The additional examples (2D patterns) are not shown within that time 
frame. 

Sam answers the exercises in ways that show his incomplete understanding of the concept 
taught at that point in the day. 

The time allocated for the mathematics lesson ends. 

A break of the shadowing happens there, where the researcher instead went with the ped-
agogues at their work place (a rehabilitation center) for some HIPP program debugging as 
well as lunch. Informal discussions happen during that break about the pedagogical per-
spective used in the HIPP drawing sessions. The researcher goes back to shadowing after 
lunch. 

During the second time allocated to mathematics during that day, Sam and Sam’s assistant 
go to a side room. There is a lot of tactile material available. Using 3D material objects, a row 
of holes, plastic bears of different sizes (see Figure 18), and other small objects (pine-cones 
and chestnuts), Sam’s assistant explains again the concept explained in the previous lesson. 
This time more dedicated exercises and more examples are used, until Sam can complete 
a whole exercise on their own. This method seemed to achieve the basic learning goal for 
this concept. One-dimensional patterns are efficiently reproduced by the student. The 
two-dimensional patterns that the teacher gave only visual examples of are not presented 
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Figure 18: Three plastic bears of different sizes. 

during this limited time frame either. 

In Figure 19, we see the reproduction of a linear (one dimension) pattern. It contains 6 
items : chestnut, bear, chestnut, chestnut, bear, pine-cone. The six objects are repeated 
(the second row is considered to be a continuation of the first row in this exercise). 

The day is concluded with the focus group interview conducted with all the teachers and 
assistants present except for Sam’s personal assistant (Sam’s assistant). 

Day 3 is mainly occupied by interviewing Sam. Additional time is taken to answer Sam’s 
questions to the researcher. Some HIPP program debugging is also done to test the ability 
to swell braille letters within the drawing’s printout. The day is concluded by an interview 
of Sam’s pedagogue at the rehabilitation centre. 

Day 4 starts with shadowing of Kim in school. Kim works in their dedicated room with 
Kim’s individual teacher on a Flexiboard. Both Sam’s pedagogue and Kim’s pedagogue 
as well as the researcher arrive as Kim and Kim’s individual teacher look at the schedule. 
Kim answers to Sam’s pedagogue’s question about what they do with the robot by stating 
that they draw. It is time for a HIPP drawing session that usually happens between Kim’s 
pedagogue and Kim. The video recording is set up as usual. 

Kim reacts a lot more to the specific sounds heard and needs supports from Kim’s pedagogue 
to focus back onto the drawing or activity at hand. Kim is always in a separate room for 
lessons because of those needs, mostly with Kim’s individual teacher. After the drawing 
session, the researcher thus interviews Kim’s individual teacher. 
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Figure 19: Plastic rows with chestnuts, pine cones and plastic bears, used for an exercise on patterns. 

After lunch, the researcher together with both Sam’s pedagogue and Kim’s pedagogue looks 
at video recordings of HIPP drawing sessions - either Sam’s pedagogue and Sam or Kim’s 
pedagogue and Kim. A specific result of one of those sessions, where Kim created a story 
from a drawing is discussed. The story was made by taking snaps of different stages in the 
drawing and explaining them, which was made possible through a combination of HIPP 
features as well as successive swell printing. 

The researcher’s day concludes with the interview of Kim’s pedagogue. 

Day 5 starts with some time for field notes. The researcher then discusses with Sam’s 
pedagogue the knowledge and books about how students with or without visual impair-
ment are supposed to learn how to draw, and how that might affect their progress, as well 
as HIPP possible role in the question. The afternoon is dedicated to work between the 
researcher and the local technical expert about hard drive and diverse HIPP problems. 
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Appendix B Access to Swedish only related materials 

Some important published documents relevant for this thesis are only available in Swedish. 
For the sake of access and the reader’s ability to understand, I propose here alternatives in 
English. 

Appendix B.1 Tutorial for HIPP 

The title of the swedish tutorial document translates to “I can draw! - Tutorial and methods 
for the HIPP program”.[15] 

I did not translate this well made introductory guide to the use of HIPP, but I propose here 
my own description of how HIPP works, in the hopes that it helps understand the pictures 
and content in the Swedish guide better. It has my own focus and hopefully complements 
the Swedish guide for the more technologically interested. 

The tech mediation: a focus 

The mediation between the drawing and the user is made through both vision and tactile 
feedback in HIPP, as well as audio. 

The visual feedback is a given on the usual computer screen. It shows the background (grey 
by default, but can be any greyscale or colour image) and the lines drawn. Two cursors are 
also shown, one for the haptic device and the other one for the mouse. The menu is in a bar 
on top. The text display is in a bar at the bottom, showing the current line’s name as well as 
any potential text feedback about the actions made within HIPP. All this visual feedback is 
given within the main window. Some dialog boxes may appear when using HIPP functions 
either via the menu or via shortcuts. 

The audio feedback consists of two parts. The screen reader is one. It must be configured 
so that, on top of the usual navigation vocalization, it reads the bottom bar each time it 
changes. A Jaws script has been produced for this. That way, the user will hear the name 
of each curve as they touch them, as well as text feedback on their action. This part can 
also be rendered via a braille display if preferred. The second part of the audio feedback 
consists of sounds that HIPP produces. Those sounds can either be linked to actions taken 
(for example a “click” sound on using the “copy” feature, or a “swish” sound on moving a 
curve . . . ) or chosen by the person creating the drawing and linked to a line. Those latter 
sounds will be heard whenever the user touches the line. 

The last type of feedback involves the haptic device. The user can feel a plane with engraved 
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lines corresponding to the lines drawn. Any background picture will be shown with varying 
depth of engraving corresponding to the greyscale (deeper for whiter areas). Black areas or 
lines will be felt upwards on the plane. This plane - that we called the virtual paper - can be 
inclined in several position depending on the preferred working area (slanted in two ways, 
horizontal and vertical). This enables the user’s hand and arm to be positioned comfortably 
in differing external material conditions. 

Some systems attempt to make the visual and the tactile image coincide. This is, considering 
the use of HIPP by people with partial vision, an advantage HIPP does not have. On the 
other hand, having the drawing visually on the screen enables one to use that display in 
a flexible manner. The co-users with vision could follow what is done. The users with 
partial vision may use whichever screen size they prefer. This does not impact the tactile 
representation. 

Appendix B.2 Björk’s master thesis: Multimodal pictures – draw, feel, hear and 
experience 

One of the important references in this thesis has been a master thesis[7] that describes the 
use of HIPP from the pedagogue’s perspective. Its subtitle is : A case study about a blind 
child who draws together with a pedagogue. 

Unfortunately it is only available in swedish. I present here an attempt at a short trans-
lation of chosen excerpts of this research. This is not my own work and I only provide 
this to help understand my own reflexions to readers who cannot access the material in the 
original language. I have however used the conclusions from this work to inform my own 
observations. 

Appendix B.2.1 Summary/Abstract 

The purpose of this case study is to describe what happens when a blind child draws mul-
timodal pictures in the HIPP-program together with a pedagogue. The questions take their 
origin in the Swedish curriculum about the art discipline. It relies on the way the child de-
velops in their thinking, learning and experiencing of themself and the world around them. 
How images can inform, convince, entertain and give the child aesthetic and emotional ex-
periences. How the child uses images to communicate and express their own opinions and 
participate actively in social life. And which methodology develops the child’s creativity 
and capacity to create images. 

The study is a case study with a child who has been part of a project, called the HIPP-
project. The child drew in the HIPP-program together with a pedagogue during two years. 
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During the project, a methodology was developed where the pedagogue “syntolkar” sight-
interprets the child’s drawing. The drawing hours were filmed and for this study they have 
been processed and analysed. The ethical aspects were taken into account according to the 
guidelines of the Swedish research council. 

The result shows that drawing in the HIPP-program can give the child what the curriculum 
strives to in art. Through work with the multimodal images together with a pedagogue, 
the child gets an experience of what an image is. When the pedagogue and the child 
draw, some drawing-technicalities problems arise that makes them have to communicate 
in order for the child to be able to draw the object. The communication leads to a shared 
focus/intersubjectivity since it is not possible to draw if not both have the same mental 
image of what the image will represent. The shared focus/subjectivity leads in its turn the 
child and the pedagogue to share each others’ worlds, and the child to learn about the world 
around them. 

Appendix B.2.2 Background - chosen extracts 

Appendix B.2.2.1 Image communication. The blind child gets fewer descriptions of 
the surroundings. In the past, teachers used models and images to reach the mental world 
of the child. But to share focus or intersubjectivity is not easy with a person who doesn’t 
see and where the mental images build on other senses. To come closer to one another and 
collaborate, sensitivity and communication are important. The sociocultural perspective 
means that it is through communication that one learns to think. As help to think, we can 
use mediating tools, first of all language to be able to think farther. In the critique against 
Säljö [58] it is shown that even images can mediate and maybe then first of all through 
experiences. The child in school needs a visual understanding of images. In Hedvall’s model 
[21] it is shown how the subject, the artefact (for example the HIPP-program), the human 
environment (pedagogue) and the object (the image) could give a result of an experience. 

Appendix B.2.2.2 Images in our environment. Blind children have historically and 
today had access to tactile images. The difference in HIPP images is that they are mul-
timodal that is to say that they can be experienced not only in a tactile way but also audit-
orily and haptically. In the HIPP-images, a lot of data can also be stored auditorily. 

Appendix B.2.2.3 Drawing development. Blind children follow the same drawing de-
velopment as seeing children. Seeing and blind children draw/doodle lines which represent 
diverse objects but which maybe are not so much looking like the object in question. The 
hand can in a tactile way experience what the eye can see and from the point of view of 
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drawing technique, the challenge is the same for seeing children as for blind children. That 
is to say to depict a 3D form into a flat 2D and to coordinate perspective, form and surface. 

Appendix B.2.2.4 Methodology in the HIPP project. The methodology in the HIPP-
project strives toward the child being active and independent. The pedagogue and the 
child try to solve together the drawing-technical problems. The pedagogue supports the 
child in the act of drawing through sight-interpreting the images either image-technically 
or narratively. 

Appendix B.2.2.5 Method. The study is a case study with a child involved in the HIPP 
project. He drew together with a HIPP-pedagogue on special occasions and in the usual 
school work under two years. The child used the drawing robot and the keyboard and 
the pedagogue interpreted how the image came to be. The pedagogue’s visits were filmed 
and then processed and analysed. The ethical aspects were taken care of according to the 
guidelines from the knowledge council. 

Appendix B.2.3 Results - chosen extracts 

P is for the pedagogue and C for the child in the dialogues below. 

Appendix B.2.3.1 The child’s way to think, learn and experience themself and the world 
around them with HIPP. 

Appendix B.2.3.1.1 To think - share focus/intersubjectivity. The image with the kite 
is drawn by the child without any wish for it to be something specific. The pedagogue 
sees a form that she shares with the child and that they can feel together. The pedagogue 
interprets verbally the form as a kite. One problem comes up when they don’t share the 
same focus/intersubjectivity. What kind of kite is it in fact? (Note : kite and dragon in 
Swedish are the same word.) When one draws, questions come up when the mental images 
don’t agree. In this case, the pedagogue thinks about a paper (or plastic) kite which can fly 
high in the sky, while the child thinks of a fantasy dragon. 

Appendix B.2.3.1.2 Dialogue about the dragon/kite. 

p: But you need to catch the dragon/kite there . . . [C finds the rope with the drawing 
robot on the image] there, yes, supergood! And then you pull a rope down to you 
who is holding the kite/dragon . . . it was a very short rope . . . 
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Figure 20: Drawing a dragon, or a kite? from [7] 

c: . . . but dragons must have a short . . . 

p: But I meant such a dragon/kite which is in the sky . . . like one flies a kite. 

c: Aha! Then they need to have a little longer one. 

p: Because otherwise you don’t get it up in the air. 

c: Then they need a little longer one. 

The final drawing can be seen in Figure 20. 

Appendix B.2.3.1.3 Summary. When it comes to developing one’s thinking, learning 
and to experience oneself and the world around, then the examples show that, in order to be 
able to draw something, there is a need for knowledge of the object that will be portrayed. 
The experience during drawing can be in the sight-interpretation from the pedagogue dur-
ing the drawing or in the discussion before. The pedagogue supports the pupil, so called 
“scaffolding”. The examples show that many of the objects that the child surrounds him-
self with are not known in a tactile way despite being usually around. The child doesn’t 
know what form the object is composed of or how the whole is formed together. When 
the child draws, it emphasises the problem and the object is investigated and discussed to-
gether with the pedagogue. The child gets an insight about how the object is portrayed. 
They get to learn that it becomes different drawings when the perspective is from the side 
or from the top. The drawing moments become nice occasions for the child to open up to 
the world. Nothing is taken for granted that the child should know about, and thus the 
gaps about the world that the child has are discovered. The pedagogue and the child shared 
focus/intersubjectivity is the ground for being able to draw. Without a shared focus, that 
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is to say having the same idea about what should be drawn, the interplay between them 
doesn’t function and question marks in the drawing process grow too many. 

Appendix B.2.3.2 Images which can
thetical and emotional experiences. 

 inform, convince, entertain and give the child aes-
Images can inform the child graphically instead of 

a verbal explanation. The pedagogue has - through map drawing or graphical presenta-
tions - mainly informed and convinced the child. When it comes to entertainment and 
aesthetic experience, the spontaneous scribbles-drawings that the child themself draws- are 
what gives the most joy. The child is engaged and active in their drawing activity. When the 
pedagogue presents a drawing, the child feels through it quickly and then becomes passive. 
The drawings from the pedagogue do not give the same experience as the own creation. 

Appendix B.2.3.3 Images to communicate, express own opinions and participate act-
ively in society life. The child can, through drawing images, explore their surroundings 
and others’ activities. No drawings expressed the child’s own opinions, but the child can, 
like other seeing children, participate in society through sharing and communicating via 
their images. That was something new for the child that the HIPP-program brought. 

Appendix B.2.4 Discussion - chosen extracts 

Appendix B.2.4.1 final comments. The purpose of this study is to describe what hap-
pens when a blind child draws with the HIPP-program. By drawing in the HIPP-program, 
the child experiences the parts that the curriculum (SKOLFS 2010:37 [3, 49]) describes as 
art. Which is that the child develops through thinking, learning and experiencing them-
self and their surroundings. Experiences how images can inform, convince, entertain and 
give aesthetical or emotional experiences. Experiences that images can communicate and 
through them express own opinions and participate actively in society (own opinions and 
participating in society can not be proved in this study). For the drawing, an own meth-
odology has been developed which develops the child’s creativity and capacity to create 
images. 

Appendix B.2.4.1.1 What makes the difference, the program or the pedagogue? A 
question that comes up is whether it is the HIPP-program or the pedagogue which makes 
drawing be pleasurable and filled with experiences for the child? A part of the advantage of 
the HIPP-program is that it is easy to be able to create a line. It does not take any strength 
more than being able to keep the arm up. The images are multimodal, with haptic and 
auditory support. To compare with an embossing paper (see the index) where the child 
needs to be able to push down in order for the line to be a relief. A relief that afterwards 

150 



Figure 21: The child’s activity vs. passivity when they draw themself or are presented with a ready-made image. In drawings 
like the rose (Fig. 17), the kite (Fig. 20) or the snakes (Fig. 22), the child themself draws and is active. In drawings 
like the maps drawn by the pedagogue (Fig. 13, Fig. 12, Fig. 23, Fig. 24, and Fig. 14), the child is passive when he 
feels the drawings. Adapted from [7] 

cannot be erased or changed. It is fun for the pupil to be able to convert lines into circles in 
the HIPP-program, to make them bigger/smaller or to erase them completely. But it does 
not mean that a similar drawing program or drawing of a different kind (what the future 
brings) can give the same pleasurable feeling. In previous research the difficulties to share 
focus with a blind child are taken up. Klingenberg [34] writes that teachers and pupils share 
focus around geometrical forms. The pedagogue is thus also involved and describes what 
the pupil points out, like in the sight-interpretation of HIPP-images. A deciding factor may 
be the simplicity of the mediating object and that the pedagogue sight-interprets what the 
child experiences at the moment. For further research, it would be interesting to find a sim-
ilar topic where the same intersubjectivity/focus is found between the pedagogue and the 
child. More children have drawn in the HIPP-program and an analysis of the differences 
and similarities between the children’s drawing would be interesting. 

Appendix B.2.4.1.2 To understand, as an adult, that one does not know better than a 
child. The difficulty in the drawing process lies maybe mostly with the pedagogue, to 
be able to, as a sighted, let go of what an image should be. The pedagogue should think 
that the image will give something to the child with visual impairment. Then he/she needs 
to disregard their sighted values and norms about drawing. If the child wants to draw a 
table with the legs right outwards in the corners, then it is of course approved. It is also 
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Figure 23: Lines for the position of the classmates in 
the classroom, annotated in HIPP with their 
names. from [7] 

Figure 22: Snakes drawn by a HIPP user. from [7] 

important to notice that the simple lines and doodles actually give the child something 
important back. The lines mean something even if they look like small child doodles. In 
the same way that small child doodles are important for the small child! As a sighted, it 
can also be difficult to learn to feel haptically in the image and thus understand that a child 
manages this. The child is more trained in sensing than the sighted adult whom maybe 
seldom uses their tactile ability. 

Appendix B.2.4.1.3 To summarise, it can be said that the art discipline can give a blind 
child the experiences that the curriculum is looking for. Experiences that are sometimes 
difficult to experience in a different way than through aesthetical enterprises. Experiences 
that can give the person “that something else” which touches and engages, creates desire 
and drive in life. That which makes us into people. 
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Figure 24: from left to right: classroom map, schoolyard map detail and overview. from [7] 
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Appendix C Conference poster for Guiding Tourists through Haptic 
Interaction: Vibration Feedback in the Lund Time Ma-
chine 

Presented as poster number 86 at the EuroHaptics 2012 conference in Tampere, Finland. 
For further details refer to Paper II 

Guiding Tourists through Haptic Interaction:
Vibration Feedback in the Lund Time Machine

Ø Come for a demo
Ø Poster #86

Vibration feedback when pointing 
toward a point of interest

Figure 25: Teaser for the EuroHaptics 2012 poster & demo 
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Guiding Tourists through Haptic Interaction:
Vibration Feedback in the Lund Time Machine

The spoken information played when arriving within 15 
meters of those points is of the kind a human tourist guide 
could tell about interesting locations in the city. An image and 
the spoken text are also displayed onscreen. Questions 
about the point of interest can also be displayed and 
answered at some points of interests. During navigation, 
medieval sounds are played to enhance the experience 
around chosen locations, such as animal sounds at the 
medieval market place or bells at the place where a church 
once existed. 

The guidance in itself is based on a scanning interaction. When the tourist points 
the phone in the direction of the next goal, it vibrates. The angle within which the 
succession of 3 short bursts are played around the target direction is 60 degrees, 
as recommended in a previous study. The distance as well as the list of points 
and a map were displayed onscreen during the navigation, but we also wanted to 
embed some distance information in the vibration feedback pattern.

In order to test different ways of coding the distance using vibration patterns, we implemented 
a prototype on a Windows Mobile phone (Sony Ericsson Xperia) which allowed users to scan 
the area around them to locate two different objects. These areas were put at different 
distances, and the task was simply to tell the test leader which of the objects they intuitively 
thought was closest (the locations used were fixed using a fake GPS position and all test 
persons experienced the same position relative to the objects).

The pulse length was first varied as shown above (cases A and B). Twelve of the 13 users thought the longer pulse (B) corresponded to a 
closer object. The argument given spontaneously by many of these test people was that the longer pulses felt more intense and thus they 
were felt to correspond to a closer object. One user disagreed, and said the opposite with the motivation that the shorter pulses felt ”blocked 
out” and thus the object had to be close to block out the pulses. In the second part of this study, the period varied (cases C and D). All 12 
users agreed that a shorter period (C) corresponded to closer distances. These results are significant (t-test, p<0.001). We took care to 
include persons with and without a science/technical background in the study.

This design was used during the following global evaluation of the Lund Time Machine tourist guide 
involving 10 adults and 24 children. This evaluation highlighted the possibility of focusing on the city 
environment while being guided toward the points of interests. All users could reach the points using the 
guiding interaction proposed by the Lund Time Machine.
The distance coding received positive feedback. Most of the users noticed that the vibrations where more 
frequent when approaching a goal. One participant confirmed that the distance coding felt appropriate 
because it felt like ”burning” when getting near the target.

Delphine Szymczak,  Charlotte Magnusson and Kirsten Rassmus-Gröhn

Description of the Lund Time Machine as a tourist guide

Description of the Lund Time Machine interaction

The ”Lund Time Machine” 
(LTM) is a tourist guide 
application developed for 
Android 2.2. It uses GPS 
positioning and compass 
orientation to guide a tourist 
along a trail by tactile guiding 
(vibrations), and displays 
relevant information at the 
points of interest.

User tests about vibration feedback to convey distance information

Results and implementation in the tourist guide
Closer => B (longer pulses) or C (shorter period)
Farther => A (shorter pulses) or D (longer periods)

For the Lund Time Machine we decided to go with a design where 
the pulse length did not change with distance - and decided to 
vary the time between pulses (period) as the distance changed. 
Three bursts are played when the phone is pointed in the 
direction of the next goal. As the user gets closer to the target, the 
pulse trains of 3 bursts are repeated more often. The pattern of 3 
bursts is always played until its end, to avoid getting borderline 
effects when exiting the 60 degree target angle. The pattern starts 
anew when the user goes outside the target angle and then re-
enters it. The calculations of the frequency of bursts is based on 
the actual distance to target, but also on a distance zone, so that 
the frequency increase in part becomes ”stepwise”.

In-Context evaluation

500 ms

Vibration patterns used in the Lund Time Machine, evolving with distance

Vibration patterns used in the study

Scanning for a Point of Interest

Map of one of the tourist trails

Users evaluating the Lund Time Machine

Distance to the point of interest in meters



Appendix D Code for the cover picture 

The cover picture was made in the HIPP program. To give the interested reader an idea of 
what the code looks like compared to SVG, I give here the textual equivalent of that drawn 
image as it can be read by the HIPP program. If available, the additional information can 
be experienced in audio and through haptic feedback with the equipment and program 
described in this thesis. 

<?xml version="1.0" encoding="UTF-8" standalone="no"?> 
<svg version="1.1" xmlns="http://www.w3.org/2000/svg" 

xmlns:xlink="http://www.w3.org/1999/xlink"> 
<polyline stroke="white" stroke-width="4" points="187,295 

186,294 186,293 185,293 185,291 185,290 185,288 184,286 
184,283 184,281 184,279 185,276 185,274 185,272 185,269 
186,267 187,265 188,263 190,261 191,259 192,257 193,256 
194,254 196,253 197,252 198,250 200,249 201,247 203,245 
204,244 206,242 208,241 210,239 212,237 214,235 216,233 
218,232 220,230 222,229 225,227 227,226 230,225 232,224 
235,223 237,222 240,222 242,222 244,221 246,221 248,221 
250,221 252,221 254,221 255,221 257,221 258,221 259,221 
260,221 261,221 262,221 263,221 264,221 264,222 265,222 
266,223 267,223 267,224 268,224 268,225 269,225 " > 

<title>outer vibration line</title> 
</polyline> 
<polyline stroke="white" stroke-width="4" points="212,282 

212,283 212,282 211,282 211,281 211,280 211,279 211,278 
211,276 211,275 211,274 211,273 211,272 211,270 211,269 
211,268 211,267 211,266 211,265 212,264 212,263 212,262 
213,262 213,261 214,260 215,259 216,259 217,258 218,258 
219,257 220,257 221,256 223,256 224,256 225,255 226,255 
228,254 229,254 231,253 232,252 233,252 235,251 236,251 
238,250 239,250 240,250 241,249 242,249 243,249 244,248 
245,248 246,248 247,248 248,248 249,248 250,248 251,248 
252,248 253,248 253,249 254,249 254,250 254,249 " > 

<title>inner vibration line</title> 
</polyline> 
<circle cx="244" cy="278" r="9" fill="#FFFFFF" stroke="white" 

stroke-width="4" > 
<title>vibration lines' center</title> 
</circle> 
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<rect x="268" y="302" width="52" height="106" fill="none" 
stroke="white" stroke-width="4" > 

<title>Smartphone</title> 
<desc>The smartphone is represented minimally as a rectangle. 

It is drawn in the user's hand.</desc> 
</rect> 
<circle cx="431" cy="357" r="37" fill="none" stroke="white" 

stroke-width="4" > 
<title>User's head</title> 
<desc>The user's head is represented minimally by a circle. 

It is on top of the body.</desc> 
</circle> 
<line x1="427" y1="395" x2="427" y2="506" stroke="white" 

stroke-width="4" > 
<title>User's body</title> 
<desc>The user body is represented minimally by a vertical 
line.</desc> 

</line> 
<line x1="402" y1="354" x2="381" y2="348" stroke="white" 

stroke-width="4" > 
<title>User's nose</title> 
<desc>The user nose is represented minimally with a line. It 
is on the user's head curve and pointing towards the phone 
and the point of interest, indicating that the face of the 
user is oriented towards it.</desc> 

</line> 
<polygon stroke="white" stroke-width="4" points="142,128 

141,127 139,125 137,122 136,122 135,121 133,119 131,118 
131,117 130,117 130,116 127,113 124,111 122,109 121,109 
118,106 117,106 117,105 116,105 113,106 112,106 112,107 
111,107 110,107 110,108 109,108 108,109 107,110 106,110 
106,111 105,111 104,112 103,113 102,113 102,114 101,115 
98,117 97,118 96,119 94,120 93,121 90,122 84,125 81,127 
77,129 72,131 68,133 64,135 60,137 57,138 55,139 54,140 
55,140 57,139 60,139 61,138 62,138 63,137 64,137 65,137 
66,137 68,137 69,137 71,136 72,136 73,136 75,136 76,136 
77,136 78,136 79,135 80,135 81,135 82,134 83,133 84,132 
84,131 84,130 84,128 84,127 84,125 84,118 84,114 84,111 
83,109 83,106 83,103 83,101 82,99 82,97 81,95 81,93 
81,92 81,90 81,88 81,87 81,86 81,85 80,85 80,83 78,79 
78,77 77,77 77,76 76,74 75,73 75,72 74,71 74,70 73,69 
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73,68 72,67 72,66 71,65 71,64 70,63 70,62 69,61 68,60 
67,59 67,58 65,59 63,60 62,60 62,61 61,61 59,63 59,64 
57,66 57,67 56,68 55,69 55,70 54,70 54,71 54,72 53,73 
53,74 52,75 52,76 51,78 50,80 48,83 47,85 45,88 44,90 
44,92 43,93 43,94 42,95 42,96 42,97 42,98 42,99 42,101 
42,102 42,104 42,106 42,108 42,110 42,113 42,115 42,117 
42,119 42,121 42,123 42,124 42,125 42,126 42,127 42,128 
42,129 42,130 42,131 42,132 42,133 42,134 42,135 42,136 
42,137 42,138 42,140 42,141 42,142 42,143 42,145 42,147 
42,148 43,150 43,151 43,153 43,154 43,156 43,157 43,158 
43,160 43,161 43,162 43,163 43,164 43,165 43,166 43,167 
43,168 43,170 43,171 43,172 43,173 43,174 43,176 43,177 
43,178 43,180 43,181 43,182 43,184 43,185 43,186 43,188 
43,189 43,190 43,191 43,192 43,193 43,194 43,195 43,196 
43,197 43,198 43,199 43,200 43,201 43,202 43,203 43,204 
43,205 43,206 44,206 45,206 46,206 47,206 48,206 49,206 
50,206 51,206 52,206 53,206 54,206 55,206 56,206 57,206 
59,206 60,206 61,206 63,206 64,206 65,206 67,206 68,206 
69,206 71,206 72,206 73,206 75,206 76,206 77,206 78,206 
80,206 81,206 82,206 83,206 84,206 88,207 91,207 93,207 
95,207 97,207 99,207 102,207 104,207 107,207 109,207 
111,207 112,207 114,207 115,207 117,207 118,207 119,207 
121,207 122,207 123,207 124,207 126,207 127,207 128,207 
129,207 130,207 131,207 133,207 134,207 135,207 137,207 
138,207 140,207 141,207 142,207 146,207 150,206 152,206 
154,206 157,206 160,206 163,206 165,206 168,206 170,206 
172,206 174,206 175,206 177,206 178,206 180,206 181,206 
183,206 184,206 186,205 187,205 187,204 187,203 187,202 
187,200 187,198 187,196 187,194 187,192 187,190 187,188 
187,186 187,184 187,182 187,181 187,179 187,178 187,176 
187,175 187,173 187,172 187,170 187,168 187,166 187,164 
187,162 187,160 187,157 187,155 187,152 187,150 187,147 
187,145 187,143 187,141 187,138 187,137 187,135 187,133 
187,131 187,129 187,128 187,126 187,125 187,123 187,122 
187,120 187,118 187,116 187,114 187,112 187,110 187,108 
187,107 187,106 187,105 187,104 187,97 187,93 187,91 
186,89 186,88 186,87 185,86 185,85 184,85 184,84 184,83 
183,83 183,82 182,81 182,80 181,80 181,79 181,78 180,77 
180,76 179,76 179,75 178,73 177,72 177,71 176,71 176,70 
176,69 175,69 175,67 174,67 173,65 173,64 172,64 172,63 
171,61 170,60 167,58 168,58 167,58 166,59 165,59 163,61 

158 



162,62 161,63 161,64 160,65 159,65 159,66 158,67 158,68 
157,69 157,70 156,70 156,71 156,72 155,72 155,73 154,74 
154,75 153,75 153,76 153,77 152,77 152,78 151,79 151,80 
151,81 150,82 150,83 149,85 148,87 147,91 146,92 146,93 
146,94 145,97 145,100 145,102 145,103 145,105 145,107 
145,109 145,111 145,113 145,115 145,116 145,117 145,118 
145,120 145,121 145,122 145,123 145,124 145,125 145,126 
145,127 145,128 145,129 145,131 " fill="#FFFFFF" > 

<title>Lunds' cathedral</title> 
<desc>This is the point of interest the user is pointing at. 
It is a filled shape representing roughly the front facade 
of Lund's cathedral, with its two towers on the side taller 
than the middle.</desc> 

</polygon> 
<circle cx="424" cy="337" r="4" fill="#FFFFFF" stroke="white" 

stroke-width="4" > 
<title>User's left eye</title> 
<desc>The eye is represented minimally by a small filled 
circle. Only one of the eyes is represented because of the 
face's orientation.</desc> 

</circle> 
<polyline stroke="white" stroke-width="4" points="265,339 

263,339 261,340 260,340 259,340 258,340 257,340 256,340 
256,341 255,341 255,342 256,342 258,341 259,341 261,341 
262,341 263,341 265,341 266,341 267,341 269,341 269,340 
271,338 274,337 275,337 277,336 278,336 279,336 281,336 
282,336 283,336 284,336 285,336 286,336 287,335 288,335 
289,335 288,335 " > 

<title>User's right index finger</title> 
<desc>The hand holds the smartphone.</desc> 
</polyline> 
<polyline stroke="white" stroke-width="4" points="255,346 

255,347 255,348 255,349 256,350 256,351 256,352 256,353 
256,354 256,355 256,356 257,356 258,356 259,356 260,356 
261,356 262,355 264,355 266,355 268,355 269,355 272,355 
275,354 277,354 278,354 279,354 280,353 281,353 282,353 
283,353 283,352 " > 

<title>User's right middle finger</title> 
<desc>The hand holds the smartphone.</desc> 
</polyline> 
<polyline stroke="white" stroke-width="4" points="257,365 
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257,364 257,363 257,362 257,361 257,360 257,359 257,358 
257,357 256,357 257,357 257,359 258,361 258,362 258,363 
258,364 258,365 258,366 259,366 262,366 266,366 268,366 
269,366 270,366 273,366 276,366 279,366 280,365 281,365 
283,365 284,365 285,365 285,364 " > 

<title>User's right ring finger</title> 
<desc>The hand holds the smartphone.</desc> 
</polyline> 
<polyline stroke="white" stroke-width="4" points="258,368 

258,369 259,369 259,370 259,371 259,372 259,373 260,374 
260,375 260,376 260,377 260,378 261,378 261,379 261,380 
261,381 261,382 262,382 263,381 264,381 266,381 268,381 
269,381 270,381 273,380 275,380 277,379 279,379 281,379 
284,379 286,379 288,379 289,379 289,378 290,378 " > 

<title>User's right little finger</title> 
<desc>The hand holds the smartphone.</desc> 
</polyline> 
<polyline stroke="white" stroke-width="4" points="330,384 

331,384 332,384 333,383 333,382 333,376 333,372 333,369 
333,366 333,362 333,358 333,355 333,353 333,352 332,352 
331,352 330,351 329,351 328,351 327,351 326,351 325,351 
324,351 323,351 322,351 321,351 321,352 320,352 319,352 
318,352 317,352 314,352 313,352 312,352 311,352 310,352 
309,352 308,352 307,352 306,352 305,352 306,352 307,352 " > 

<title>User's right thumb</title> 
<desc>The hand holds the smartphone.</desc> 
</polyline> 
<polyline stroke="white" stroke-width="4" points="253,343 

254,346 254,348 254,351 254,353 255,356 256,359 257,363 
259,368 260,371 261,375 262,379 263,381 " /> 

<polyline stroke="white" stroke-width="4" points="274,381 " /> 
<polyline stroke="white" stroke-width="4" points="326,385 

326,386 327,386 327,387 328,388 329,388 330,389 331,390 
332,391 333,391 334,391 334,392 335,392 335,393 336,393 
336,394 337,395 337,396 338,396 338,397 339,398 339,399 
340,400 341,401 341,402 342,402 342,403 343,403 343,404 
344,404 344,405 345,405 345,406 346,406 346,407 347,407 
347,408 348,408 348,409 349,409 349,410 350,410 350,411 
351,412 351,413 352,413 353,414 353,415 354,416 355,417 
356,418 357,419 358,420 359,421 360,422 360,423 361,424 
362,424 362,425 363,425 364,426 364,427 365,428 366,429 
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366,430 367,431 367,432 368,432 368,433 369,432 370,432 
371,432 372,432 373,432 374,431 375,431 376,431 377,430 
378,430 380,430 381,429 382,429 383,429 384,428 385,428 
386,428 387,428 388,428 389,427 390,427 391,427 392,427 
393,426 394,426 395,426 396,426 397,425 399,425 400,425 
401,425 403,424 404,424 405,424 407,423 408,423 409,423 
410,423 411,422 412,422 413,422 413,421 414,421 415,421 
416,421 416,420 417,420 418,420 420,419 425,418 427,417 
428,416 428,415 " > 

<title>User's right arm</title> 
<desc>From the body to the right to the smartphone and hand 
with fingers to the left of the curve. It is bent at the 
elbow.</desc> 

</polyline> 
</svg> 
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