LUND UNIVERSITY

Computational Studies of Metalloenzymes

Torbjornsson, Magne

2023

Link to publication

Citation for published version (APA):
Torbjérnsson, M. (2023). Computational Studies of Metalloenzymes. [Doctoral Thesis (compilation),
Computational Chemistry]. Lund University (Media-Tryck).

Total number of authors:
1

General rights

Unless other specific re-use rights are stated the following general rights apply:

Copyright and moral rights for the publications made accessible in the public portal are retained by the authors
and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the
legal requirements associated with these rights.

» Users may download and print one copy of any publication from the public portal for the purpose of private study
or research.

* You may not further distribute the material or use it for any profit-making activity or commercial gain

* You may freely distribute the URL identifying the publication in the public portal

Read more about Creative commons licenses: https://creativecommons.org/licenses/

Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove
access to the work immediately and investigate your claim.

LUND UNIVERSITY

PO Box 117
221 00 Lund
+46 46-222 00 00


https://portal.research.lu.se/en/publications/2385fb96-32de-4c8e-93cd-bdf5370a400a

Computational Studies of
Metalloenzymes

MAGNE TORBJORNSSON | DIVISION OF THEORETICAL CHEMISTRY | LUND UNIVERSITY

p >;;:?.‘;"i‘_ . k:t ‘;‘/;rﬂ,y Y' ) / >
N : “‘)\ \')\

)

\ O << < "\ =2






Computational Studies of Metalloenzymes






Computational Studies of
Metalloenzymes

by Magne Torbjérnsson

LLUND

UNIVERSITY

Doctoral Dissertation
Thesis advisors: Prof. Ulf Ryde and Ass. Prof. Erik D. Hedegard

Faculty opponent: Prof. Ran Friedman, Linnaeus University

Doctoral Dissertation
To be presented with the permission of the Faculty of Science of Lund University, for public defense at
the Centre for Chemistry and Chemical Engineering, Lecture Hall A, Naturvetarvigen 14, Lund, on

Friday 28th of April 2023 at 13.00



Computational Studies of
Metalloenzymes

by Magne Torbjornsson

UNIVERSITY



Cover illustration front: Magne Torbjérnsson

© Magne Torbjérnsson 2023

Division of Theoretical Chemistry, Department of Chemistry

isbn: 978-91-7422-938-7 (print)
isbn: 978-91-7422-939-4 (pdf)

Printed in Sweden by Media-Tryck, Lund University, Lund 2023
oSeeicy Media-Tryck is a Nordic Swan Ecolabel
§°/ 9% certified provider of printed material.
= ///" Read more about our environmental
v,,,ll work at www.mediatryck.lu.se
wrsse MADE IN SWEDEN ==



10 my family






Contents

List of publications . . . . . . . ... ... o o L iii
List of publications not included in the thesis . . . . . . ... ... ... iv
Acknowledgements . . . . .. ... o Lo v
Populirvetenskaplig sammanfattning pasvenska . . . . . ... ... vi
Popular science summary inenglish . . . . ... ... . .0 L. viii
Computational Studies of Metalloenzymes I
1 Introduction 3
2 Methods 5
2.1 Quantum Mechanics. . . . . ... oo oL
2.2 Slater Determinants and Hartree—Fock Theory . . . . . .. .. .. 6
2.3 Basissets . . . . ... 8
2.4 Density Functional Theory . . . . . . .. ... ... ... ... .. 9
2.4.1  Exchange—Correlation Functionals . . . . . .. ... ... 10
2.5 Coupled-cluster calculations . . . . . ... ... ... ... 11
2.6 Molecular Mechanics . . . .. ... Lo Lo oL 12
2.7  Molecular Dynamics . . . . . ... ... ... oo 0oL 14
2.8 QM/MM . .. e 15
3 Studied systems 17
3.1 Nitrogenase . . . . . . .. ... 17
32 LPMO . ... e 19
33 pMMO . ... 21
4 Summary of the Papers 23
4.1 Paper I: Comparison of the Accuracy of DFT Methods for Reactions
with Relevance to Nitrogenase . . . . . ... .. ... ....... 23

4.2 Paper II: Calibration of DFT functionals for a minimal nitrogenase
[Fe(SH)4H]™ model employing state-of-the-art ab initio methods . . 26
4.3 Paper III: Histidine Oxidation in Lytic Polysaccharide
Monooxygenase . . . . .. ... 28
4.4 Paper IV: Computational study of three metal sites in particulate
methane monooxygenase . . . . . ... ... 30



s Conclusions and Outlook 33

References 35
Scientific publications 49
Author contributions . . . . . .. ... ... 49

Paper I: Comparison of the accuracy of DFT methods for reactions
with relevance to nitrogenase . . . . .. ... ... ... 49
Paper II: Calibration of DFT functionals for a minimal nitrogenase
[Fe(SH)4H] ™ model employing state-of-the-art ab initio meth-
ods . . .. 49
Paper III: Histidine oxidation in lytic polysaccharide monooxygenase 49
Paper IV: Computational study of three metal sites in particulate
methane monooxygenase . . . . . . . ... ........ 49

ii



List of publications

This thesis is based on the following publications, referred to by their Roman numer-
als:

I  Comparison of the accuracy of DFT methods for reactions with relevance
to nitrogenase

M. Torbjornsson, U. Ryde
Electron. Struct., 3, 034005, 2021

IT Calibration of DFT functionals for a minimal nitrogenase [Fe(SH)H] ™~
model employing state-of-the-art ab initio methods
V. P. Vysotskiy, M. Torbjornsson, H. Jiang, E. D. Larsson, L. Cao, U. Ryde,
H., Zhai, S. Lee, G. Chan
Manuscript

III Histidine oxidation in lytic polysaccharide monooxygenase

M. Torbjornsson, M. Hagemann, U. Ryde, E. D. Hedegard
J. Biol. Inorg. Chem. DOI:10.1007/500775-023-01993-4, 2023

IV Computational study of three metal sites in particulate methane monooxy-
genase

M. Torbjornsson, L. Cao, E. D. Hedegard, U. Ryde
Manuscript

iii



List of publications not included in the thesis

V  Exciton coupling induces vibronic hyperchronism in light-harvesting

VI

VI

VIII

complexes
J. Schulze, M. Torbjérnsson, O. Kiihn, T. Pullerits
New J. Phys, 16, 045010, 2014

Fast monolayer adsorption and slow energy transfer in CdSe quantum dot
sentized ZnO nanowires

K. Zheng, K. Zidek, M. Abdellah, M. Torbjérnsson, P. Chabera, S. Shao,
E Zhang, T. Pullerits

J. Phys. Chem. A, 117, 5919-5925, 2013

Digital cavities and their potential applications

J. K. Karki, M. Torbjérnsson, R. ]J. Widom, A. H. Marcus, T. Pullerits
. Instr, 8, Toso0s, 2013

Protein configuration landscape fluctuations revealed by exciton transi-
tion polarizations in single light harvesting complexes

S. Tubasum, M. Torbjornsson, D. Yadov, R. Camacho, G. Soderlind, I. G.
Scheblykin, T. Pullerits

J. Phys. Chem. B., 120, 724-732, 2016

iv



Acknowledgements

First of all, I would like to thank my supervisors Ulf and Erik for supporting me
through this project and for always being a nice company and very helpful. I would
also thank all the senior scientists at the division, Jan, Bo, Gunnar, Mikael, Per-Ake,
Esko, Petter, Marie, Martin, Magnus, Valera and Per-Olof for all your efforts running
the division over the years and welcoming me to be a part of it. I also thank Maria
for help with administrative matters.

Secondly, I would like to thank my coauthors Victor, Hao, Ernst, Lili, Huanchen,
Seunghoon, Garnet and Marlisa. Also the members in our group and in Ulf’s weekly
journal clubs, current members, Marcos, Meiting, Hao, Vilhelm, Kristoffer, Victor,
Iria, Joel and Eijla as well as earlier members, Majda, Octav and Justin, deserves to be
thanked for nice company and interesting discussions.

I also thank Ulf, Emma, Karin, Olle, Maria and Joakim at physical chemistry, Johan
and Viveka at CAS and Sven at the faculty for great help and support. I would also

like to thank Tonu and coworkers for my time at chemical physics.

I would like to thank all the rest of the PhD students and postdocs at the divisions
of theoretical chemistry and physical chemistry for all the fun things we have done
during my years here.

Finally, I thank family and friends but you are fortunately too many to be mentioned
individually here. However, I am glad to have all of you in my life!



Populirvetenskaplig sammanfattning pa svenska

Enzymer spelar en viktig roll f6r manga reaktioner i naturen. De ir proteiner som
som Okar hastigheten for kemiska reaktioner utan att sjilva reagera. Detta kallas for
att de katalyserar reaktionerna. I reaktionerna verkar enzymerna pd andra molekyler
som kallas substrat. De dmnen som bildas kallas produkter. Nistan alla processer i
en levande cell katalyseras av enzymer for att de ska ga tillrickligt snabbt. Bara i den
minskliga kroppen finns ver 700 olika enzymer. Enzymer ir ocksa viktiga for indust-
riella tillimpningar, till exempel i produktion av biobrinslen och konstgédsel. Det idr
dirfor viktigt att forstd hur de fungerar.

For att studera enzymer anvinds bade experiment och datorsimuleringar. I den hir av-
handlingen fokuserar vi pa datorsimuleringar. Datorerna har utvecklats mycket kraf-
tigt de senaste artiondena vilket har lett till att datorsimuleringar av kemiska reaktioner
har fatt en stor betydelse. De teoretiska grunderna dr dock éldre én sa.

For kroppar i den storleksniva vi normalt sett moter i vir vardag ér 4r vi vana vid vilka
fysiska regler som giller. Detta kallas klassisk mekanik. Fér mycket mindre partiklar
giller delvis andra och ibland 6veraksakande regler. Detta kallas for kvantmekanik.

Det dr kvantmekaniken som ligger till grund for vad som idag kallas kvantkemi. Grun-
derna lades fram av forskare for ungefir hundra ar sedan. Enligt kvantmekaniken
snurrar elektronerna runt atomkirnan och enbart vissa energinivaer ér tillitna. Man
sdger att energin dr kvantiserad. For att forstd vilken energi en elektron har 18ser man
den sd kallade Schrodingerekvationen. Den 4r vad matematikerna kallar for en partiell
differential ekvation, det vill siga en ekvation som innehéller derivator och dir 16s-
ningen ir en funktion som beror av flera variabler. Dessa ir tiden och alla partiklarnas
koordinater i rummet. Losningarna kallas f6r vagfunktioner och ger information om
sannolikheten att en partikel har en viss position.

Tyvirr dr Schrédingerekvationen bara mojlig att 18sa analytiske i enkla fall, vilket be-
tyder att man madste gora forenklingar for att kunna l6sa Schrédinger ekvationen for
mer realistiska fall med en hjilp av en dator. Detta kallas f6r numeriska 18sningar.

I den hir avhandlingen anvinds i huvudsak tva numeriska metoder, molekylmekanik
och tithetsfunktionalteori (DFT). I DFT beriknas ett systems energi som en funk-
tional av elektrontitheten.

Vi har anvint dessa metoder for att studera tre olika enzymer. Nitrogenas dr det enda
enzym som kan klyva den starka trippelbindningen i molekylirt kvive for att bil-
da ammoniak och gora atmosfiriskt kvive tillgingligt for vixter. Den innehéller ett
komplicerat MoFe7SgC-kluster, kallat FeMo. Tidigare undersdkningar har visat att
resultaten starkt beror pd av vilken DFT-metod som anvinds, si att man inte vet vil-
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ken metod man kan lita pa. Dirfor har vi anvint tvd olika metoder for att kalibrera
DFT-berikningarna. I den forsta har vi anvint experimentell data f6r strukturer och
reaktioner relaterade till nitrogenas. I den andra anvinder vi i stillet mer avancerade
kvantmekaniska metoder pa en minimal modell av FeMo-klustret.

Lytiskt polysackaridmonooxygenas ir ett enzym som bryter ned cellulosa genom en
oxidativ reaktion. Det reaktiva centrat innehéller en kopparjon bunden till tva histi-
dingrupper. En av de senare har ofta en ovanlig metylering, men orsaken till denna
modifiering har varit okdnd. Vira berdkningar visar att denna grupp med storsta san-
nolikhet skyddar enzymet mot sjilvoxidation.

Partikulirt metanmonooxygenas (pMMO) ir ett av tvd enzymer som kan hydroxy-
lera metan och bilda metanol, som kan anvindas som ett bittre brinsle 4n naturgas.
Enzymet ir membranbundet och darfor svart att studera experimentellt. Dirfor ir
sammansittningen och positionen for det reaktiva centrat fortfarande inte kind. Vi
har studerat reaktiviteten hos tre mojliga reaktiva centra i pMMO, alla bestdende av
en kopparjon. Vi visar att alla tre kan utfora liknande kemiska reaktioner, men bara
ett av dem, Cuc, har en gynnsam energetisk profil
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Popular science summary in english

Enzymes are important for many reactions in nature. They are proteins that increase
the speed of chemical reactions without reacting themselves. Thus, they catalyze the
reactions. In the reactions, the enzymes act on other molecules called substrates. The
created molecules are called products. Almost all processes in a living cell are catalyzed
by enzymes ensuring that they are fast enough. In the human body alone, there are
more than 700 different enzymes. Enzymes are important also for industrial applica-
tions e. g. the production of bio-fuels and artificial fertilizers. Hence, it is important
to understand how enzymes work.

Both experiment and computer simulations are used to study enzymes. The compu-
ter power has increased much during the last decades and therefore computer simu-
lations have become increasingly important. The fundamental theories behind the
simulations are older.

For objects we meet in daily life we know which physical rules applies. They are called
classical mechanics. For much smaller particles, partly others, sometimes surprising,
rules are relevant. This is called quantum mechanics.

Quantum mechanics is the foundation of what we today call quantum chemistry.
The theory was developed by researches around 100 years ago. According to quantum
mechanics, electrons are rotating around atomic nuclei and only certain energy levels
are allowed, the energy is quantized. To find the energy of an electron we have to
solve the so-called Schrédinger equation. It is what the mathematicians call a partial
differential equation, i. e. an equation containing derivatives and the solution is a
function of several variables. The variables are the time and the coordinates of all
particles. The solutions are called wave functions and indicate the probability that a
particle is at a certain position.

Unfortunately, the Schrodinger equation can be solved analytically only for a few
simple cases. Therefore simplifications are needed to be able to solve the Schrodinger
equation with a computer. This is called numerical solutions.

In this thesis, we use mainly two numerical methods, molecular mechanics and density
functional theory (DFT). DFT states that energy of the ground state can be found as
a functional of the electron density

We have used these methods to study three different enzymes. Nitrogenase is the
only enzyme that can cleave the strong triple bond in molecular nitrogen to form
two molecules of ammonia and make atmospheric nitrogen available to plant life. It
contains in its active site a complicated MoFe7SgC cluster, called the FeMo cluster.
Previous DFT investigations have shown that the results depend strongly on which
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DFT method is used, so that it is not known which method can be trusted. Therefore,
we have used two different approaches to calibrate the DFT calculations. In the first,
we use experimental data of structures and reactions related to nitrogenase. In the
second, we instead use more advanced quantum mechanical methods on a minimal
model of the FeMo cluster.

Lytic polysaccharide monooxygenase is an enzyme that degrades cellulose by an ox-
idative reaction. The active site contains a copper ion bound two histidine ligands.
One of them often has an unusual methylation, but the reason for this modification
has been unknown. Our calculations show that this group most likely protects the
enzyme against self-oxidation.

Particulate methane monooxygenase (pMMO) is one of two enzymes that can hyd-
roxylate methane, forming methanol, which can be used as a more convenient fuel
than natural gas. The enzyme is membrane-bound and therefore hard to study expe-
rimentally. Therefore, the nature and position of the active site is still not known. We
have studied the reactivity of three putative active sites in pMMO, all mononuclear
copper sites. We show that all three sites can perform similar chemical reactions, but
only one of them, the Cuc site, has favourable energetics.
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Chapter 1

Introduction

In this thesis, we study the reactions of three enzymes, nitrogenase, lytic polysaccha-
ride monooxygenase (LPMO) and particulate methane monooxygenase (pMMO) by
computer simulations. They are all metalloenzymes, meaning that they are proteins
with one or several bound metal ions. Metalloenzymes are common in nature and
constitute about one third of all enzymes known today. In this work, we study met-
alloenzymes with metal ions located in the active site which perform redox reactions.
Enzymes with catalytic functions are called biocatalysts.

Enzymes are involved in many reactions in nature and take part in many processes of
industrial interest, e.g.in agriculture, metabolism and chemical synthesis. It should
also be pointed out that the human body has more than 700 enzymes involved in
various reactions. Because of the many applications, enzymes have been thoroughly
studied, traditionally by experiments, but today also with computer simulations.

Traditionally, the prime source of structural information of enzymes is X-ray crys-
tallography. In this, the pattern of scattered X-rays by crystalline samples is studied.
Unfortunately, hydrogen atoms are not seen and it is impossible to measure the phase.
Chemical processes are typically too fast to be studied.

A way to get around some of these problems is to use computer simulations, and
this is the main goal of this thesis. With increasing computer power, computational
methods have become an important alternative and supplement to experimental tech-
niques. We use mainly two techniques, density functional theory (DFT) and molecu-
lar mechanics (MM). It is also possible to combine them in a method called QM/MM.
This is often done for performance reasons, because MM methods are less computa-
tionally expensive than QM methods. Different DFT methods sometimes give di-
verging results. Naturally, this is problematic when modelling chemical reactions.



Therefore, we have performed two benchmarking studies in this thesis discussing the
accuracy of different DFT methods.

The first studied enzyme is nitrogenase. It is the only enzyme that can cleave the
triple bond in N to form ammonia and make nitrogen available for plant metabolism
[1]. This is a very important enzyme and has therefore been thoroughly studied both
with experiments and computer simulations. Still, there are no consensus regarding
the reaction mechanism. Crystallographic studies have shown that nitrogenase is a
heterotetramer that contains a MoFe7SqC cluster in the active site and this cluster is
bound to the protein by a histidine and a cysteine residue [2, 3].

The second studied enzyme is lytic polysaccharide monooxynegase (LPMO). This
enzyme is a copper dependent enzyme that is used for degradation of polysaccharides,
such as cellulose and chitin [4—9]. The active cite Cu-ion in LPMO has six ligands, two
water molecules, two histidines (one binding in a histidine brace) and one tyrosine.
One of the major problems with this enzyme is that it can self-oxidise and deactivate.
One of the histidines is methylated and we have investigated if this methyl group can
protect the enzyme from self-oxidation.

The third studied enzyme is pMMO, which is one of two enzymes in nature that
can break the C-H bond in methane [10-12]. pMMOs are the dominant enzyme
in methanotrophic bacteria [10, 13]. For this enzyme, there is not any consensus re-
garding the nature of the active site. Various studies have suggested different putative
active sites , e. g. the Cugp site (which may contain one or two Cu ions), the Cuc site,
or a nearby Cucsg site, or even a trinuclear cluster, which is still not fully observed in
any crystal or cryogenic electron-microscopy structure. We have examined three of
these sites to see if they can perform the oxidation of methane.



Chapter 2

Methods

2.1 Quantum Mechanics

Quantum mechanics is a fundamental theory of the behaviour of matter. It was de-
veloped in the early part of the 20th century. According to quantum mechanics, all
measurable properties of a system can be deduced from the wave function ¥, which
is the solution of the Schrodinger equation. In its time-independent form, it can be
written

HY = EV. (2.1)

Here, H is the Hamilton operator and E is the energy of the system. This can be
seen as an eigenvalue problem where W is the eigenfunction and E the eigenvalue to
the Hamilton operator. ¥ does not have any direct interpretation but |¥|? gives the
probability density that the particle is at a certain position. The Hamiltonian operator
involves several terms. For a molecular system,

H=Ve, +Vee + Vo, + T + T, (2.2)

where, Ve, is the attractive electrostatic potential between the electrons and the nu-
clei, Vee and V,, are the repulsive electrostatic interactions between all electrons and
nuclei, respectively. T is the kinetic energy of the electrons and T), is the kinetic
energy of the nuclei. The various potential energies are given by

Ven = 47150 Z Z |r; — RA] @3)

=1 A=1

47r €0 ZZ r; — r]] (2.4)



and

Yy e

47r60 A—1B>A [Ra—Rp| ?

Here, 7 and j are the various electrons, A and B the various nuclei and Z4 and Zp are
the atomic number of the nuclei. e is the electron charge and ¢ is the permittivity of
vacuum. The total number of electrons is denoted /N and the total number of nuclei
is denoted n. r; and R 4 are the coordinates of the electrons and nuclei. The kinetic
energy contribution are given by

2me Z (2.6)

=1

h n

A=1
In these equations, 7 is Planck s constant divided by 27, m, is the mass of an electron
and M 4 the corresponding mass for nuclei A. V? and V' are the Laplacian operator

and

for the electron and the nuclei, respectively.

Solving the Schrédinger equation is complicated but can be simplified by the so called
Born—Oppenheimer approximation. This approximation is based on the fact that the
mass of the nucleus is three to five magnitudes larger than the mass of the electron,
so that the electrons move much faster than the nuclei. Therefore the kinetic energy
of the nuclei can be omitted, simplifying Eq. 2.2 to

H = Ve, + Vee + Vi + Te. (2.8)

According to the Born—Oppenheimer approximation, the nuclei are stationary and
only the electrons move.

2.2 Slater Determinants and Hartree—Fock Theory

To be able to efliciently solve the Schrodinger equation for more than one electron,
approximations need to be used. One is that the total wave function can be written
as a product of one-electron wave functions, ¢;. To fulfil the Pauli principle, it is
normally written as a Slater determinant

$1(xz1)  2(x1) ... on(x1)
(I)SD:L p1(w2)  P2(w2) ... On(2) ' (9)
vl I
$1(zn) P2(xn) ... on(zN)



The one-electron wave function has a spatial and a spin part. The spatial part is here
denoted ¢ (). Electrons with a positive spin (spin up) are denoted o and those with
negative spin (spin down) are called 3. Thus, the one-electron wave function is given

by
(2.10)

The next approximation is to write the one-electron wave function as a linear combi-
nation of atomic orbitals (basis functions) x:

M
O = Z Ca,j Xas (2.11)
a=1

where M is the number of basis functions. The coefhcients ¢, ; in Eq. 2.11 can be
determined by the variational principle, which state that the Rayleigh ratio £ for a
trial function, is given by,

<¢trial ’H | ¢trial>
<¢t7‘ial ‘ ¢t7‘ial>

is larger that lowest eigenvalue to the Hamiltonian, Ej.

E=

(2.12)

One of the simplest methods to solve the Schrodinger equation is the so called Hartree—
Fock method. This method assumes that each electron moves in an average field of
all other electrons, which is called the mean field approximation, and that the total
wave function is a Slater determinant. The Fock operator is defined as

N
F,=h, + Z (JJ — KJ) (2.13)
j=1
with .
h e? A
hj=——V?— . .
' 2m. ' 4meg — lr; — Ry (2.14)

In Eq. 2.13, J is the Coulomb operator describing the electron—electron repulsion
between two electrons and K is the exchange operator giving the energy of exchanging
two electrons. This can be treated as an eigenvalue problem according to

F.p, =¢io,, (2.15)

where ¢; is the energy for orbital ¢; and is given by

N
g; = (¢ilFil|¢i) = hi + Z (Jij — Kij). (2.16)
7j=1



The total energy is given by

N N
1
E= Zgi 9 E : (Jiyj - Ki,j) + Van, (2.17)
i=1 ij=1

where V,,, = (2| V| ®), with Vyy,, from Eq. 2.5.

In practise, the calculation is an iterative process where the so called Roothan equa-
tions play an important role. They are given by

Fc =€Sc, (2.18)

where F is the Fock matrix, S is the overlap matrix, ¢ is a matrix with the values ¢, ;
defined in Eq. 2.11 and € is a diagonal matrix containing the orbital energies. In a
calculation, this equation is solved iteratively until the energy has converged.

2.3 Basis sets

As mentioned above in Eq.2.11, the one-electron wavefunction are expressed as a lin-
ear expansion of known mathematical functions, the basis set. The latter should be
similar to hydrogen-atom wavefunctions, but also mathematically convenient (easy
to calculate the needed integrals). In practise, two different types of basis set are used.
These are Slater-type orbitals (STO) and Gaussian-type orbitals (GTO). The GTOs

are given by
Xeamtan (10, 9) = Ny (0, 0)r?" =216 (2.19)
and the STOs are given by

n—1_—(r

X¢m,lm (7", 0, 90) = NYi,m(ea SO)T € (2.20)

Here, n, l,and m are quantum numbers, 7 is the distance between the electron and
the nuclei, Y] ,,, (0, ¢) are the spherical harmonics and IV is a normalisation constant.
The parameter ( specifies the broadening of the function. A large value of ( gives a
sharper function and a small value gives a broader function.

The STOs have the same functional dependence as the hydrogen wavefunction. The
GTOs do not have the correct shape of the wavefunction compared to the analytical
solution of the wave function, and therefore more GTOs are needed to obtain a good
accuracy. However, GTOs are computational more convenient and therefore most
quantum chemistry software uses GTOs.

The accuracy of the basis set depends on the number of terms in Eq. 2.11, (an infinite
sum gives a perfect result).



The smallest possible basis set contains only one basis function for each electron pair.
This is called single zeta (SZ). It is normally necessary to add another basis function
to get a better accuracy, using two basis functions for each electron pair (DZ). Even
better results are obtained with three basis functions for each electron pair (TZ) or
four (QZ). It is often enough to use one a single basis function for the core orbitals,
and two for the valence orbitals. In this case, the letter V is added to the name. One
example is VDZ, which also is called split valence (SV).

In this thesis, three basis set from the Karlsruhe family are used [14]. These are def2-
SV(P), def2-TZVPD and def2-QZVPD. In paper II, instead Dunning’s correlation
consistent basis sets are used, cc-pVXZ, where X is D, T or Q.

2.4 Density Functional Theory

In 1964 Hohenberg and Kohn introduced two theorems that are the basis for the
so-called density functional theory (DFT). The first theorem states that the ground-
state energy can be obtained from the electronic density, p, and the second states
that there exists a functional, F'[p], that gives the ground-state energy E. Thus, the
ground-state energy can be obtained by a functional that depends only on the electron
density [15, 16].

This is a bit surprising as the electron density is a function of only the three Cartesian
coordinates, whereas the wavefunction is a function of 3/N coordinates, where N is
the number of electrons.

In practise, the use of DFT in computer calculations is based on Kohn—Sham theory
[r7]. This is an iterative self-consistent-field approach. Here, the energy is split up
in two parts. One that can be solved exactly, and is calculated from the Schrodinger
equation, and one correction term. The total energy is given by

Elp] = Ts(p] + Ene[p] + J[p] + Exclpl- (2.21)

Here, T's[p] is the kinetic energy for non-interacting electrons, Ey[p] is the attraction
between nuclei and electrons, J[p] is the Coulomb repulsion between the electrons
and Ex¢[p] is the kinetic energy-correction and the exchange—correlation energy.
Exc|p] is not known exactly but can be approximated in various ways.



2.4.1 Exchange—Correlation Functionals

In the local-density approximation (LDA), Ex¢ is constructed from the Dirac ex-
pression for the energy and is given by

ELPAp) = A/p(r)4/3dr, (2.22)
with 1/3
9 (3 .
A= ga <) Jo- (2.23)
T
Here « is an adjustable parameter, normally set to 2/3, and
2
, e
0= Tnee (2.24)

Another approach is the generalised gradient approximation (GGA). Here, the gradi-
ent, V, of the electronic density is also included,

B8 = [ 1t Soteir .

where f is a suitable function.

In the meta generalised gradient approximation (mGGA), a term describing either
the Laplacian of the electron density (V2p(r)) or the kinetic energy density, 7, is
included, giving:

ERSEAp / flp r), V2p(r), 7(r))dr, (2.26)
with 7(r) as
-
7(r) = 5 Z Vi (r) - ¢i(r). (2.27)
¢ i=1

It is also possible to include a certain amount of Hartree—Fock exchange ,v, giving a
hybrid functional according to

ERtridp) = BGGA ) + VBT[], (2.28)

One of the most serious problem with many DFT functionals is the self-interaction
error, i.e. that each electron interacts electrostatically with the electron density from
itself. To reduce this problem, sometimes so-called range-separated functionals are
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used. In these, the electron—electron Coulomb operator for the exchange energy is
separated into two parts according to

1 _ 1 — erf(wr; ;) N erf(wrm)’ (2.20)
Ti,4 Tij Tij
where erf is the error function, w is a parameter that controls the partitioning be-
tween the two parts and ; ; = |r; — r;|. If HF exchange is used for the long-range
component and the density exchange functional as the short-range part, the func-
tionals is called range-separated functionals. If the opposite is true, they are called
screened-exchange functionals.

In this thesis 23 functionals are used. These are six GGA-functionals with no ad-
mixture of Hartree—Fock exchange, PBE [18], BP86 [19, 20], BLYP [19, 21], wB97
(range-separated) [22], wB97x (range-separated) [22] and B97D [23], four meta GGA
functionals with no Hartree—Fock exchange, SCAN [24], TPSS [25], Mo6-L [26]
and MNisL [27] and the hybrid functionals TPSSh (10%) [28], B3LYP* [29] (15%),
B3LYP (20%) [19, 21, 30], SCANo (25%) [31], HSE06 (25%, screened-exchange) [32],
PBEo (25%) [33], Mo6 (27%) [34], PW6B9s (28%) [35], HSE12s (42.5%, screened-
exchange) [36], MNT1s (44%) [27], BHLYP (50%) [37], M06-2X (54 %) [34], and Mo6-
HF (100%) [38]. The values within the parentheses is the amount of Hartree-Fock
exchange, 7, in Eq. 2.28.

2.5 Coupled-cluster calculations

Coupled-cluster theory is a method to improve Hartree—Fock calculations by per-
forming a series expansion in excited conformations. The first step is to define the
cluster operator C. It relates the electronic wave function ¥ to the HF wave function
U according to

U = e“ 0, (2.30)
where e is given by
eC:1+C’—|—%CQ+... (2.31)
and
C=Ci+Cy+..+Cy. (2.32)

N is the total number of electrons and the C; operators generate all determinants with
i excitations from the HF-wavefunction. If these operators act on the wave function
we get the following results.

Cr0o = thwh (233)

a7p
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and
Covg = Z tgglllgz. (2.34)
a,b,p,q

Here, t& is single-excitation amplitudes and tgz is double-excitation amplitudes. It is
possible to continue to higher orders. The methods we used in my calculations are
CCSD (coupled cluster singles and doubles), where C' = C 4+ C3, and CCSD(T),
(coupled cluster singles, doubles and perturbatively treated triples) where C' = C; +
Cy + (5. CCSD(T) has become the gold-standard method in QM, owing to its

accurate results.

To calculate the energy, it is necessary to start with the Schrédinger equation. Here,
we use the simplest CCD equation with C' = Cs.

HeCUy = B0, (2.35)

which can be rewritten as
1 1
H (1+02+2022+...) Uy=FE <1+02+2C§+...> V. (2.36)

After multiplication of Eq. 2.36 with W{ and integrating over all space we get
Epp + (Vo|HC,| o) = E. (2.37)

Unfortunately this equation contains two unknowns, the energy E' and the ampli-

tudes in C. A way to get around this is to multiply the Schrédinger equation with
klx

Wi to get

1
(WHH|Wo) + (U3 HCo| W) + §<‘1’g|HC'22|‘1’0> = E(U}1|Co|To).  (238)

After inserting Eq. 2.37 in Eq. 2.38 we get

1
(WHH|Wo) + (WHHCo|W0) + 5 (WHHCE | wo) =

= (Enr + (Vo[ HC,|Wg)) (WH|Co| W)

(2.39)

Now we have m equations and after computing relevant Hamiltonian matrix element,
it is possible to get both the energy and the wave function.

2.6 Molecular Mechanics

In standard QM methods, the Schrédinger equation is solved. Unfortunately this
can be time consuming and typically becomes prohibitive for systems with more than
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~ 1000 atoms. In many applications it is necessary to study more atoms. A way to
get around this problem is to use so-called molecular mechanics (MM) methods. In
these, the Schrédinger equation is no longer considered and the electrons are ignored.
Instead, atoms are modelled as balls and bonds as strings. The total energy is calcu-
lated from an empirical energy function, which gives the energy as a function of the
coordinates. For a biological macromolecule it typically consists of five energy terms:

Eiot = Eponds + Eangles + Edihedrals + Evaw + Eer.- (2.40)

Here, the first three terms correspond to the internal energy as a function of the bonds,
angles and dihedrals. The last two correspond to the intermolecular interactions from
Van der Waals and electrostatic contributions. The bond energy is

Bhyonas = » _ ki (r = 10)?, (2.41)

where kj, is the spring force constant, 7 is the actual bond length and ry the ideal
bond length. This is a harmonic potential. The energy of the bond angles are given
by

angles Z kq 9 00 ) (2.42)

where, k, is the angle force constant, 6 the actual angle and 6y is the ideal angle. Also
this expression is a harmonic potential. The dihedral term uses a periodic function to
model torsion angle rotation and is given by

Vi
Edihedrals - Z 7 (1 + cos ((2577, - 5)) y (2-43)

where n is the periodicity of the angle ¢, d is the phase shift (typically 0° or 180°) and
V), is the force constant. The Van der Waals interaction is described by a Lennard-
Jones potential

12 \6
Bvaw =Y 3 4eij (?) - (‘”) (.44)

r
1 jF£e *

where €;; is the depth of the potential, 7;; is the distance between atoms and o
is the distance where the energy is zero. This expression describes energies between
atoms that are not covalently bonded. At large distances it goes to zero and for small
distances it is strongly repulsive. The last term, giving the electrostatic contribution,

495
= E E 2.
Ea = 47r<€z-:07“Zy (2-45)

where g; and g; are the partial charges of each atom, £ is the permittivity of vacuum,
€ is the permittivity of the medium (the dielectric constant) and 7;; is the distance
between the atoms.

is given by
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It can be seen from the equations above that many parameters need to be known to do
a MM calculation. The existing standard force fields have parameters obtained from
experimental data or QM calculations.

In this thesis, we have used the Amber ff14SB force field.

2.7 Molecular Dynamics

In molecular mechanics (MD), the main idea is that the motion of a molecule follows
the laws of classical mechanics. Newton’s second law states that

Fl(t) = miai(t), (2.46)
with 2
(¢
ai(t) = ;2( ) (2.47)

and F; is the force on atom 4, m; its mass, a;(t) its acceleration and r;(t) the position
in space. The force F; is calculated from the potential energy U according to

AU (t)
S dr(t)

F(t) = (2.48)

The potential can be calculated from a QM or a MM force-field calculation.

In practise, MD calculations are done using an iterative algorithm starting from an
initial guess and thereafter calculating velocities and positions by integrating Eq. 2.46
for a time step At. For small time steps, this can be done numerically by using a
Taylor expansion according to

r(t + At) = £(t) + dzl(tt) Al + ;de‘;(;) AR 4 ... (2.49)
with
v(t) = dZit) (2.50)
For the velocity, v(t), the corresponding Taylor expansion is
v(t+ At) =v(t) + d‘(;it) At + ;de\;gt) At? + ..., (2.51)
with av ()
a(t) = BT (2.52)
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If At is small, Eq. 2.49 can be approximated by
1
r(t+ At) = r(t) + v(t) At + §a(t)At?, (2.53)

and Eq. 2.51 to
v(t + At) = v(t) + a(t)At. (2.54)

The algorithm starts from an initial guess of r(0) and v(0) and thereafter F' and a
is calculated and the atoms are moved to (¢ + At) and the velocities to v(t + At).
This procedure is then repeated for a number of time steps.

A normal time step for a MD simulation is around o.5 fs. However, this can be in-
creased by using the SHAKE algorithm [39], where bond lengths involving hydrogen
atoms are fixed. This allows the time step to be increased to 2 fs.

In most MD simulations, we want to study a system in water solution. This is done
by adding a box of water molecules. There are many different water models, TIP3P
[40], SPC/E [41] or TIP4P [40]. It is also necessary to assign protonation states to the
residues in the protein by studying their hydrogen-bonding pattern, solvent accessi-
bility, surrounding residues, etc.

A small box or droplet of a solvated protein is often a poor model of the real pro-
tein in water solution. A better model can be obtained by using periodic boundary
conditions. Then, the box is imagined to be surrounded by identical copies of the
box, arranged symmetrically so if an atom leaves the box on one side, it enters the
box on the opposite side. Thereby, an infinite system is modelled at essentially no
extra computational cost. Moreover, then Ewald summation can be used to describe
long-ranged electrostatic interactions [42].

2.8 QM/MM

QM methods are more accurate than MM methods but they are computationally
much more expensive. A compromise can be obtained with the so-called QM/MM
method [43—45]. Here, the most interesting part of the studied system is described
with QM methods and the rest with MM methods. For a biomacromolecule, the most
interesting part is the active site and this is normally described by the QM method
and the rest of the proteins with the more efficient MM method. A typical QM/MM
energy function is given by

Eommnve = Evmie + Equn — Enn (2.55)
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Here, the total system is divided into two subsystems, 1and 2. Subsystem 1 is described
by a QM calculation and both subsystems are described by a MM calculation. To
avoid double counting, the MM energy for subsystem 1 needs to be removed.

In most calculations, there are covalent bonds between subsystems 1 and 2. Since QM
calculations need to have full valences of all atoms, it is necessary to truncate the QM
system. In most QM/MM approaches this is accomplished by replacing a carbon
atom at the boundary (the carbon link atom, CL) by a hydrogen atom (the hydrogen
link atom, HL) [46, 47].

A way to improve the result of a QM/MM calculation is to include the electrostatic
interactions between the QM and the MM regions in the QM calculations. This is
called electrostatic embedding. Then, the QM/MM energy is given by

_ 7CL HL HL
EQM/MM = EMM12,q1:O + EQM1+ptch2 - EMMl,q1=0~ (2.56)
Here E]%%\/[u, 10 18 the MM energy for the entire system with CL atoms and with
the charges of subsystem 1 zeroed, Eg L +pteh2 18 the QM energy of subsystem 1 with

. . . oI
truncated HL atoms and including a point-charge model of system 2, and Eyy/y o
is the MM energy for the QM region with HL atoms and no electrostatic interactions.

In this thesis, an interface, called ComQum, is used to perform the QM/MM simu-
lations [47, 48]. This program combines the QM software Turbomole and the MM
software AMBER. It uses the energy function in Eq. 2.56.
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Chapter 3

Studied systems

In this thesis, we have performed studies related to three enzymes. They are shortly
introduced here.

3.1 Nitrogenase

Nitrogenase is the only enzyme in nature that can cleave the triple bond in N3 to form
ammonia and make nitrogen available for plant metabolism [1]. This is important in
many applications, for example in agriculture and the production of artificial fertiliz-
ers. Nitrogenase has been thoroughly studied with both theoretical and experimental
methods. Crystallographic studies have shown that nitrogenase is a heterotetramer
(Figure 3.1) that contains a MoFe7SgC cluster in the active site called the FeMo clus-
ter [2, 3] (Figure 3.2). This cluster is bound to the protein by a histidine and a cysteine
residue [1].

Nitrogenase catalyzes the reaction [1]
Ny 4 8¢~ 4+ 8H' + 16ATP — 2NH3 + Hy 4+ 16ADP + 16P;. (3.1

The reaction is normally described by the so-called Lowe—Thornely cycle [49]. This
has nine intermediates, Ey to Ejg, differing in the number of added electrons and
protons.

Even if nitrogenase has been thoroughly studied both experimentally [1, 50—57] and by
computer simulations [1, 51, §8—72], there is still no consensus regarding the reaction
mechanisms or the structure of the involved intermediates. The E intermediate is
believed to bind to Na. It has been suggested by Hoffman et al. that the Ey structure
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contains two hydride ions bridging two pairs of Fe ions [s5, 64]. These are Fea—Fe6
and Fe3—Fe7. Atom names are shown in Figure 3.2. This has been supported by DFT
calculations and ENDOR experiments [55, 64]. Einsele etal. has suggested that one of
the the sulfide ligands, S2B, dissociates and that the two hydride ions both bridge the
Fe2—Fe6 ions [73]. Bjornsson has suggested a similar structure but with the difference
that S2B dissociates only from the two Fe ions [74]. Finally, Siegbahn suggested that
E, instead contains a triply protonated carbide ion moving out of the cluster [75—77].

This disagreement is partly caused by the problem that different DFT methods give
different results. In papers I and II, we compare DFT functionals to decide which
gives the most accurate results [78].

FeMo-cluster

FeMo-cluster

Figure 3.1: The nitrogenase protein with the FeMo and P-clusteres marked
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Homocitrate
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/" His-442 S3A

Figure 3.2: The FeMo-cluster with atom names.

3.2 LPMO

Lytic polysaccharide monooxygenases (LPMO), (Figure 3.3), are copper dependent
enzymes that can be used for degradation of polysaccharides such as cellulose and
chitin [4—9]. LPMOs are divided into five families, AA11, AA13, AA14, AAis and
AAI6 [4, 5, 79-85] but LPMOs belonging to different families are not necessarily very
different in function. LPMOs catalyse an oxidative reaction,

RH + O3 + 2H"+2¢~ — ROH + H»0, (3.2)
illustrating the oxidation of a substrate RH. They can also use HyO2 as the cosubstrate
RH + HyO9 — ROH + H5O0, (3.3)

which avoids the need of an external reductant. Recent findings show that HoO2
leads to significantly faster reactions than Oy [86-89].
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Figure 3.3: The LPMO enzyme with the Cu-atom in the active site showed.

The active site of the LPMOs consists of a copper ion ligated to three nitrogen donor
atoms in a histidine brace involving one histidine ligand binding by the imidazole
side chain and another histidine ligand binding by both the imidazole group and
the amino-terminal group Figure 3.4. The copper ion also binds one or two water
molecules, and in some enzymes also to a tyrosine.

Figure 3.4: The active site of LPMO.
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Industrial applications of LPMO have already begun to appear but are far from their
full potential [90]. One major problem is that LPMOs self-oxidise and deactivate.
Therefore the mechanism of this deactivation is important to understand. So far,
computational studies of LPMOs have focused either on the substrate binding process
[91—93] or on the reaction with the bound substrate [94—99]. In the latter case it
is believed that the reaction with the substrate needs a strong oxidant, probably a
Cu(Il)—oxyl species [97—99].

Still, there are no investigations of the self-oxidation reaction, but it has been noted to
occur on the histidine residues binding to copper [88]. However, the mechanism of
the oxidation is unknown. The substrate is known to protect against oxidative damage
(88].

In may LPMOs, it is observed that one of the His ligands is methylated on NE2. The
function of this methylation is not clear, but two studies have suggested that it may
have a protective role, avoiding self-oxidation [79, 100].

3.3 pMMO

There exist two enzymes in nature that can break the C-H bond in methane [10],
soluble methane monooxygenases [11, 12] and particulate (i.e. membrane-bound)
methane monooxygenases [10, 13]. They are referred to as sMMO and pMMO, re-
spectively. sMMOs are known to have a diiron centre in the active site [101, 102]. The
mechanism of this enzyme is quite well understood.

pMMOs are the dominant enzyme in methanotrophic bacteria [10, 13]. However,
they are harder to study and the mechanism is not fully understood. In fact, there
is not even any consensus regarding the nature of the active site. Crystallographic
studies have shown that the enzyme is a trimer of three chains pmoA, pmoB and
pmoC (Figure 3.5).

The first X-ray studies identified a monomeric and a dimeric Cu site in the pmoB
subunit and a Zn site in the pmoC subunit [12]. These three metalsites are denoted
A, B and C in the following. The identification of site B as a dinuclear site was
mainly based in extended X-ray absorption fine-structure (EXAFS) studies [103-105].
Later crystallographic studies sometimes found only a mononuclear site and a detailed
quantum refinement study gave no support for any dinuclear Cug site in any structure
[106]. Instead, a single Cu ion fitted the crystallographic raw data best.

It has been much discussed which is the active site of the pMMO. The crystallogra-
phers originally argued that it is the Cup site. This was tempting especially as it is
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coordinated by three histidine residues, one of which coordinates with both the ter-
minal amino group and the imidazole side chain, i.e. with a histidine brace, similar
to the one found in the active site of the LPMOs. However, later they changed their
mind and suggested instead that Cuc is the active site [107, 108]. In contrast, early
Maéssbauer spectroscopy studies instead suggested that site C is the active site, but
they argued that it contains a diiron site, similar to that in the sMMOs [109]. On
the other hand, Chan and coworkers have long argued that the active site is a trimeric
copper site that is not observed in the crystal structures [110-114].

Recently, two cryogenic electron microscopy studies of pMMO have been presented.
The study of Rosenzweig and coworkers observed the same Cu ions as in the crys-
tal structures and suggested that the active site is Cug or possibly another nearby
mononuclear Cu site (called Cucg in the following) [115]. On the other hand, the
structure by Chan and coworkers showed several new Cu sites. They suggested that
the active site is a trinuclear cluster, but they observed only two Cu ions there in their
structure [116].

Several computational studies of the pMMOs have been performed. One suggested
that the active species is a bis(-0x0) Cu(I) Cu(Il) site (based on Cup) or a Cu(III)-oxo
species (based on Cuc) [117-119]. Another study compared the reactivity of the Cup
and Cug sites with a duroquinol substrate [120]. They argued that only the Cug site

is reactive.

(a) (b)

Figure 3.5: pMMO with three metal sites, Cua in red, Cug in yellow and Cuc in magenta (from the 3RGB
structure. (a) shows the entire trimer of trimers, whereas (b) shows only one subunit with pmoA in
cyan, pmoB in blue and pmoC in green.
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Chapter 4

Summary of the Papers

4.1 Paper I: Comparison of the Accuracy of DFT Method:s for

Reactions with Relevance to Nitrogenase

As described before in this thesis, nitrogenase is an enzyme that can cleave the triple
bond in N3 to form ammonia. This process has applications in agriculture and chem-
ical synthesis. Therefore, nitrogenase has been the subject of many studies, both ex-
perimental and theoretical.

A major problem with theoretical studies of nitrogenase is that different DFT methods
give very different results. For example, different functionals give different predictions
of which structure is most favourable for the key Ej intermediate in the reaction
mechanism and relative energies of different protonation states may differ by ~6oo
kJ/mol between standard GGA and hybrid functionals. To solve this problem it is
important to calibrate different DFT methods using experimental data. This has been
attempted by Prof. Dance. Unfortunately, he used an uncommon software, DMol3,
with numerical basis sets and without any dispersion correction. We have therefore
extended this study using more standard and state-of-the art methods and also more
modern DFT functionals.

We employed 16 DFT methods: PBE, BP86, BLYP, B97D (GGA functionals), TPSS,
Mo6-L, MNi15-L (meta GGA functionals), TPSSh, B3LYER, PBEo, Mo6, PW6Bos,
MNis, BHLYP, Mo6-2X and Mo6-HF (hybrid functionals). In the calculations,
three basis sets were used, def2-SV(P), def2-TZVP and def2-QZVP. The resolution-
of-identity approximation (RI) was used to speed up the calculations. Dispersion
corrections were included for most methods, using the DFT-D4 approach.
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Since most experiments are measured in solution it is necessary to include solvent
effects. This was done by using the conductor-like screening model (COSMO) im-
plemented in Turbomole [r21, 122].

We calculated bond lengths, angles, vibrational energies, enthalpies, and entropies for
the binding of Ny, Hs, and CO to various transition-metal complexes with Fe, Ni,
Cr, Mo and W. They were chosen because they are related to the reactions catalysed
by of nitrogenase. We compared our calculations with experimental data and Dance’s
results to evaluate the various DFT methods.

The ranking was done by four methods: the first was to sum the mean absolute devi-
ation (MAD) for the various DFT functionals. The second was to weight the errors
with the largest absolute deviation from experiments. The third was to weight the
MAD:s with a chosen acceptable error for each property. The fourth was to see how
often each functional gives a results within twice the experimental uncertainty.
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Figure 4.1: The sum of the ranking for all properties (A), energetic properties (E) and structural properties (5).
The lower value the better performance.

In general, the four scoring methods gave quite similar results. As can be seen in
Figure 4.1, we saw a significant difference between energetic and structural results. For
structural properties, GGA and meta-GGA functionals give the best results, except
Moé6-L and MNis-L. TPSSh also gives quite good results but Bo7D, BLYP, BP86 are
the best. For energies, MNI15 gives the best results but Mo6, BLYP, B97D and Mo6-L
show also good scoring. Including both types of properties give results quite similar
to those for the energetic properties. Hence, BLYP seems to behave well both for
structures and energies. Bo7D also gives rather good results followed by MN15, Mo6
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and B3LYP. Our results are quite different from those by Dance (who pointed out
PBE as the best functional), partly because we use more data and tested more DFT
methods, and partly because we include dispersion correction in our calculations.
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4.2 Paper II: Calibration of DFT functionals for a minimal
nitrogenase [Fe(SH),;H]™ model employing state-of-the-
art ab initio methods

As said in the previous section, different QM methods give diverging results for cal-
culation on nitrogenase. This is of course a serious problem when doing computer
calculations on this enzyme. We have therefore constructed a minimal model of the
FeMo cluster in nitrogenase shown in Figure 4.2. We study the energy difference be-
tween protonation states of the two models, one with hydrogen atom placed on the
Fe ion (i. e. formally a hydride ion) and the other with a proton on the S atom.

We use DFT, coupled cluster methods, multiconfigurational CASSCF/CASPT2[123,
124] and DMRG-CASSCEF to calculate this energy difference, AE. We use Dun-

ning’s correlation consistent basis sets of two sizes.

For the DFT calculations we used TURBOMOLE 7.6 with 17 functionals: PBE,
BLYP, Bg7D, BP86 (pure GGA), TPSS, SCAN (meta GGA), wB97 (range separated
pure GGA), B3LYP, BsLYP*, PBEo, Mo6 (hybrid GGA), TPSSh, SCANo, MNis
(hybrid meta-GGA), wB97X (range separated GGA), HSEo6 and HSE12S (hybrid
GGA screened-exchange). As for the full FeMo cluster, we see large differences be-
tween the various DFT methods, (25-162 kJ/mol) mainly depending on the amount
of Hartree—Fock exchange, see Figure 4.3.

The model systems are so small that we can perform high-level coupled-cluster meth-
ods to calibrate the DFT methods. With the small basis set, we can afford to run full
CCSDT calculations. To seek a cheaper alternative to use with larger basis sets, we
test four different methods with approximate treatment of the triples. Among these,
BCCSD(T) shows the best performance. Our best estimate of AE is obtained by ex-
trapolation of the HF-CCSD-CCSDT results. We also use the stochastic heath-bath
configuration interaction (SHCI) method [125-127] with extrapolation to obtained an
independent second estimate of AE. Quit satisfactorily, the results of the two meth-
ods agree within 1 kJ/mol. CCSD(T) with Kohn—Sham (DFT) orbitals turns out to
be a rather accurate approach, but the results depend somewhat on what DFT method
used to obtain the orbitals.

The D diagnostics indicate that the FeH model is quite multiconfigurational. There-
fore, we perform multiconfigurational CASSCF/CASPT2 and DMRG calculations.
Unfortunately such calculations depend strongly on the active space, as well as on the
parameters of the method. However, by comparing the results of DMRG-CASCI
and CCSD(T) calculations with the same orbitals and active space, we show that
the CCSD(T) AF estimate is affected by only 5 kJ/mol by the multiconfigurational
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nature of the complexes.

Consequently, we can conclude that our extrapolated CC results are quite accurate
and our best estimate of AF is 101 kJ/mol. The DFT method that comes closests to
this result is Mo6 and B3LYP (with errors of 3 and 5 kJ/mol), followed by B3LYP*.

(a) (b)

Figure 4.2: Our model system with the extra hydrogen on Fe (a) or on S (b).

180
160 A
140 .

*

120 2
<
*

S 100 .

£ 'S

2

2 80 o

SR B GGA

. < Hybrid
40 ¢ LC
n A SE
20"
0

0 5 10 15 20 25 30 35 40 45 50

% HF exchange

Figure 4.3: Energy differences A E between the two protonated model structures computed with the various
DFT approaches and the cc-pVXZ basis set as a function of the amount of HF exchange in the
exchange functional. The methods are divided into (meta-)GGA, hybrid (meta-)GGA, long-range
corrected (LC) and screened-exchange (SE) methods.
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4.3 Paper III: Histidine Oxidation in Lytic Polysaccharide

Monooxygenase

The mechanism of LPMOs has been described earlier in this thesis. One of the major
questions regarding this enzyme is why one of its histidine ligands is methylated, as
is shown in Figure 4.4. In paper III, we study the effect of this group and whether it
protects the enzyme from self oxidation by QM/MM studies.

The QM calculations were performed with Turbomole 7.5.1. We use the functionals
TPSS and B3LYP and the basis sets def2-SV(P) and def2-TZVPD. The resolution-of-
identity approximation (RI) was used to speed up the calculations. DFT-D3 disper-
sion correction were also included. We optimised geometries at the TPSS/def2-SV(P)
level and then performed single-point calculations at the B3LYP/def2-TZVPD level.

We study a reaction in which the active site, either [CuO]* or [CuOH]?*, abstracts
a hydrogen atom from either His-1 or His-78 to form the intermediate [CuOH] ™ or
[CuOHs)2*. Then, the OH™ group binds back to the histidines to get a hydroxylated
product.

It can be seen in Figure 4.5 that the intermediate is less stable than the reactant, whereas
the product is much more stable than the reactant. Reactions with [CuOHs)?* give
the largest energy barriers.

The most important result is how the methyl group affects the reaction energies. It
can be seen in Figure 4.5 that methylation increases the maximum activation barrier
with 10 kJ/mol. This might seem small, but it would increase the life-time of the
enzyme from 0.3 to 18 h. Hence, our results suggests that the methyl group on His-
1 protects His-1 from self oxidation. For unmethylated His-78, the reaction barrier
is approximately the same as for methylated His-1. Therefore, there is no reason to
methylate His-78 since the net activation energy is the same anyway.
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Figure 4.4: LPMO with two histidines, one tyrosine and two water molecules binding to the Cu active site. The
methylation of His-1 is emphasised with the black circle.
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Figure 4.5: Energy diagrams for the hydrogen-abstraction and rebound reactions of LPMO. Reaction with His-

78, His-1 (with or without the methylation) and of the substrate are shown in green, red, blue and
gray, respectively.
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4.4 Paper IV: Computational study of three metal sites in par-
ticulate methane monooxygenase

Methane is the hardest organic molecule to hydroxylate because it is hard to break the
C-H bond. In nature, there is two enzymes that can catalyse that reaction, sMMO
and pMMO. The latter is the more active enzyme, but it is membrane-bound. There-
fore, it is hard to study experimentally. In fact, there is still no consensus regarding
the nature and position of the active site in the enzyme. In Paper IV, we use QM/MM
calculations to study the reactivity of three putative active sites, viz. the Cug, Cuc
and Cucg sites.

The study is based on a 2.8 A crystal structure from Methylococcus capsulatus (PDB
code 3RGB; Cup and Cuc) and a 2.14 A cryogenic electron microscopy structure
from the same organism (PDB code 7S4H; Cuca).

All MD calculations were performed with the Amber software using the ff14SB force
field and TIP3P water molecules. Charges of the metal sites in the MD simulations
were obtained from TPSS/def2-SV(P) calculations. QM/MM calculations was per-
formed with the ComQum software. The DFT calculations were done using Turbo-
mole 7.1, 7.2 and 7.6.1. We used TPSS-D3/def2-SV(P) for geometry optimisations
and B3LYP/def2-TZVPD for single-point energy calculations.

The calculations show that three sites can perform the same reactions (shown in Fig-
ure 4.6 and can form a reactive [CuO]™ state. [CuO]™ can abstract a proton from
methane, which gives a Cu-bound OH™ group. This group can then recombine with
CH; giving methanol. The reactive [CuO] ™ states forms from a O—-O bond cleavage
in the [CuH202] ™" structure, giving [CuO]* + Hy0. However, for Cup and Cuc,
the Cu! + HOOH structure, which is another isomer of [CuH205]™ is 53 and 19
kJ/mol more stable than [CuO]* + HyO, respectively, whereas for Cucs the oppo-
site is true by 25 kJ/mol. For Cug, HOOH also dissociates from Cu and may diffuse
away.

The activation energy for the hydrogen-abstraction reaction is 59, 57 and 93 kJ/mol
for the Cup, Cuc and Cucsg sites, respectively (cf. Figure 4.7. The activation energy
for the rebound reactions are 49, 9 and 63 kJ/mol, respectively, and involves a crossing
from triplet or open-shell singlet to the closed-shell singlet for Cug and Cuc. If the
energies are measured from the best [CuHO3] " structure, the net activation barriers
are 112, 76 and 93 kJ/mol for Cup, Cuc and Cucg, respectively. Thus, our results
suggests that Cuc is proper the active site of the enzyme.
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Chapter s

Conclusions and Outlook

In this thesis, I have used computational chemistry to study enzyme reactions. In
such studies, it is mandatory to know that the employed methods are accurate and
reliable. Therefore, it is necessary to calibrate the methods. This can be done in
two different ways, as is illustrated by the studies by Papers I and II. In the first, we
use experimental data to calibrate DFT methods to be used to study reactions with
relevance to nitrogenase. Experimental data constitute ideal reference points, because
they in principle represent the truth. On the other hand, almost no experimental data
are available for true nitrogenase-like reactions and models. Therefore, it is hard to
find data that is fully relevant for nitrogenase. Moreover, the experimental conditions
are often quite different from those used in the calculations, making the comparison
harder. Finally, also experimental measurements have a limited accuracy and in several
cases in Paper I, we have good reasons to suspect errors in the experimental data.

In Paper II, we instead try to use more accurate QM methods to calibrate DFT meth-
ods to use for nitrogenase calculations. Such an approach has the advantage that the
various methods measure exactly the same thing. On the other hand, the active-site
FeMo cluster of nitrogenase is much too large to treat with the most accurate QM
methods. Therefore, we have designed a small model that can be treated with ad-
vanced QM methods, but still shows some of the characteristics from nitrogenase (an
iron-sulfur cluster with large difference between DFT methods for the energy differ-
ence between different protonation states).

Unfortunately, the two studies do not give consistent results. Paper II points out Mo6
and B3LYP as the best DFT functionals. In Paper I, Mo6 is the second best method
for energies, but among the worst for structures. Likewise, B3LYP ranks only as 5—8
among the tested functionals (cf. Figure 4.1). Moreover, it is known that B3LYP gives
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quite poor structures for the FeMo cluster of nitrogenase [128, 129]. Conversely, BLYP,
B97D and MNis (the three methods with the best ranks in Paper I) give errors of 71, 58
and 39 kJ/mol for the model in Paper II (ranking 9—16 among the 17 tested methods).
The reason for this is of course that Papers I and II deal with different systems and
properties. The model in Paper II is of course highly relevant for nitrogenase, but
it is only a single, very simplified model. However, the good thing is that we also
test out cheaper QM methods that can be used for larger and better models of the
FeMo cluster. In particular, BCCD(T) and CCSD(T) with DFT orbitals seem to
be promising methods to use in future studies of iron—sulfur clusters with 2—-8 metal
ions.

In Papers III and IV, we instead study reaction mechanism of two metalloenzymes
of highest scientific and bioengineering interest, LPMO and pMMO. Both enzymes
involve mononuclear Cu sites, a reactive [CuO]™ state and similar reaction mech-
anisms. The reaction mechanism of LPMO is rather well-known and we study the
self-oxidation mechanism and for the first time give a credible explanation to why one
of the histidine ligands of the Cu ion is methylated in many LPMO enzymes. Future
studies may investigate further self-oxidation products of LPMO.

For pMMO, the situation is very different. For this enzyme, there is not even any
consensus regarding the location and nature of the active site. Therefore, we compare
the reactivity of three putative active sites. Moreover, we compare the reactivity of
the Cugp site in pMMO with the active site in LPMO, which both have a histidine-
brace motif. We show that the Cuc site has the most favourable energetics. This is in
agreement with recent bioinformatic and experimental studies that indicate that Cup
probably is not the active site for methane oxidation. However, it is possible that it
is instead used for the production of HyOg2, which may be used in the true active
site. Our results support such a suggestion, showing that formation and dissociation
of HyO3 is favourable for the Cup site. Future studies, should also investigate the
reactivity of the trinuclear Cup site, once a reliable structure can be found.
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