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Abstract

Laboratory x-ray micro- and nano-tomography are emerging techniques in biomedical
research. Through the use of phase-contrast, sufficient contrast can be achieved in soft tissue
to support medical studies. With ongoing developments of x-ray sources and detectors,
biomedical studies can increasingly be performed at the laboratory and do not necessary
require synchrotron radiation. Particularly nano-focus x-ray sources offer new possibilities
for the study of soft tissue. However, with increasing resolution, the complexity and
stability requirements on laboratory systems advance as well. This thesis describes the
design and implementation of two systems: a micro-CT and a nano-CT, which are used
for biomedical imaging.

To increase the resolution of the micro-CT, super-resolution imaging is adopted and
evaluated for x-ray imaging, grating-based imaging and computed tomography utilising
electromagnetic stepping of the x-ray source to acquire shifted low-resolution images to
estimate a high-resolution image. The experiments have shown that super-resolution can
significantly improve the resolution in 2D and 3D imaging, but also that upscaling
during the reconstruction can be a viable approach in tomography, which does not
require additional images.

Element-specific information can be obtained by using photon counting detectors
with energy-discriminating thresholds. By performing a material decomposition, a dataset
can be split into multiple different materials. Tissue contains a variety of elements with
absorption edges in the range of 4 – 11 keV, which can be identified by placing energy
thresholds just below and above these edges, as we have demonstrated using human
atherosclerotic plaques.

An evaluation of radiopaque dyes as alternative contrast agent to identify vessels in lung
tissue was performed using phase contrast micro-tomography. We showed that the dye
solutions have a sufficiently low density to not cause any artefacts while still being able to
separate them from the tissue and distinguish them from each other.

Finally, the design and implementation of the nano-CT system is discussed. The system
performance is assessed in 2D and 3D, achieving sub-micron resolution and satisfactory
tissue contrast through phase contrast. Application examples are presented using lung
tissue, a mouse heart, and freeze dried leaves.
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Sammanfattning

Laboratoriebaserad röntgenmikro- och nano-tomografi är framväxande tekniker inom
biomedicinsk forskning. Användning av faskontrast möjliggör tillräcklig kontrast i
vävnadsprov för att stödja medicinska studier. Med den pågående utvecklingen av
röntgenkällor och detektorer, kan allt fler biomedicinska studier utföras i laboratoriet i
stället för på en synkrotronljusanläggning. Nano-fokuserade röntgenkällor erbjuder
särskilt nya möjligheter för studier av vävnadsprov, men med ökande upplösning ökar
komplexiteten och stabilitetskraven blir striktare. Denna avhandling beskriver design och
implementering av två system: en mikro-CT och en nano-CT, som används för
biomedicinsk avbildning.

För att öka upplösningen i våra mikro-CT används superupplösningsavbildning och
detta utvärderas för röntgenavbildning, tomografi samt gitter-baserad avbildning.
Elektromagnetisk stegning av röntgenkällan används för att erhålla förskjutna lågupplösta
bilder som sedan kombineras för att skapa en högupplöst bild. Experimenten visade att
superupplösning kan förbättra upplösningen avsevärt i 2D- och 3D-bilder, men också att
uppskalning under rekonstruktionen kan vara ett alternativ inom tomografi, vilket inte
kräver ytterligare bilder.

Elementspecifik information kan erhållas genom att använda fotonräknande detektorer
med energidiskriminerande trösklar. Materialnedbrytning gör det möjligt att identifiera
olika element i provet. Vävnad innehåller en mängd olika element med absorptionskanter i
området från 4 – 11 keV, som kan identifieras genom att placera energitrösklar precis under
och ovanför dessa kanter. Vi visade konceptet med hjälp av mänskliga aterosklerotiska plack.

En utvärdering av färgämnen som alternativt kontrastmedel för att identifiera kärl i
lungvävnad gjordes med faskontrastmikrotomografi. Vi visade att färglösningarna har en
tillräckligt låg densitet för att inte orsaka artefakter samtidigt som de går att särskilja från
vävnaden och varandra.

Slutligen diskuteras design och implementering av nano-CT systemet. Systemets
prestanda utvärderas i 2D och 3D, med resultat som visar att submikrometerupplösning
och tillräcklig vävnadskontrast uppnås genom användandet av faskontrast.
Avbildningsresultat för lungvävnad, mushjärta, och frystorkade löv presenteras som
exempel på tillämpningar.
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1 Introduction

With the discovery of x-rays by Röntgen (1898) in 1895, it became possible to image internal
structures of opaque objects that could not be penetrated by visible light. Röntgen famously
demonstrated this by taking an image of his wife’s hand. Shortly after Röntgen’s discovery,
the potential use of x-rays in medicine was realised [Frost (1896)] and developed into what
is referred to as radiography today, a standard diagnostic method in medicine. A famous
early application were the radiography units headed by Marie Curie during the first world
war, where x-rays were used to find foreign objects inside the bodies of wounded soldiers.
During the early years, adverse health effects were reported with several pioneers losing
limbs or dying as consequence of their radiation exposure leading to the first international
organisation for the protection against ionising radiation [EANM (2016)].

With the development of digital imaging sensors in the 1960s [Boyle and Smith (1970)]
and computers becoming more powerful, x-ray Computed Tomography (CT) was first
implemented by Hounsfield (1973) in the 1970s. With CT, 3-dimensional images of the
internal structure of objects can be obtained by performing a reconstruction on many
radiography images acquired at different angles. While it took until the 1970s for CT
to become technically feasible, its mathematical foundation had been described in 1914 by
Radon (1986). Nowadays, CT is an invaluable diagnostic technique in medical imaging
with continuous development and improvement, most recently the introduction of photon
counting detectors [Taguchi and Iwanczyk (2013); Gomes and Manakkal (2022)].

Developments at synchrotron light sources, introduced in the 1970s, have lead to the
advancement of fields like x-ray microscopy [Jacobsen (2019)] with spatial resolutions
down to the diffraction limit of x-rays at a few nm [Thibault et al. (2008); Pfeiffer (2018)]
and the utilisation of alternative contrast mechanisms, like phase contrast imaging
[Snigirev et al. (1995); Cloetens et al. (1999); Paganin et al. (2002)]. With advances in
x-ray tube and detector technologies, higher resolutions became available for laboratory
use. X-ray micro-CT, as compared to clinical CT with resolutions of ≥ 0.5 mm, has
become a common tool in medical research, material science, non-destructive testing, and
industrial inspection. High-brightness sources [Hemberg et al. (2003); Tuohimaa et al.
(2007)] are a key development to improve image quality in challenging applications like
soft tissue imaging [Larsson et al. (2011, 2016); Töpperwien et al. (2017); Vågberg et al.
(2018); Peruzzi et al. (2020); Quenot et al. (2022)], where phase contrast imaging is
commonly used, in grating- or speckle-based imaging, where exposure times are typically
very long [Bech et al. (2013); Zhou et al. (2015)], or in imaging of dynamic processes
[Kim et al. (2017); Vavřík et al. (2017)]. Recently, nano-CT systems are finding increasing
use in biomedical research [Müller et al. (2017); Ferstl et al. (2018); Romell et al. (2021);
Eckermann et al. (2020)] and material science [Nachtrab et al. (2014); Fella et al. (2018);
Graetz et al. (2021); Müller et al. (2021, 2022)].
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Phase contrast is arguably one of the most important techniques in modern
high-resolution biomedical x-ray imaging [Gureyev et al. (2009); Bravin et al. (2013)].
While soft tissue is typically considered to be too weakly absorbing for conventional CT,
phase contrast exploits the refractive index as an alternative contrast mechanism. Phase
contrast was first discovered by Zernike (1942) using visible light and later pioneered for
x-rays using gratings by Bonse and Hart (1965). In the 1990s, the idea was adopted for
biomedical imaging by Momose and Fukuda (1995); Momose et al. (1996) using a
Talbot-Lau grating interferometer. Around the same time, a new method to achieve phase
contrast was developed at the European Synchrotron Radiation Facility (ESRF) in
Grenoble, France by Snigirev et al. (1995) utilising free space propagation, instead of
gratings, based on the work on visible light holography by Gabor (1948) in the late 1940s.
Propagation-based and Grating-based x-ray imaging were later adopted from synchrotron
to laboratory sources by Wilkins et al. (1996); Pfeiffer et al. (2006). Currently,
grating-based imaging is reaching clinical imaging in mammography [Stampanoni et al.
(2011)] and lung imaging [Willer et al. (2021); Viermetz et al. (2022)].

This thesis deals with the development of laboratory micro- and nano-CT systems for
biomedical imaging. In combination with the micro-CT system, method development
was performed on super-resolution, particularly by using electromagnetic source stepping,
for 2D imaging, single-grating imaging, and tomography. Further, material
decomposition was implemented using an energy-discriminating detector to decompose
tissue into different materials via absorption edges of naturally occurring elements. Phase
contrast imaging was performed on paraffin embedded lung tissue in an evaluation study
of radiopaque dye solutions as method to identify and track vessels. Then, a nano-CT
system was built and verified for high-resolution tomography of biomedical objects using
propagation-based phase contrast. In additional manuscripts and papers, not included in
this thesis, further applications of propagation-based phase contrast tomography are
discussed for both systems. With the systems developed and characterised as well as
processing and reconstruction pipelines implemented, further developments and
applications to the field of biomedical imaging are possible in the future.

The following chapter briefly introduces the background on x-rays, their interaction
with matter, generation using laboratory sources, and detection with imaging detectors.
Then the main concepts of x-ray imaging, computed tomography and its reconstruction,
resolution, and image quality are described. In Chapter 3, the design and implementation,
of the micro- and nano-CT systems built during this thesis, are described. Chapter 4
describes applications of the CT systems from super-resolution to energy-resolved imaging
to imaging of soft tissue as a summary of the Papers I – V and experiments related to the
nano-CT system described in Paper VI. Finally, Chapter 5 concludes the thesis.

2



2 Theory

2.1 X-ray fundamentals

X-rays are electromagnetic radiation, like e.g. visible light and microwaves, with much
higher photon energies and short wavelengths as illustrated in Figure 2.1. Due to these
properties, x-rays can penetrate objects and, in principle, allow for much higher resolution
than visible light, which in practice is not achieved due to technical limitations. In imaging,
the photon energy is defining the interaction of x-rays with different materials. Photon
energy is measured in electron volt (eV), equivalent to the energy of an electron accelerated
by a potential of 1 V, approximately 1.6 ×10−19 J. The main photon energies used in this
thesis are in the range of 4 - 30 keV, utilising x-ray sources with acceleration voltages of up to
70 kV. The maximum photon energy produced by a 70 kV source is 70 keV, however, lower
energies contribute significantly more to the contrast in low density biomedical objects and
the used detectors are significantly more efficient at lower energies.

Figure 2.1: Sketch of the electromagnetic spectrum.

2.2 X-ray interaction with matter

X-rays moving through an object are attenuated by the different materials present in the
object. Attenuation depends on the thickness z and attenuation coefficient µ as described
by the Beer-Lambert law [Beer (1852); Mayerhöfer et al. (2020)]:

I = I0e
−µz, (2.1)

where I is the resulting intensity of transmitted x-rays through the object and I0 is the
intensity of the x-ray beam before passing through the object. The attenuation coefficient
μ for photon energies used in biomedical imaging consists mainly of two effects:
photoelectric absorption and Compton scattering, as shown in Figure 2.2. At lower
energies, most interactions are due to photoelectric absorption, while Compton scattering
contributes more to the attenuation coefficient with increasing energy. Additionally,
coherent scattering occurs as well, where x-rays are scattered without transferring energy
to the electron during the interaction. Thus, coherently scattered photons retain their
energy and change direction.
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Figure 2.2: Attenuation coefficient of soft tissue comprised of contributions from photoelectric absorption and Compton
scattering. Data from NIST XCOM [Berger et al. (1998)]

The majority of interactions of low energy x-ray photons are attributed to the
photoelectric effect, where a photon, with an energy of at least the binding energy of the
encountered electron, is absorbed and transfers all of its energy to the electron. This
causes ionisation of the atom leading to the ejection of a photoelectron from the atom.
The atom is left in an elevated state and needs to fill the vacancy left in its electron
structure. When filling the vacancy, the excess energy leaves the atom either by emission
of an Auger electron or emission of a characteristic x-ray. Auger emission describes the
phenomenon when a loosely bound electron is emitted from the atom, carrying away the
excess energy. Characteristic emission, also called fluorescence, results in the emission of
an x-ray photon from the atom with specific element dependant energies, e.g. an electron
transition from the L shell to the K shell of the atom causes the emission of a Kα photon,
which has a specific energy for a given atom [Podgoršak (2009)]. Fluorescence becomes
more likely with increasing atomic number Z [Attwood and Sakdinawatt (2017)], thus
the Auger effect is dominant at low energies.

With increasing energy, Compton scattering becomes the predominant cause of
attenuation, as shown in Figure 2.2, and has an almost negligible dependence on energy
and Z. Compton scattering is inelastic (incoherent) scattering, i.e. the photon transfers a
fraction of its energy to the electron and changes direction with the scattering electron
departing at a different angle, carrying away the excess energy. The amount of energy
transferred depends on the scattering angle. At lower photon energies, typically only a
small fraction of energy is transferred [Attix (2008)]. In contrast, elastic (coherent)
scattering, where no energy transfer takes place upon interaction, does not contribute to
the attenuation, but rather the phase shift.
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Figure 2.3: Attenuation and phase shift experienced by a wave passing through a material.

Photons propagating through a medium also experience a phase shift, determined by
the complex refractive index n of the material traversed:

n = 1− δ + iβ (2.2)

where δ is responsible for the phase shift and the imaginary β for the attenuation [Attwood
and Sakdinawatt (2017)]. δ is proportional to ρe/E

2, where ρe is the electron density and
E is the photon energy. β is described through the total attenuation µ: β = λ

4πE, where
λ is the photon wavelength. The detailed mathematical background and application to x-
rays is described by Mayo et al. (2002). Considering hard x-rays, the effect of phase shifts
for low density materials, like soft tissue, are much more significant than the effect on the
attenuation [Schulz et al. (2010)]. To illustrate the effect of the refractive index, the x-rays
are described as a plane wave propagating through a material, as shown in Figure 2.3.

2.3 X-ray production by laboratory sources

Modern laboratory x-ray sources utilise the same principle as the tubes used by Röntgen
when he discovered x-rays [Röntgen (1898)]. While significant technical development has
taken place improving resolution and flux, such as rotating anode and MetalJet sources
[Hemberg et al. (2003)], the basic principle has not changed. Much higher flux and
resolution can be achieved at large-scale facilities, such as synchrotrons and free-electron
lasers, which use accelerators to generate x-rays. Such facilities are mainly used in research
due to their high cost. All papers included in this thesis utilise laboratory sources.

Laboratory x-ray sources produce x-rays using a metal anode, often referred to as
target. To generate x-rays, an electron beam is accelerated and focused on the target.
Upon impact, the metal target produces an x-ray spectrum consisting of characteristic
emission and bremsstrahlung as described in Chapter 2.2 and depicted in Figure 2.4 .
Bremsstrahlung is produced through deceleration of electrons in the electric field of the
atomic nucleus in the target. During deceleration, the electron loses energy, which is
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Figure 2.4: X-ray emission spectrum from a Tungsten target at an acceleration voltage of 70 kV. Simulation by Daniel Larsson,
Excillum AB.

emitted as an x-ray photon [Podgoršak (2009)]. Bremsstrahlung produces a continuous
x-ray spectrum, where the upper limit is set by the acceleration voltage as described in
Chapter 2.1. Materials with a higher atomic number Z and a higher acceleration voltages
make bremsstrahlung generation more likely [Bushberg et al. (2013)].

Important parameters of a source for imaging applications are: the main energy and
maximum energy defined by the target material and acceleration voltage respectively, the
size of the x-ray spot, and the flux, i.e. the amount of photons emitted from the source. The
target material is often a compromise between characteristic energy, efficiency to generate
x-rays, and thermal loading capacity. Managing the thermal load is particularly important
since about 99 % of the energy of the electron beam is converted into heat. Generally,
the aim is to generate as many x-rays as possible in a spot that is as small as possible with
an energy range that gives good contrast for the targeted application without damaging the
x-ray target. Damage to the target results in a loss of flux and deformation of the x-ray spot,
i.e. loss of resolution. Typical target materials are Copper (Cu), Silver (Ag), Molybdenum
(Mo), and Tungsten (W). These materials may be used as bulk target, embedded into Cu or
diamond for improved heat conductivity, or as thin layer on a diamond window, especially
for high-resolution transmission sources shown in Figure 2.5B. MetalJet sources utilises
Gallium (Ga) and Indium (In) alloys as target material, which are liquid close to room
temperature..

Laboratory x-ray sources can be split into two basic types: reflection and transmission
tubes as shown in Figure 2.5. Reflection tubes use larger targets that allow for higher
thermal loading through heat dissipation in a larger volume. A common approach to
increase the power in reflection tubes is a line focus, i.e. the target is placed at a shallower
angle and the width of the electron beam is increased. This distributes the heat generation
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Figure 2.5: Sketches of x-ray sources showing the principal components: an electron gun consisting of a heated cathode emitting
electrons with high voltage applied and a grounded anode hole, electron optics to focus and position the accelerated
electron beam, and metal target used to generate x-rays. (A) Reflection type x-ray source commonly used for micro-
focus tubes. (B) Transmission type x-ray source commonly used for nano-focus tubes.

over a larger area on the target, while the observed x-ray spot still appears round. Other
approaches to increase the thermal loading capacity are rotating anode tubes, where the
target continuously rotates, or the MetalJet source, where the target is a fast moving jet of
liquid metal moving the heat away [Hemberg et al. (2003)]. Reflection tubes are available
with x-ray spot sizes down to about 5 μm.

To achieve smaller x-ray spots, transmission tubes are used [Nachtrab et al. (2014)].
Their main difference compared to reflection tubes is that the x-ray spot is generated in a
thin metal layer on a diamond window. The diamond window seals the tube while also
acting as a heat conductor. This allows to place objects much closer to the source for higher
geometric magnification. Further, transmission tubes can achieve significantly smaller x-ray
spots down to a few hundred nm.

2.4 X-ray imaging detectors

Detectors used in x-ray imaging generally consist of a 2-dimensional array of pixels, like
regular cameras. Relevant parameters to consider are the physical pixel size, the
Point-Spread Function (PSF), and the detection quantum efficiency. The PSF describes
how a detector responds to incoming photons, i.e. over how many pixels the signal is
distributed. An acquired image can be described as a convolution of the object with the
PSF. The detection quantum efficiency describes how efficiently different photon energies
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are detected. Commonly, two different types of detectors are in use in research, industry,
and medicine: scintillator-based detectors and photon counting detectors.

The most common type in imaging are scintillator-based detectors as shown in Figure
2.6A. These detectors are based on the Charged Coupled Device (CCD), the first digital
imaging sensor presented by Boyle and Smith (1970). Modern detectors utilise a Scientific
Complementary Metal-Oxide Semiconductor (sCMOS) chip based on the same principle.
These detector chips are sensitive to photons with a wavelength in, or close to, the visible
spectrum (see Figure 2.1). Thus, incoming x-ray photons have to be converted to be
detected using a scintillator screen, i.e. a material that emits visible light photons when
exposed to x-rays. This can be achieved with a simple phosphor screen, however, materials
commonly in use today are Gadolinium Oxisulfide (Gadox), Caesium Iodine (CsI), or
Lutetium Aluminium Garnet (LuAG).

Choice of scintillator material and thickness have a significant influence on the
quantum efficiency and achievable resolution of the detector. Further reduction in
detection efficiency occur in the coupling of the scintillator to the detector chip, e.g. in a
fibre-optic plate, and the quantum efficiency of the detector chip itself has to be
considered as well. A significant advantage of scintillator-based detectors is the ability to
incorporate visible light optics to achieve magnification in the camera improving the
resolution [Koch et al. (1998)]. It should also be noted that scintillator-based detectors
exhibit thermal and readout noise, which typically are accounted for by correction with
dark-field images, i.e. acquisitions without any x-rays present. In research, high-resolution
sCMOS cameras are commonly used with pixel sizes down to 5 μm, typically thinner
scintillators, and sometimes optics. So called FlatPanel detectors, on the other hand, are
very common in industrial and medical imaging offering large areas and high efficiency at
higher energies through thicker scintillators and larger pixels, often ≥ 100 μm.

Photon counting detectors were developed at CERN in the late 1990s [Campbell et al.
(1998)] and detect x-ray photons directly using a semiconductor sensor in which photons
create a charge cloud of electron-hole pairs upon interaction. Each pixel is comprised of
dedicated electronics, which are bump-bonded to the sensor as depicted in Figure 2.6B.
Energy-discriminating thresholds are incorporated into the pixels, which are used to
suppress noise and obtain energy information, as discussed in Chapter 2.5.4 [Rossi et al.
(2006); Williams et al. (2013); Krapohl (2015); Jowitt et al. (2022)]. A major advantage
of these detectors is a much better PSF, often assumed to be a single pixel. While there is
no interaction between the electronics, charge sharing between pixels can occur through
diffusion of the generated charge cloud in the sensor, emission of a fluorescence photon,
or simply a photon being detected at the border between pixels [Rossi et al. (2006)].

The quantum efficiency depends on the sensor material, typically Silicon (Si), Gallium
Arsenide (GaAs), or Cadmium Telluride (CdTe). Si is almost 100 % efficient at 10 keV, but
quickly drops with increasing energy [Donath et al. (2013)]. In combination with the very
low noise, photon counting detectors are particularly well suited for imaging of low contrast
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objects [Flenner et al. (2023)]. Applications requiring higher energies utilise CdTe, which
cannot be produced in the same quality as Si and is not stable over time. As in intermediate
material GaAs can be used providing very high efficiency up to about 50 keV mitigating
some of the issues with CdTe [Fröjdh et al. (2011); Maneuski et al. (2012); Dudak and
Zemlicka (2022)]. GaAs has also shown promise in biomedical imaging as demonstrated
by Scholz et al. (2020).

Figure 2.6: Sketches of (A) a scintillator-based detector consisting of a scintillator coupled to a CMOS camera via a fibre-optic
plate and (B) a photon counting detector consisting of a semiconductor sensor bump bonded to individual pixel
electronics.

2.5 X-ray imaging

2.5.1 Absorption and phase contrast

In common x-ray imaging techniques used in industry and medicine, contrast is achieved
through the difference in attenuation of x-rays passing through an object consisting of
different elements, as described by the Beer-Lambert law (Equation 2.1). Hence, the
measured intensity will be lower after passing through a denser or thicker part of an object
as shown in Figure 2.7A.

Small or low-density objects, such as soft tissue, absorb very little x-rays and thus yield
low contrast making it difficult to impossible to resolve or distinguish features inside the
object. Phase contrast offers an alternative contrast mechanism utilising phase shifts caused
by the complex refractive index n (Equation 2.2) of different materials, as described in
Chapter 2.2. The phase cannot be measured directly, but can be turned into measurable
intensity variations [Snigirev et al. (1995)].

A common way to utilise phase shifts is Propagation-based Phase Contrast Imaging
(PB-PCI) as described by Snigirev et al. (1995); Wilkins et al. (1996) and shown in Figure
2.7B. The distance between the object and detector is increased so detectable intensity
variations can form, which are then visible on a high-resolution detector. This yields a
compound image containing absorption and phase contrast. A phase retrieval algorithm is
applied to translate the detected intensity variations into a contrast enhancement [Snigirev
et al. (1995)]. Common algorithms are e.g. the single-material algorithm developed by
Paganin et al. (2002) or Bronnikov Aided Correction (BAC) [De Witte et al. (2009a,b)].
These single-distance algorithms perform a deconvolution with an estimated filter kernel,
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Figure 2.7: Principles of absorption contrast and phase contrast imaging with an example using a CT scan of paraffin embedded
mouse lung tissue. (A) Conventional absorption-based x-ray imaging using a x-ray cone beam. (B) Reconstructed
slice with absorption contrast. (C) Propagation-based phase contrast imaging where the object causes a phase shift
of the incident x-rays, which are turned into measurable intensity variations by letting the perturbed wavefront
propagate to the detector. (D) Reconstructed slice with phase-retrieval applied. Sample provided by Olof Gidlöf,
Lund University.

which typically adds blur to the image reducing the resolution. To recover part of the lost
resolution, an unsharp mask can be added as described by Sheppard et al. (2004); Paganin
et al. (2020). An overview of different algorithms is provided by Burvall et al. (2011, 2013).

There are a variety of approaches to obtain phase contrast using optical elements,
gratings, or diffusers. Most notable is the Talbot interferometer, developed for x-rays by
Momose and Fukuda (1995); Momose et al. (2003); Weitkamp et al. (2005); Pfeiffer
et al. (2006), utilising a phase grating to cause a phase shift and an analyser grating to
resolve the phase fringes on the detector. This approach allows to extract complementary
modalities from the images, shown in Figure 2.8: differential phase shifts and scattering,
often referred to as dark-field. In recent years, dark-field imaging has been a valuable
technique in a variety of applications, from imaging of fibres [Hannesschläger et al.
(2015)] or porous materials [Blykers et al. (2021)] to medical applications in lung
imaging, from initial developments described by Pfeiffer et al. (2008, 2013); Tapfer et al.
(2011, 2012); Yaroshenko et al. (2013) to clinical applications described by Willer et al.
(2021); Viermetz et al. (2022).

A variety of similar methods have been developed, often with the goal to simplify the
setup. Approaches like single-shot imaging developed byWen et al. (2010), which is used in
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Figure 2.8: Absorption, differential phase, and dark-field modalities extracted from a radiography of a mouse using a grating
interferometer. Figure adapted from Bech et al. (2013).

Paper III, edge illumination [Olivo and Speller (2007)], and Talbot illuminators [Gustschin
et al. (2021)] find increasing use. Speckle-based imaging [Morgan et al. (2012)] has been
developed to work with a diffuser, such as sand paper, instead of a grating, which also led
to the development of Unified Modulation Pattern Analysis (UMPA) [Zdora et al. (2017)],
a versatile algorithm to extract dark-field and phase contrast modalities.

2.5.2 Resolution, contrast, and noise

Spatial resolution, often just referred to as resolution, describes the smallest features an
imaging system can reliably detect. The achievable resolution is influenced by a variety of
parameters, most importantly: pixel size and PSF of the detector, size of the x-ray spot,
but also the contrast of the object. There is also a difference between resolving and being
able to quantify features. To perform measurements on a feature or to extract quantitative
information, features of interest require to be captured with sufficiently many pixels or
voxels.

Considering a cone beam geometry with a non-magnifying detector, as used in all papers
included in this thesis, high resolution is achieved through geometric magnification M ,
i.e. the object is placed close to the source with a larger distance to the detector. Thus, the
effective pixel size peff = P/M in the detector plane is the physical pixel size P divided by
the magnification:

M =
R1 +R2

R1
, (2.3)
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Figure 2.9: Different standard charts for resolution evaluation: (A) a JIMA RT RC-02 chart with features from 0.4 – 15 μm, (B) a
test pattern from XRnanotech with lines and spaces from 0.2 – 50 μm, and (C) a nanoXspot gauge with 2 Siemens
stars, line patterns from 3 – 12 μm, and differently sized holes for x-ray spot measurements. (D) Profile plot over the
15 μm feature of the JIMA chart (blue line). (E) Edge spread function and modulation transfer function measured
on a slanted knife edge (green line) imaged with a FlatPanel detector at peff = 84.3 μm.

where R1 is the source-object distance and R2 is the object-detector distance, as indicated
in Figure 2.7. Another effect that has to be considered is penumbral blurring, i.e. the
projected x-ray spot on the detector may be larger than a single pixel, which contributes to
blurring and thus limits the achievable resolution. In PB-PCI, described in Chapter 2.5.1,
the effective propagation distance zeff = R2/M scales with the magnification, thus the
distances R1 and R2 can be optimised to maximise zeff for a desired peff.

In 2D imaging, resolution can be expressed as the minimum detectable distance
between two high contrast features as shown in Figure 2.9D. For this purpose, calibration
phantoms are used, which typically consist of line patterns made from highly absorbing
Tungsten or Gold on a Silicon membrane, as shown in Figure 2.9A-C. The result is often
expressed in resolvable line pairs per millimetres (lp/mm). Commonly, the Modulation
Transfer Function (MTF) is determined, which describes the response of the imaging
system dependent on feature size. A convenient approach is the slanted edge method
[Estribeau and Magnan (2004)], defined in ISO 12233, utilising slightly tilted sharp
edges to calculate an Edge-Spread Function (ESF), describing the resolution, while also
extracting a MTF curve, as shown in Figure 2.9E.

In 3D, the resolution is affected by the data processing and reconstruction plus effects
occuring during the measurement, such as vibrations or drifts of the sample and stages,
and defocusing or drift of the x-ray spot. While there are phantoms available, it is still
difficult to consistently define the resolution of an imaging system in CT. An approach to
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Figure 2.10: Resolution measured using Fourier ring correlation on a micro-CT scan of a paraffin embedded mouse fetus with
a 20 μm x-ray spot and peff = 15 μm. The dataset has been split and two identical reconstructions have been
performed from which two identical slices are correlated. To obtain the resolution limit of the slice, the last
intersection of the FRC curve with a threshold criterion is used.

measure the resolution limit of a reconstructed dataset is Fourier Ring Correlation (FRC),
which calculates the resolution of a slice as demonstrated in Figure 2.10, or Fourier Shell
Correlation (FSC), which calculates the resolution in a volume [van Heel (1987)]. This
method correlates two identical slices, or volumes, in Fourier space and compares the result
to a threshold criterion yielding the smallest resolvable spatial frequency [van Heel and
Schatz (2005)]. This approach was used in Papers III and VI.

Contrast describes how well a feature can be distinguished from the background or its
surroundings. A common mathematical definition is the Weber contrast [Peli (1990)]:

C =
I − Ibg

Ibg
, (2.4)

where the signal intensity I of the evaluated feature is compared to the signal intensity of
the background Ibg. Another definition that is useful when dealing with periodic structures
is the Michelson contrast [Michelson (1927)], often referred to as visibility:

V =
Imax − Imin

Imax + Imin
, (2.5)

where the minimum Imin and maximum Imax intensities of a structure are compared.
Noise is manifested as an unwanted random signal obfuscating features and thus

reducing the visibility in acquired images. It originates from photon noise, the
measurement setup, e.g. thermal and readout noise of the detector, and image processing,
e.g. upscaling or sharpening. Photon noise is caused by inherent randomness of the x-rays
photons and can be approximated as Poisson or Gaussian noise [Lalush and Wernick
(2004)]. To reduce image noise, assuming the geometry remains unchanged, the exposure
time needs to be increased. A common approach to quantify noise is the Signal-to-Noise
Ratio (SNR), which has a variety of definitions, but we used:

SNR = 20× log
s

nRMS
, (2.6)
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where s is the mean value of a region containing the object and nRMS is the root mean
square of the background, which yields a result expressed in dB. To quantify the contrast,
the Contrast-to-Noise Ratio (CNR) [Ishitani and Sato (2007)] can be used:

CNR =
|s− n|
σn

, (2.7)

where n is the mean value of the background and σn is the standard deviation of the
background.

A variety of techniques to reduce noise in acquired images and scans exists. Denoising
typically has side effects like reduced image resolution. Common approaches are binning
and median filtering, where neighbouring pixels are combined resulting in lower noise at
the expense of resolution, or low-, high-, and band-pass filtering removing low or high
frequency noise. More advanced filters are e.g.: total variation, bilateral filtering, wavelet
denoising, and non-local means. The recently developed noise2inverse method
[Hendriksen et al. (2020)], a self-supervised machine learning approach, has shown
excellent performance for the denoising of tomography data.

2.5.3 Super-resolution

Super-resolution describes mathematical techniques to combine multiple slightly shifted
low-resolution images into a high-resolution image [Milanfar (2010); Yoneyama et al.
(2015)]. There are also a variety of machine learning-based algorithms that can produce a
higher resolution image from a single low-resolution image [Dong et al. (2016)]. In the
context of x-ray imaging, super-resolution effectively increases the Field-of-View (FOV)
at a certain resolution, as long as the x-ray spot size is not the limiting factor. In the
simplest case, the method works by acquiring a number of images with a sub-pixel shift,
registering the shifts, perform upscaling on shifted high-resolution pixel grids, and
combining the images [Park et al. (2003); Gilman et al. (2008)]. The PSF of an imaging
system can be taken into account by several, mostly iterative, super-resolution algorithms,
such as iterative back-projection [Irani and Peleg (1991)] or regularisation-based
approaches [Sroubek et al. (2007, 2017); Sroubek and Milanfar (2012)]. The method is
described in detail in Chapter 4.1 and was used in Papers I – III.
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Figure 2.11: Example of super-resolution CT. (A) Radiography of a dried flower bud. (B) Reconstructed slice (orange line) from a
regular CT scan with peff = 20 μm. (C) Reconstructed slice (orange line) from a super-resolution CT scan consisting
of 4×4 images per scan with a resulting peff = 5 μm.

2.5.4 Energy-resolved imaging

Using a photon counting detector with multiple energy-discriminating thresholds, energy
information can be obtained. Acquired images are split into energy bins by subtracting
images with different thresholds from each other. The resulting images contain only
photons in a certain energy range, which we refer to as energy windows. By exploiting
absorption edges of different elements, characterised by abrupt changes in attenuation,
just above the binding energy of the shells of an atom [Podgoršak (2009)], as shown in
Figure 2.12A, these elements can be identified, which allows to decompose images and
CT scans into concentration maps of different elements. By acquiring images with
energies just below and above an absorption edge, as shown in Figure 2.12B, the element’s
difference in attenuation can be exploited to identify the specific element. This approach
is best suited for CT, where each voxel in the reconstruction has its specific attenuation
coefficient µ. When performing a decomposition, each voxels attenuation coefficient is
expressed as the sum of the attenuation coefficients µE,i of a set of elements and their
fraction fi for a given number of elements i: µE =

∑
µE,i × fi [Alvarez and Macovski

(1976); Badea et al. (2012)]. Paper III describes the approach in more detail and follows
the method described by Badea et al. (2012). A variant of this approach is being used in
clinical CT, typically referred to as dual-energy CT [Granton et al. (2008)], where either
two different x-ray sources are used or the voltage of the x-ray source is changed for the
second acquisition. However, by using detectors with sufficiently many energy
thresholds, all the information can be extracted in a single scan using a single x-ray source.
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Figure 2.12: (A) x-ray transmission through 50 μm of different elements showing absorption edges at characteristic energies. (B)
Placement of energy windows, i.e. upper and lower thresholds, around the absorption edge of Copper. Simulated
data from Henke et al. (1993)

Alternatively, detectors like the Timepix [Llopart et al. (2007)] can acquire spectral
information directly. Every pixel works, in principle, like a spectrometer. Compared to
regular photon counting detectors, the these detectors not only count photons, but also
the time the pulse generated by the photon stays above a threshold, which can then be
related to an energy. This concept is referred to as Time-over-Threshold (ToT) and was
developed for applications like particle tracking [Jakubek et al. (2008)], but has also found
use in imaging [Navarrete et al. (2019); An et al. (2020); Dudak and Zemlicka (2022)].

2.6 Computed tomography

Computed Tomography (CT) is a method that reconstructs the internal 3-dimensional
structure of an object imaged from different angles. The method was developed in the early
1970s by Hounsfield (1973), based on the mathematical foundation formulated by Radon
(1986) in the 1910s. Image reconstruction is based on the Fourier slice theorem, which
describes that the Fourier transform of a projection Pθ(t) through an object at an angle
θ yields the values of a line at angle θ in Fourier space. Thus, by acquiring projections at
different θ, the object is sampled in Fourier space and can, in principle, be reconstructed by
an inverse Fourier transform [Kak and Slaney (2001)]. In practice, algorithms like Filtered
Back-Projection (FBP) are used, since lower frequencies are sampled much more densely by
this approach and thus need to be suppressed by a filter to obtain an adequate reconstruction
[Tsui and Frey (2006)]. CT is a common diagnostic method in medicine, but also widely
used in biomedical and material research and for industrial inspection [Christoph and
Neumann (2018)].

2.6.1 Geometry and reconstruction

To perform a CT reconstruction, the measurement geometry has to be known precisely.
The exact definitions of the geometry are often dependent on the used software toolkit.
Here we follow the definitions from the ASTRA toolbox developed by van Aarle et al. (2015,

16



2016) as shown in Figure 2.13: the object is assumed to be stationary at origin, while source
and detector rotate around the object with their motions described by vectors S and D in
x, y, z directions. To model tilts of the rotation axis along and perpendicular to the beam
direction, the detector plane is further described by the U and V vectors in x, y, z direction,
describing the position from the centre pixel to a neighbour pixel in vertical and horizontal
directions. It should be noted that the definitions used in the ASTRA toolbox use y as
axis for the x-ray beam, while in x-ray systems, the z axis is commonly used as beam axis.
With this approach all kinds of acquisition geometries, e.g. standard circular CT, helical
CT, offset CT, etc., and imperfections, e.g. tilts of the rotation axis or misalignment of
the detector, can be modelled and included in the CT reconstruction as shown by Samber
et al. (2021).

Figure 2.13: Sketch of the CT geometry used by the ASTRA toolbox. The object is assumed to be stationary while the source and
detector rotate around it. Motion of source and detector is described using vectors for their positions Sx,y,z and
Dx,y,z respectively. To account for tilts of the rotation axis perpendicular to beam direction, the Ux,y,z vectors
are used describing the position of the centre detector pixel to its neighbour in xy plane. Tilt along the beam axis
is represented by the Vx,y,z vectors describing the distances of the centre detector pixel to the pixel above.

To reconstruct CT scans acquired in cone beam geometry, commonly the
Feldkamp-Davis-Kress (FDK) algorithm [Feldkamp et al. (1984)] is used. FDK provides
an efficient implementation of FBP alongside assumptions to account for the diverging
cone beam. Angular sampling of the object needs to be sufficiently dense to avoid
artefacts in the reconstruction. The required angular sampling, equally spaced over 360
degrees, is estimated by π

2 spix, where spix is the width of the object in pixels on the
detector. It should be noted that FDK is only defined for circular trajectories of source
and detector movement, i.e. in a laboratory scan, the object only rotates. Thus,
reconstructions of more complex acquisition geometries will not be accurate and may
exhibit artefacts or distortions.
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2.6.2 Mechanical stability

Quality and resolution of a CT scan are affected by several factors in addition to the
2D performance of the imaging system, described in Chapter 2.5.2. A major aspect to
consider, particularly for very high-resolution CT, is the thermal and vibration stability of
the system. Thermal drift manifests itself as slow drifts through expansion or contraction
of the equipment as a result of slight changes in temperature. However, these slow drifts
can be corrected fairly easily, e.g. by acquiring alignment images at selected angles before
or after the scan, comparing them to the projections, and then applying the measured shifts
to the projections. Vibrations are much more difficult to correct. They can be caused by
air flow, fans and pumps in equipment nearby, but also things like traffic on a nearby road.
Assuming the image acquisition is sufficiently fast to sample vibrations, there are a few
approaches to correct them, such as joint re-projection [Gürsoy et al. (2017)], distributed
optimisation [Nikitin et al. (2021)], or phase symmetry [Pande et al. (2022)]. Generally,
drifts and vibrations should be avoided in the design of the imaging system as much as
possible. Setup stability and drifts are further discussed in Chapter 3.2. The x-ray source
may also have an influence on the stability and resolution. Particularly nano-focus sources
may experience a positional drift of the x-ray spot and de-focusing over time.

The parameters discussed above have a much more significant impact on very high-
resolution CT system, such as a nano-CT targeting resolutions ≤ 1 μm. A micro-CT
system with resolutions down to a few μm will be much less susceptible to drifts and
vibrations. However, in both kinds of imaging systems, correct alignment of the CT
geometry, i.e. position and tilts of the rotation axis and detector position, has a significant
impact on the quality of the reconstruction. Ideally, the rotation axis and detector are
aligned in the setup as precisely as possible. Calibration phantoms, typically consisting of
a pattern of metal spheres, are a common way to extract tilts and positional offsets from
a few projections as described by Yang et al. (2006); Bircher et al. (2019); Graetz (2021).
With increasing resolution, this becomes increasingly difficult and may require correction
in the reconstruction geometry.

2.6.3 Data processing and analysis

Pre-processing, i.e. processing of projections before reconstruction, includes a large number
of possible steps. A typical pre-processing step is flat-field correction of the acquired raw
images, i.e. division of the raw images with a flat-field image. When using scintillator-
based detectors, the dark-field image, containing thermal and readout noise, is subtracted
from the raw images and flat-field images first. Further steps include e.g. cropping, outlier
removal, ring filtering, and phase-retrieval, and drift correction. Outliers are pixels that are
over- or under-responsive, which have to be identified and then replaced with an average
of their surrounding pixels. Pixels that are brighter or darker in most or all projections
and could not be removed as an outlier will manifest as rings in the reconstructed slices,
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or as stripes in the sinograms. Ring filters operate by finding and removing stripes from
the sinograms using a variety of methods [Vo et al. (2018, 2021); Münch et al. (2009)].
If necessary phase-retrieval can be applied, as described in Chapter 2.5.1. Following, drift
correction can be applied using. To find the centre-of-rotation, two projections 180 degrees
apart can be compared and shifted to minimise the difference between them. However, this
approach does often not work reliably for cone beam CT or low contrast objects. Thus,
it is preferable to perform reconstructions of a set of single slices with varying shifts and
evaluating the images visually or scoring the images based on sharpness. There are a variety
of tool kits providing pre-processing algorithms and interfaces to reconstruction toolboxes
[Micieli et al. (2019); Hendriksen et al. (2021); Jørgensen et al. (2021); Vo et al. (2021)].

Post-processing and analysis of reconstructed volumes is highly dependent on the data
quality and desired analysis. Processing can range from image filtering and denoising to
binarisation and morphological operations. There are algorithms and toolboxes to extract
certain features from volumes, e.g. many image processing and analysis methods are
implemented in the scikit library for Python [Gouillart et al. (2016)], or in more
specialised toolboxes such as the PoreSpy package for analysis of porous materials
[Gostick et al. (2019)]. The Fiji software developed by Schindelin et al. (2012) also
provides a large variety of plugins for image analysis. Commercial tools are also available,
such as Dragonfly (Object Research Systems Inc., Canada), Avizo/Amira (Thermo Fisher
Scientific Inc., USA), and VG Studio (Volume Graphics GmbH, Germany).
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3 Design and verification of laboratory x-ray CT systems

3.1 Micro-CT

The developed micro-CT system is built for biomedical imaging with resolutions down to
5 μm and main energies of 10 – 30 keV, with the source at 70 kV. All experiments included
in thesis have utilised photon counting detectors. This setup has been used in Papers I – V.

Figure 3.1: Render of the micro-CT system consisting of the x-ray source, detector, object holder, and grating holder.

3.1.1 Equipment

The setup is based on a prototype source from Excillum AB on the basis of a MetalJet D2
[Hemberg et al. (2003)], but with a conventional solid metal target. The target has been
designed during this thesis work and utilises a thin Tungsten layer on a diamond carrier
brazed to a larger copper rod attached to water cooling, for higher power loading capability.
The x-ray source also allows electromagnetic stepping of the electron beam on the target,
which gives a movable x-ray spot.

A variety of photon counting detectors have been used, initially a Pilatus 100K (Dectris
Ltd.) [Henrich et al. (2009)], which was then replaced with an Eiger 2R 500K (Dectris
Ltd.) [Johnson et al. (2014)]. Both detectors utilise a Silicon sensor making them very
efficient for lower x-ray energies. For a brief period, a Lambda 350K (X-Spectrum GmbH)
photon counting detector with a Gallium Arsenide sensor [Pennicard et al. (2012)] was
used, provided as a loan.
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A rail system, as shown in Figure 3.1, is used to manually translate the detector and object
stages along the optical axis of the x-ray source. The object is mounted on a goniometer
head (Huber Diffraktionstechnik GmbH, Germany) placed on a rotation stage and linear
stages (Owis GmbH, Germany). Additional linear stages have been used in Paper II to
include a grating into the setup.

3.1.2 Distances and resolution

The primary detector used was the Eiger 2R 500K, which has 1028 × 512 pixels with a
size of 75 μm resulting in an active area of 77.1 × 38.4 mm2. For the full detector to be
illuminated by x-rays, it needs to be placed 0.55 m from the source. The closest position an
object could be placed at is 0.1 m resulting in a magnification of M = 5.5 and an effective
pixel size of peff = 13.6 μm, which yields a FOV of 14 × 7 mm2. The measurements
presented in Papers III – V utilised longer source-object distances R1, i.e. lower geometric
magnification to fully cover larger objects. To increase the achievable resolution, the source-
detector distance can be increased, which also increases absorption of x-rays in air and
requires to increase the exposure time to achieve the same contrast and noise as at shorter
distances. Thus, it is desirable to keep the system as compact as possible. Experiments with
the Pilatus detector in Papers I and II were conducted with a source-detector distance of
1.53 m, since the grating period had to be aligned with the 172 μm detector pixels. While
Paper I does not use a grating, the same distances have been chosen as in Paper II. This is
further discussed in the corresponding papers and Chapters 4.1.2 – 4.1.3.

3.1.3 System performance

The resolution of the micro-CT system is evaluated using a nanoXspot gauge, shown in
Figure 2.9C. The detector was moved to 0.73 m from the source and the gauge was placed
as close as possible to the source at about 60 mm resulting in peff ≈ 6 μm. The image of
the Siemens star (Figure 3.2) shows that the 8 μm lines can be clearly resolved, while the
6 μm lines can almost be resolved. Evaluating the line patterns (Figure 3.2) and plotting
line profiles through the 12, 10, and 8 μm features show that the three features can be
resolved. The profile plot through the 8 μm feature indicates that the limiting factor may
be peff. Assuming a Gaussian-shaped x-ray spot, about half the FWHM of the spot is the
best achievable resolution, i.e. 5 μm when considering a 10 μm x-ray spot, which appears
reasonable considering the resolved 6 μm, and partially resolved 4 μm, lines in the Siemens
star.
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Figure 3.2: Achievable resolution of the micro-CT system measured using a Siemens star and line patterns on a nanoXspot
gauge. The source was calibrated to a spot size of 10 μm at 70 kV. The Eiger detector was used and placed 0.73 m
from the source, the gauge was placed about 60 mm from the source. In the Siemens star, the smallest visible
pattern is 6 μm and in the line patterns, features down to about 8 μm can be clearly separated.

3.2 Nano-CT

A significant part of this thesis is the development of a nano-CT system targeting much
higher resolution and smaller objects than the micro-CT, described in Chapter 3.1.
Designing a high-resolution CT system comes with a variety of additional challenges
regarding the stability and precision of the system. Paper VI describes the implementation
of the system in detail.

3.2.1 Design considerations

This setup relies on high geometric magnification to achieve high resolution on a detector
with comparably large pixels. Thus, being able to place objects within a few millimetres
or less than a millimetre from the source is crucial to achieve reasonable source-detector
distances as shown in Figure 3.3A. Figure 3.3B-C show the achievable peff for different
source-object distances considering an Eiger detector and the scintillator-based GSense
16M (Photonic Science Ltd.). While the scintillator detector allows for a more compact
system due to its smaller pixels, it should be noted that the efficiency of the Eiger detector
is significantly higher and the noise is lower, as discussed in Chapter 2.4.

Stability of the system becomes a significant concern. The system is built in a low
vibration environment placed on an optical table with air cushioned feet. Air flow is
limited by a cabinet placed around the system. There is no active temperature control of
the enclosure in the current system besides the ventilation of the room. Thermal expansion,
mainly of aluminium used in most of the equipment, by a temperature change of a fraction
of a degree can cause drifts on the micrometer scale, which can have a significant impact
on the resolution of the system. Drifts are corrected using alignment images acquired with
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10 degree spacing before and after the scan, which are cross-correlated with the projections
resulting in corrections in x, y directions for the projections, as shown in Figure 3.4.

Figure 3.3: (A) Render of the nano-CT system consisting of the x-ray source, detector holder motorised in x,y,z directions, and
object holder consisting of a hexapod with 6 axes, an air bearing rotation stage and a dual-axis piezo stage for fine
alignment. The orange square shows a zoom in to the sample mount close to the source. Achievable effective pixel
sizes for different source-object and source-detector distances using (B) a detector with 9 μm pixel size and (C) a
detector with 75 μm pixel size.

3.2.2 Equipment

The nano-CT system is based on the NanoTube N2 60 kV (Excillum AB, Sweden), a
transmission tube using a thin Tungsten layer on a diamond window allowing to place the
object less than 1 mm from the source. The tube can achieve focal spots from 300 – 1200 nm
resulting in a maximum achievable resolution of 150 nm (lines and spaces measured on a 2D
resolution chart). The source produces a Tungsten emission spectrum with bremsstrahlung
up to the selected acceleration voltage, similar to the spectrum shown in Figure 2.4. Hence,
the main energy in the spectrum is around 10 keV.
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Two detectors are considered: the photon counting Eiger 2R 500K, introduced in
Chapter 3.1, and the GSense 16M (Photonic Science Ltd., UK) using a thin Gadox
scintillator. The GSense detector has significantly smaller pixels at 9 μm and a large 4096
× 4096 pixel sensor. Both detectors have their maximum detection efficiency at around
10 keV. However, the Eiger detector has a significantly higher efficiency. Additionally, it
produces less noise making it the preferred choice for very low density objects, e.g.
paraffin embedded tissue biopsies, despite the longer source-detector distance required to
achieve high resolution.

To mount objects as close to the source as possible, a variety of stages are used. The
base is a H-811 hexapod (Physik Instrumente GmbH, Germany) providing translation in
x,y,z direction as well as allowing to tilt the rotation axis perpendicular and along the beam,
denoted as u and v axes respectively. On top of the hexapod, a RT100S air bearing rotation
stage (LAB Motion Systems, Belgium) is placed, denoted as ry axis. Air bearing stages
allow for higher positional stability, position repeatability, and precision. Fine alignment
of the object is realised using a PILine U-723 high precision dual-axis piezo stage (Physik
Instrumente GmbH, Germany) placed on top of the rotation axis, providing two extra axes
perpendicular and along beam direction, named fx and fz respectively. Using these extra
axes, the object or a specific feature of the object can be centred on the detector.

The detector is motorised in x,y,z directions, referred to as dx, dy, dz, to allow fine tuning
of peff by quickly changing the source-detector distance. Further, this also allows to quickly
align the detector to the optical axis of the system. This is realised using three linear stages
(Owis GmbH, Germany), where the dz stage has a range of 0.6 m to allow for a large range
of source-detector distances.

3.2.3 System performance

The temperature of the whole room is kept reasonably constant by a ventilation system at
around 21.5 ◦C ± 0.12 ◦C measured over 160 h with sampling in a 5 s interval, as shown
in Figure 3.4. Accessing the setup for longer times may cause temperature changes and
require a longer time for the room to return to equilibrium. No significant temperature
variations or fast changes could be observed, i.e. it is expected that any experienced thermal
drift will be minor and gradual. Measuring the drift experienced by an object over 10 h
during a CT scan (Figure 3.4) shows a few μm of drift in x,y directions. Drifts are measured
by a cross-correlation of the projections with alignment images acquired before and after
the scan in angular steps of 10◦. The measured drifts include thermal drift as well as all
other effects the system experiences, e.g. aberrations of the stages, drift of the x-ray spot,
etc. However, the drift correction method using alignment images, detailed in Chapter 2.6
and Paper VI, appears to be sufficient to correct the drifts experienced by the system.
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Figure 3.4: Environmental temperature in the experimental hutch over 160 h with a mean temperature of 21.5 ◦C and a
standard deviation of ± 0.12 ◦C and measured drift of projection images during a 10 h CT scan using the Eiger
detector with peff = 626 nm.

The achievable resolution in 2D imaging has been quantified using a JIMA RT RC-02
and a XRnanotech chart consisting of line patterns in different sizes. On the JIMA chart,
the smallest line patterns (0.5 μm and 0.4 μm, shown in Figure 3.5A) could be easily
resolved on both detectors as shown by the line plots in Figure 3.5B. It could also be
observed that the Eiger detector achieves a higher visibility of approximately 8 % as
compared to 3 % with the GSense detector, considering the 0.5 μm feature using
Equation 2.5, while requiring a shorter exposure time despite the longer required distance
from source. To image the XRnanotech chart (Figure 3.5C,E), the detectors were placed
so that peff of approximately 50 nm or 150 nm was achieved for the GSense and Eiger
detectors respectively, corresponding to the maximum achievable distance of the system at
the moment. To achieve higher resolution, the detector z stage can be moved further
away from the source. Both detectors managed to resolve the 200 nm features in both
directions, as shown in Figure 3.5D for the GSense detector and in Figure 3.5F for the
Eiger detector. Again, the Eiger detector (Figure 3.5E-F) achieves a higher visibility.

To measure the resolution in CT applications using actual biomedical samples, FRC
is used, as discussed in Chapter 2.5.2, utilising a 0.5 mm biopsy punch from a paraffin
embedded cow lung. The lung sample is taken from the project described in Paper V and
is detailed in Chapter 4.3. Using the Eiger detector, a peff of 683 nm was achieved by
placing the object 3.54 mm from the source and the detector at 388.1 mm from the source.
The source was calibrated to a spot size of 600 nm at 60 kV acceleration voltage and 3200
projections with an exposure time of 20 s were acquired. Using the GSense detector, a peff
of 321 nm was achieved with the object at 4.25 mm from the source and the detector at
238.15 mm from the source. The source was calibrated to a spot size of 400 nm at 60 kV
acceleration voltage and 2800 projections were acquired with an exposure time of 16 s. The
scan times could have been reduced by moving the object closer to the source, which was
not possible due to the mounting of the object.
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Figure 3.5: Achievable resolution of the nano-CT system evaluated with (A) JIMA RT RC-02 chart for both available detectors.
(B) Line profiles from the 500 nm and 400 nm features for both detectors. (C) XRnanotech chart imaged with
the GSense detector. (D) Horizontal and vertical line profiles from (C). (E) XRnanotech chart imaged with the Eiger
detector. (F) Horizontal and vertical line profiles from (E).

Evaluating the resolution of scans with the Eiger detector using FRC on reconstructed
slices, as shown in Figure 3.6A-B, demonstrated a resolution limit of 840 nm
corresponding to 1.24 × peff when using a reconstruction with absorption contrast
(Figure 3.6C). By applying phase-retrieval, additional blur is expected, which can be
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partly removed by unsharp masking, as discussed in Chapter 2.5.1. Hence, performing a
reconstruction with phase-retrieval and unsharp masking yielded a resolution limit of
880 nm (Figure 3.6C) corresponding to 1.29 × peff, i.e. almost the same as without phase
retrieval, while providing significantly better contrast (Figure 3.6B). Performing the same
evaluation using the scan acquired with the GSense detector shows that the resolution
limit is 870 nm (Figure 3.6F) corresponding to 2.71 × peff, which matches the expected
PSF of the detector of approximately 3 ×peff.

It can also be observed that performing phase-retrieval introduces a cupping artefact,
i.e. the centre of the object appears darker as seen in Figure 3.6E. Phase-retrieval was
set to achieve a comparable contrast increase in both scans. However, the difference may
be caused by the different energy response of the detectors. Calculating the SNR and
CNR using Equations 2.6 and 2.7 respectively yields a comparable SNR for detectors of
approximately 49 dB, which is unexpected since the scan with the Eiger detector (Figure
3.6A-B) looks significantly less noisy than the scan with the GSense detector (Figure 3.6D-
E). However, the scans from the Eiger detector have a higher CNR of 3.65 (dye filled
vessels) or 1.73 (tissue) than the scans with the GSense detector with 0.62 (dye filled vessels)
or 0.72 (tissue). Further, performing phase retrieval increased the CNR of the Eiger scans
by a factor of about 3.5 compared to a factor 2 increase for the GSense detector. SNR and
CNR of the different detectors is discussed in more detail in Paper VI.

Figure 3.6: Achievable resolution of the nano-CT evaluated with Fourier Ring Correlation using a 0.5 mm biopsy punch from
a cow lung. (A) Reconstructed slice using absorption contrast, scanned with the Eiger detector at 0.683 μm voxel
size. (B) Reconstructed slice with phase contrast. (C) Fourier Ring Correlation of the Eiger scans with absorption
contrast and phase contrast. (D) Reconstructed slice using absorption contrast, scanned with the GSense detector
at 0.321 μm voxel size. (E) Reconstructed slice with phase contrast. (F) Fourier Ring Correlation of the absorption
contrast scan.
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4 Imaging applications

4.1 Super-resolution x-ray imaging

4.1.1 The super-resolution method

There are a variety of methods to achieve super-resolution, as already described in Chapter
2.5.3. While most approaches incorporate corrections for the detector PSF, estimation of
a super-resolution image can be simplified when using a photon counting detector with a
box-like PSF as discussed in Chapter 2.4. Thus, the estimation of super-resolution images,
as used in Papers I – III, has been simplified to:

(i) precise registration of shifts between images

(ii) interpolation on shifted high-resolution grids

(iii) estimation of a super-resolution image by averaging of high-resolution images

Image registration has been performed with cross-correlation as described by
Guizar-Sicairos et al. (2008). The precision of the used method can potentially have a
significant impact on the quality of the result, thus the result of this step needs to be
carefully evaluated. For the interpolation step, mainly spline interpolation has been used.
However, a variety of available standard interpolation methods have been evaluated in
Paper I. The theoretical number of shifted images nimg required to achieve a certain
increase in resolution R has been described by Sroubek and Flusser (2005) to be
R =

√
nimg, i.e. to increase the resolution by a factor of 4, at least 16 shifted images are

required.
Papers I – III have shown that this approach works well in the micro-CT setup,

described in Chapter 3.1, where the x-ray spot is small, the detector pixels are large, and
the magnification is limited. In this case, a single pixel PSF can be assumed. However,
Paper III has shown that, at higher magnifications, penumbral blurring has to be
considered.

4.1.2 Optimisation of acquisition parameters

While super-resolution is well understood and characterised in conventional imaging and
photography, it is still a somewhat uncommon technique in x-ray imaging. While the
basic concepts are identical, introducing a photon counting detector is a significant
difference. Thus, an experimental evaluation of different acquisition and processing
parameters was performed in Paper I to better understand their influence on the
estimated super-resolution image, to find parameters for future experiments, and to find
metrics to evaluate the resulting images.
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Figure 4.1: Sketch of the setup used for super-resolution experiments with a Pilatus detector placed 1.53 m from the source
to match the geometry used in Paper II. For MTF measurements, a knife edge (as shown above) was used. The
remaining measurements utilised a dried rose bud.

Experiments were performed in the micro-CT setup described in Chapter 3.1 using a
Pilatus 100K detector, with the geometry shown in Figure 4.1. The same geometry as in
Paper II was used, which had the detector placed at 1.53 m from the source and the sample
at 0.75 m from the source resulting in a magnification of 2.04 and thus peff = 84.3 μm.
Parameters that were evaluated are:

(i) interpolation method

(ii) interpolation factor

(iii) number of low-resolution images

(iv) shift distance between low-resolution images

As default parameters, a regular 4×4 grid of images with a total shift of 3 pixels in x, y
direction and 4× interpolation are used. Where a 4× resolution increase from 16 images is
a compromise of measurement time and resolution gain. A total shift of 3 pixels has been
used since it was found to work well in Paper II. Translation of the sample image on the
detector is achieved through electromagnetic source stepping. The electron beam hitting
the target inside the source is moved using the advanced electron optics of the source, as
described in Chapter 2.3. Using this approach, no mechanical motion of the sample is
required. A similar approach had been demonstrated by Harmon et al. (2015) by adding
an external coil to an x-ray source.

To evaluate the effect of the different parameters on estimated super-resolution
images, a MTF is calculated using the slanted edge method from a knife blade (as shown
in Figure 4.1), SNR, CNR, and radial power spectra are calculated from images of dried
flower buds. The evaluations have shown that the radial power spectra do not show any
significant differences when varying the parameters, while SNR and CNR mostly show
small variations. The experiments have shown that the MTF and CNR are the most
meaningful measures to evaluate the experiments and are shown in Figure 4.2.
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Figure 4.2: Main measurements of super-resolution parameters. (A) MTF measured using different interpolation methods with
4×4 images and 4× upscaling. (B) MTF measured using different shifts between 4×4 low resolution images for
4× upscaling using spline interpolation. (C) MTF measured using a varying amount of low-resolution images for
4× upscaling using spline interpolation. (D) MTF measured using different upscaling factors for 4×4 images and
spline interpolation. (E) CNR measured corresponding to (B). (F) CNR measured corresponding to (C).

From the interpolation methods evaluated, spline has performed best visually and in
terms of MTF and CNR, which has also been used in Paper II. The interpolation
methods show only a very minor effect on the MTF (Figure 4.2A) with a minimally better
performance of spline interpolation. Evaluating the shifts between the low-resolution
images (Figure 4.2B), the MTF shows no significant difference, while the CNR (Figure
4.2E) shows a contrast improvement with increasing shifts. However, when evaluating
the resolution in Paper III, a 1 pixel total shift has been shown to be preferable. Varying
the amount of low-resolution images (Figure 4.2C), the MTF shows a very similar
performance, almost independent of the number of images. When also considering the
CNR (Figure 4.2F), it can be seen that the contrast improves with increasing number of
low-resolution images. This may, however, only be an effect from the increased total
exposure time when increasing the number of images. When varying the interpolation
factor (Figure 4.2D), using 4×4 images, the MTF improves with increasing interpolation.
This indicates that the resolution limit in the given geometry is defined by the size of the
x-ray spot and not the pixel size. Thus, in this case, the potential maximum resolution
increase of √nimg, as discussed above, does not appear to necessarily be the limit.

Considering the geometry, with a magnification of 2.04 and a peff of 84.3 μm, and
the small x-ray spot size (10 μm), the limitations regarding the resolution are mainly due
to the pixel size of the detector. While penumbral blurring is insignificant at the used
geometry and the detector PSF can be assumed to be close to a single pixel, a resolution
increase of down to, in principal, 5 μm should be achievable, which would correspond to
a 17× increase. The practicality of which is questionable, since the number of extra images
required would be significant.
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4.1.3 Super-resolution in single-grating imaging

To gain access to the dark-field and differential phase contrast signals, gratings are used as
described in Chapter 2.5.1 and discussed in detail in Paper II. Most grating approaches
require precise alignment of, typically, multiple gratings and multiple acquisitions at
different grating positions to sample the full FOV due to parts of the detector being
covered by the gratings. The single-shot approach developed by Wen et al. (2008, 2010)
simplifies the setup by using a single absorption grating with a period, which is resolved
on the detector and aligned to the detector pixels. Thus, the three modalities: absorption,
dark-field, and differential phase can be obtained by extracting spatial harmonics from the
Fourier transform of a single acquisition. Further, this approach works with larger grating
periods, which are much simpler to manufacture. The disadvantage of this approach is the
reduction in resolution defined by the number of pixels on the detector the grating period
is aligned to and lower sensitivity. Particularly the phase contrast was quite poor with the
available 36 μm period grating.

Figure 4.3: Grating setup and concept of the single-shot method. (A) Sketch of the used setup with a 2D checkerboard grating
with 36 μm period placed 90 mm from the source aligned to a Pilatus detector placed 1.53 m from the source.
(B) 2D projection of 3 plastic spheres with the grating pattern visible. (C) Fourier transform of (B) showing 0th and
1st order spatial harmonics. (D) Absorption image extracted from the 0th order harmonic (orange). (E) Dark-field
images extracted from the 1st order harmonics (blue and green). (F) Differential phase extracted from the 1st order
harmonics (blue and green).

By using the Pilatus photon counting detector and a 2D absorption grating with a
checkerboard pattern, the grating period could be aligned to 4×4 pixels on the detector
while still being resolvable. Hence, extracting the image modalities reduces the resolution
by a factor of 4, which was then compensated through using super-resolution. The used
grating had a period of 36 μm and could be placed about 90 mm from the x-ray source.
Given the 172 μm pixel size of the detector, a distance of 1.44 m between the grating and the
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detector was necessary to magnify the 36 μm grating period onto 4×4 pixels on the detector.
Instead of a single image, 4×4 shifted images were acquired, the three modalities were
extracted for each position, and a super-resolution image was estimated for each modality
as described in Chapter 4.1.2.

Figure 4.4: Demonstration of super-resolution using the single-shot method applied to a test sample consisting of three plastic
spheres. Three modalities extracted from a single image: (A) Absorption, (B) Dark-field in two perpendicular
directions, and (C) Differential phase in two perpendicular directions. Applying super-resolution using 4×4
acquisitions: (D) Absorption, (E) Dark-field, and (F) Differential phase. Images adapted from Paper II.

Figure 4.5: Super-resolution dark-field imaging of a beetle. (A) Absorption and dark-fields from a single image. (B) Super-
resolution absorption and dark-fields from 4×4 images. (C) Zoom in on the head of the beetle, marked in orange
in (A) and (B), of a single image and super-resolution dark-field. Images adapted from Paper II.

The method was applied to a test sample, consisting of plastic spheres shown in Figure
4.4, and a beetle as a biomedical sample shown in Figure 4.5. Comparing the extracted
absorption and dark-field images from a single exposure with 4× spline interpolation and
4× super-resolution shows that the resolution and contrast are significantly improved when
using super-resolution. Only applying interpolation to a single acquisition using the same
total exposure time as for 16 shifted acquisitions, it could be observed that super-resolution
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performs significantly better. The differential phase contrast was observed to be very poor
in all cases, which is due to the large grating period and distance between the object and the
grating. When acquiring multiple images, the required grating alignment can be further
relaxed by using UMPA [Zdora et al. (2017)] to extract the image modalities.

4.1.4 Super-resolution x-ray tomography

To evaluate super-resolution in tomography, two approaches are compared: (i) creating
super-resolution projections before performing a reconstruction and (ii) reconstruction
onto a finer grid with the ASTRA toolbox. The advantage of handling the resolution
increase via ASTRA is that only a single projection per angle is required instead of acquiring
a grid of shifted images for every projection. Further, two geometries are compared as
shown in Figure 4.6, where the source-detector distance is kept at 0.55 m: (i) a lower
magnification geometry that limits the limits the projected spot size on the detector to about
1/2 pixels with R1 = 0.346 m and M = 1.59 and (ii) a higher magnification geometry with
the source-object distance R1 = 0.15 m and thus a magnification of M = 3.67. Contrary
to the previous experiments described in Chapters 4.1.2 – 4.1.3 and covered in Papers I and
II, the Eiger 2R 500K detector was used, which has 75 μm pixels and a sensor size of 1028
× 512. The detector is described in more detail in Chapter 3.1. Additional measurements
were performed with a Lambda 350K detector, which has 55 μm pixels and is also described
in more detail in Chapter 3.1.

Figure 4.6: Sketch of the two different geometries used for super-resolution CT. (A) Low-magnification geometry with lower
resolution, but limited penumbral blurring. (B) High-magnification geometry with higher magnification, but more
penumbral blurring.

Scans were performed using a 4×4 grid of images per projection with total shifts in
the range of 1 – 3 pixels and 4× upscaling. At lower magnification, an additional scan
was performed using a 6×6 grid and 6× upscaling. Regular and upscaled reconstructions
were performed utilising the first image from the acquisition grid. The x-ray source was
calibrated to a 10 μm spot at 70 kV. At high magnification, peff is 20.45 μm, which is then
reduced using super-resolution to psuper = 5.11 μm. At low magnification, the peff of 47.18
μm is reduced to a psuper of 11.8 μm and 7.86 μm for 4× and 6× upscaling respectively.
For the additional scans performed with the Lambda detector, R1 was increased to 0.37 m
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to limit penumbral blurring to the same 1/2 pixels as for the Eiger detector. This resulted
in peff = 37.5 μm and psuper = 9.37 μm with 4× upscaling.

To estimate the resolution, two approaches were used: (i) first a more conventional
approach calculating the ESF from a sharp edge in a reconstructed slice and (ii) the
resolution limit of a slice was calculated using FRC. To extract the resolution from an
ESF, a step function is fitted to a sharp edge and the characteristic width σ is extracted
from which the Full Width at Half Maximum (FWHM) = 2.35σ is calculated. However,
this approach relies on the quality of one specific feature in a specific location of a
reconstructed slice. Hence, FRC is used to obtain the resolution limit considering the
overall slice. For this approach, the projections were split and two identical
reconstructions were performed. Then, two identical projections were aligned using an
Affine transform, correlated using FRC, and compared to the 1-bit threshold criterion.

Figure 4.7: Visual evaluation of reconstructed sliced from standard CT, upscaled CT, and super-resolution CT using a dried rose
bud in high-magnification geometry. (A) Orthogonal slice through the centre of the rosebud. The red line indicates
the inspected slice. (B) Standard CT. (C) Upscaled CT. (D) Super-resolution CT. (E) Zoom in on the area marked in
blue in (B). (F) Zoom in corresponding to (C). (G) Zoom in corresponding to (D).

Evaluating the different reconstructions visually, as shown for a dried rose bud scanned
at high magnification in Figure 4.7, shows a clear improvement of the resolution of small
features (Figure 4.7F,G). Upscaling during the reconstruction (Figure 4.7C,F) shows a
significant improvement over a regular reconstruction (Figure 4.7B,E) utilising the same
data. Comparing to super-resolution (Figure 4.7D,G), which uses significantly more data,
shows an even more significant improvement. The edges of features appear sharper and
features in general exhibit better contrast and lower noise, which is expected due to the
longer total exposure time.

Comparing the different reconstructions showed that both, upscaling and
super-resolution, can significantly improve the resolution compared to a standard
reconstruction (Figure 4.8). Super-resolution shows the best performance at the cost of a
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Figure 4.8: Standard CT, upscaled CT, and super-resolution CT evaluated with FRC using a dried rose bud. (A) Sample placed
at high magnification with 20.54 μm voxel size and 4× upscaling or super-resolution reducing the voxel size to
5.11 μm. (B) sample placed at low magnification with 47.18 μm voxel size and 6× upscaling or super-resolution
reducing the voxel size to 7.86 μm. (C) Sampled placed at low magnification, imaged with the Lambda detector,
with a voxel size of 37.5 μm and 4× upscaling or super-resolution reducing the voxel size to 9.375 μm.

significantly longer total measurement time. Evaluating the FRC curves from the scans at
low magnification confirmed that the limiting factor is peff (Figure 4.8B-C), while the
limiting factor at high magnification, considering the standard CT reconstruction, can
most likely be attributed to penumbral blurring (Figure 4.8A). However, the effect of
penumbral blurring could not be observed when using the ESF to evaluate the resolution
in high magnification geometry. Instead, the resolution was found to be limited by peff,
which was not expected considering the expected effect of penumbral blurring, as
indicated in Figure 4.6B.

While the evaluations of 2D super-resolution in Papers I and II described in Chapters
4.1.2 and 4.1.3 have shown that larger shifts between the low-resolution images are
beneficial for the CNR of the estimated super-resolution image, the experiments
performed for Paper III showed a potential advantage of limiting the total shift of the
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low-resolution images to a single pixel. Scans performed at both geometries (Figure
4.8A-B) using shifts of more than 1 pixel in total, exhibit an oscillation of the FRC at
higher frequencies. This could be avoided by limiting the total shift of the images to a
single pixel (Figure 4.8C). This effect may be connected to slight differences in the
response of individual pixels.

Simply performing a spline interpolation of the projections before reconstruction has
also shown an increase in resolution (see Paper III). However, the increase is less
significant than performing the upscaling as part of the reconstruction. Interpolating
reconstructed slices showed no improvement of the resolution. Generally,
super-resolution and upscaling during the reconstruction have both shown significant
resolution improvements. Particularly the upscaling approach has shown promise due to
its simplicity and the fact that it does not require additional data nor shifts. While
super-resolution performs better, a key fragility is the precision of low-resolution image
alignment. Small imperfections or sample drifts during the scan can have potentially
significant effects on the resulting reconstruction.
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4.2 Material decomposition in low-energy micro-CT using an
energy-discriminating detector

Obtaining material information to identify or separate different elements through image
acquisition with different spectra has been used in clinical imaging for many years [Alvarez
and Macovski (1976); Lehmann et al. (1981); Kappadath and Shaw (2004)]. While these
methods utilise multiple acquisitions with different spectra, e.g. from a second x-ray source,
changing the acceleration voltage of the x-ray source, or applying a filter to the x-ray beam,
photon counting detectors with multiple energy-discriminating thresholds can achieve this
without changing the x-ray source as demonstrated by Shikhaliev and Fritz (2011); Bateman
et al. (2018); Riederer et al. (2019); Marfo et al. (2021). Images containing only photons in
a specific energy range are created by subtracting the image obtained at a higher threshold
from the image acquired at a lower threshold, as described in Chapter 2.5.4, and are referred
to as energy windows. The energy dependence of the linear attenuation coefficient µ is
exploited, specifically to identify elements with absorption edges [Alvarez and Macovski
(1976); Roessl and Proksa (2007); Wang et al. (2009)], as shown in Figure 2.12, allowing
to identify specific elements and to decompose the volume into material fractions of a set
of different materials.

By acquiring CT scans with energy windows directly below and above an absorption
edge of a specific material, the reconstructed slices can be decomposed into three materials,
as discussed in Chapter 2.5.4. Generally, one more material than energy windows can be
decomposed, i.e. the number of decomposed materials depends on the number of energy
bins. The decomposition follows the method outlined by Badea et al. (2012) and is detailed
in Paper IV. Basically, the attenuation coefficient in each voxel is expressed as a combination
of material specific attenuation coefficients and their fraction. Hence, the decomposition
can be performed via a matrix multiplication. Results are improved visually by enforcing a
non-negativity constraint as also described by Badea et al. (2012).

Figure 4.9: Setup and parameter overview. (A) Sketch of the used setup with a paraffin embedded atherosclerotic plaque
placed 13.6 μm from the source. (B) Projection image showing several larger dense calcifications (black) and tissue
embedded in paraffin. (C) Selected energy windows for the shown plaque samples with the x-ray transmission of
the elements of interest. Transmission data simulated for 20 μm of Calcium and Iron using data from Henke et al.
(1993).
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Figure 4.10: Material decomposition of two reconstructed slices from a human atherosclerotic plaque using two energy windows
to decompose the scan into Calcium, Iron, and paraffin/tissue/air. (A) Reconstructed slice showing two large
calcifications. (B) Decomposition of the marked area in (A). (C) Reconstructed slice showing a smaller calcification.
(D) Zoom in on the calcification in (C). (E) Decomposition of the zoomed in area in (D). Images adapted from Paper
IV.

The used Eiger detector allows to set thresholds in the range 4 – 11 keV, which gives
access to many elements with an atomic number Z ≤ 36 that occur naturally in biological
tissue: Cr, Mn, Fe, Co, Ni, Cu, and Zn. To be able to detect any variations from the
absorption edges, the object has to be sufficiently small and low absorbing with the energy
ranges as narrow as possible. In this study, the absorption edge of Fe at 7.112 keV has been
used as shown in Figure 4.9C, e.g. contained in blood.

In this study, paraffin embedded human atherosclerotic plaques were used. These
plaques are a build up of calcium as part of an inflammatory process involving the arterial
wall of blood vessels and may cause blood clots leading to a stroke [Feigin et al. (2017);
Libby et al. (2019)]. In a previous study, the micro-structure of several plaques had been
mapped and compared to histology [Truong et al. (2022)]. One of the disadvantages of
the x-ray CT scans was that the information in the images was solely based on attenuation
and phase contrast. Hence, structures that appear similar in the x-ray slices may be
comprised of different elements, which would potentially make a significant difference in
the medical evaluation. Material decomposition offers additional information where
certain elements can be identified and localised in x-ray CT without having to perform
staining and histology. A detailed study on the elemental composition has been
performed using synchrotron-based x-ray fluorescence by De La Rosa et al. (Manuscript
in preparation).

Experiments summarised here and detailed in Paper IV were carried out using the micro-
CT system described in Chapter 3.1 with a 10 μm x-ray spot at 70 kV acceleration voltage,
shown in Figure 4.9A. The object was placed at R1 = 0.1 m with the detector R2 = 0.45 m
away resulting a magnification of M = 5.5 and thus a peff of 13.6 μm. A 2D projection is
shown in Figure 4.9B showing large calcifications in the embedded tissue. Since the used
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detector has only two energy thresholds, i.e. one energy window can be acquired at a time,
two acquisitions per projection are required using the energy windows shown in Figure
4.9C. The size of the energy windows is set to at least 1.5 keV corresponding to the energy
resolution of the detector. Due to the limited energy range and absorption of lower energies
in air, only few photons are detected in the energy windows resulting in long exposure times
of up to 200 s per projection.

Following the verification of the method using a phantom consisting of aluminum foil
and copper wires, two paraffin embedded human atherosclerotic plaques were scanned and
decomposed using the K edge of Iron. Energy windows were set to 4 – 7 keV or 5.5 – 7 keV
for the lower energy window and 7.5 – 9 keV for the upper energy window. Decomposition
into Iron, Calcium, and paraffin was performed and shows the distributions of Calcium
and Iron in the larger calcifications as shown in Figure 4.10. The remainder of the tissue,
air, and paraffin wax are labelled as paraffin. Improvements to the detector settings were
found after publication of Paper IV, which can alleviate the strong ring artefacts present in
the reconstructions (Figure 4.10A,C).

The performed experiments have shown that it is feasible to utilise K edges of naturally
occurring materials to decompose a CT scan into several materials. Working with lower
energies < 12 keV has also presented challenges regarding the data quality: beam hardening
can have a significant impact on the data and the narrow energy windows require long
exposure times to detect sufficiently many photons. With improvements to the detector,
the ring artefacts can potentially be reduced or avoided in future experiments.
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4.3 Vessel imaging in lung tissue using radiopaque dyes

Contrast agents are commonly used in medical imaging to increase the contrast of certain
anatomical features by introducing highly absorbing agent, typically based on Iodine or
Gadolinium. In biomedical research, where high resolution and satisfactory soft tissue
contrast is required, conventional contrast agents typically are too absorbing resulting in
artefacts or loss of contrast around the anatomical features affected by the contrast agent.
This can be described as glowing, obfuscating the areas surrounding the contrast agent.
Hence, contrast agents with sufficiently similar attenuation to soft tissue are required. A
variety of alternative contrast agents have been developed for different types of micro- or
nano-CT and phase contrast imaging, such as using CO2 injected into vessels [Lundström
et al. (2012a,b)] or agents made for specific acquisition and contrast schemes [Lakin et al.
(2016); Schaeper et al. (2022); Kuo et al. (2022); Reichmann et al. (2022)].

Figure 4.11: (A) Setup sketch with a piece of lung tissue embedded in a 20×20×20 mm3 paraffin block on a plastic carrier. (B)
Maximum intensity projection of a reconstructed volume showing all the dye-filled vessels in the tissue as white.

In Paper V, we investigated tissue marking dyes to identify blood vessels in phase
contrast micro-CT of paraffin embedded lung tissue. This project is connected to the
study of Pumonary Arterial Hypertension (PAH), a lethal condition leading to
remodelling and obstruction of pulmonary arteries carrying deoxygenated blood from the
right side of the heart to the lungs. This condition leads to high blood pressure in the
affected vessels and progressive right heart failure [Humbert et al. (2019); Galambos et al.
(2016)]. Thus, to study PAH, the affected vessels have to be identified and studied in 3D,
which is an ongoing research project in the group of Karin Tran-Lundmark (Vessel Wall
Biology, Lund University) using synchrotron radiation phase contrast micro-CT [Norvik
et al. (2020); Westöö et al. (2021); van der Have et al. (2022)]. In this project, different
dye solutions have been evaluated with the aim to achieve sufficient contrast difference
between the dye and the tissue, while not causing any artefacts. Additionally, we
evaluated if the dyes can be distinguished from each other, to be able to identify different
vessels in reconstructed volumes. Since scans, at the synchrotron and in the laboratory,
are performed only on parts of the full tissue, filling them with dye before slicing and
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Figure 4.12: Micro-CT of cow lungs. (A) Reconstructed slice with bronchial arteries filled with green dye marked red, pulmonary
veins filled with yellow dye marked orange, pulmonary arteries without dye marked green, and an airway marked
blue. (B) Histological section with corresponding area from a micro-CT slice. (C) 3D render of the different vessels
and airways. (D) Reconstructed slices of samples injected with the remaining different dye solutions. Images
adapted from Paper V.

embedding the tissue into paraffin, allows to easily identify specific vessels. The
experiments were performed using bovine lungs since cows have been shown to be
particularly susceptible to pulmonary hypertension when housed at high altitudes
[Stenmark et al. (1987); Krafsur et al. (2019)] and hence show promise as models to study
PAH. For this project, a lung from a healthy cow was used to also function as a control
for subsequent studies. Pulmonary veins were filled with yellow dye (orange arrows) and
either pulmonary arteries (green arrows) or bronchial arteries (red arrows) were filled with
green dye.

The experiments were performed using the micro-CT system described in Chapter 3.1
with the Eiger detector placed 0.55 m from the source. To cover the full width of the
paraffin embedded tissue, the object was placed atR1 = 0.185 m resulting in peff = 25.23 μm,
as shown in Figure 4.11A. Hence, a FOV of about 26 × 7.8 mm2 was covered. Figure
4.11B shows a maximum intensity projection through a reconstructed volume bringing out
all dye filled vessels in the tissue as white. Scans were performed with a x-ray spot size of
10 μm at 70 kV acceleration voltage with 15 W emission power using 3 s exposure time
and acquiring 1200 projections. Reconstructions and phase retrieval were performed as
described in Chapter 3.1. Segmentation and visualisation of the data were prepared using
Dragonfly (Object Research Systems, Canada).
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Inspecting a reconstructed slice, as shown in Figure 4.12A, demonstrates that the
different dye solutions can be identified in the tissue while no beam hardening or stripe
artefacts can be observed. Respective slices for the different dye solutions used are shown
in Figure 4.12D. The reconstructed slices also show a key challenge when working with
lung tissue: air trapped in the tissue and paraffin wax, manifested as dark areas in the
reconstructed slices (Figure 4.12A,D). All tested combinations of dye diluted with tap
water and an iodine-based contrast agent diluted with Phosphate-Buffered Saline (PBS)
could be identified in the tissue and segmented in 3D. To confirm that a difference in
attenuation is related to different colours, some reconstructed slices were compared to
equivalent histology slices (Figure 4.12B). Samples where an iodine-based contrast agent
was used show significantly less attenuation than expected. One possible explanation is
that the contrast did not stay in the vessels and may have leaked or dissipated in the
tissue. Further, it has been verified that the dye solutions can be tracked through the
scanned volume, shown in Figure 4.12C, by performing 3D segmentations of some of the
scans. It could later be observed, when acquiring higher resolution scans, that also the dye
solutions appear to have leaked out and accumulated in small bubbles in the tissue as can
be observed in Figure 4.13.
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4.4 Nano-CT applications

4.4.1 Bovine lungs

In addition to the work presented in Paper V, biopsy punches were taken from some of
the samples and scanned in the nano-CT system described in Chapter 3.2. For the scans,
0.5 mm diameter punches were taken from the paraffin blocks and filled into Kapton tubes.
The scans were then performed using the Eiger detector at a distance of 388 mm from the
source with the tubes placed 3.3 mm from the source resulting in peff = 640 nm. Evaluating
these scans confirmed that the injected dye has also filled the capillaries (Figure 4.13C), the
smallest vessels in the tissue with a diameter of a few μm, and that some of the dye solution
appears to have leaked from the vessels and accumulated in the tissue (Figure 4.13A). Like in
the micro-CT scans, the dyes could clearly be separated from each other (Figure 4.13A-B).
Also, it could be shown that a resolution comparable to synchrotron scans can be achieved,
although requiring the scanned tissue to be punctured from the larger tissue blocks.

Figure 4.13: Nano-CT scans performed on 0.5 mm biopsy punches of cow lungs with the nano-CT system described in Paper
VI and a voxel size of 640 nm. (A) Reconstructed slice showing an airway (blue marker) and the two different dyes
injected into vessels, marked red and orange. (B) Reconstructed slice from a different lung showing different types
of tissue and vessels injected with the two different dyes, marked red and orange. (C) 3D render of the different
vessels corresponding to (B). Samples provided by Karin Tran-Lundmark, Lund University, and prepared by Gustaf
Bernström, Lund University. 3D segmentation and rendering by Sahel Ganji, Lund University.

4.4.2 Freeze dried leaves

Another application was imaging and characterisation of the internal structure of leaves
(Sandèhn et al., manuscript in preparation). 1 mm biopsy punches were taken from freeze
dried leaves and scanned with 1.35 μm voxel size (Figure 4.14A-B). Freezer drying was
necessary to assure the stability of the sample during the scan. The pores inside the leaves
could then be segmented using a watersched algorithm (Figure 4.14C), which allowed to
characterise their internal structure. Typical measures are e.g., the sphericity of the pores
(Figure 4.14D), i.e. how sphere-like the pores are, and the pore diameters (Figure 4.14E).
Techniques like this are valuable for all kinds of research since porous micro-structures are
common in all kinds of samples of all length scales.
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Figure 4.14: High-resolution CT of a 1 mm punch from a freeze dried leaf with 1.35 μm voxel size. (A) Reconstructed slice
showing the internal porous structure. (B) Orthogonal slice through the center of the leaf. (C) 3D render of the
leaf with the segmented pores coloured based on their sphericity. (D)Measured sphericity of the leaf. (E)Measured
pore diameter using the mean Feret diameter. Porosity analysis and rendering performed in Dragonfly. Samples
provided by Alexandra Sandèhn, Linköping University.

4.4.3 Mouse hearts

Region-of-interest scans are a common method to achieve high resolution of certain areas
in larger samples. While this approach commonly uses detectors with optics, it is still
feasible, to some degree, in a magnifying setup. In the imaging of mouse hearts (Peruzzi et
al., manuscript in preparation), using paraffin embedded hearts and lungs of mouse fetuses,
the heart can be difficult to find in a 2D projection. Hence, overview scans are performed,
as shown in Figure 4.15A-B, which are used to identify the region-of-interest for a high-
resolution scan (Figure 4.15C).

Figure 4.15: High-resolution imaging of a paraffin embedded mouse heart with phase contrast. (A) Overview scan using a
MetalJet-based micro-CT with a calibrated x-ray spot size of 10 μm and 2.46 μm voxel size using a scintillator-
based detector. (B) Overview scan from the developed nano-CT system with the Eiger detector and a voxel size of
10.21 μm. (C) Region-of-interest scan of the heart (orange area in (B)) with a voxel size of 3.35 μm and a calibrated
x-ray spot size of 1.2 μm. Sample provided by Niccolò Peruzzi, Lund University. Scan in panel (A) by Jenny Romell,
Exciscope AB.
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5 Conclusions and outlook

This thesis has introduced a micro- and nano-CT system, their design, implementation,
and performance for biomedical imaging. Developments in super-resolution imaging and
material decomposition using an energy-discriminating detector have also been
demonstrated. The systems have then been used to image tissue and other biomedical
samples utilising phase-contrast and achieving micron- and sub-micron resolution.

Super-resolution has shown promise to, effectively, increase the resolution when
scanning larger objects that do not fit in the FOV at higher magnification. This approach
is, however, still limited by the source size, where the best achievable resolution is about
half the FWHM of the x-ray spot, assuming a Gaussian spot shape. The reliability and
precision of image registration had the most significant effect on the effectiveness of
super-resolution. Hence, for higher resolution systems, where drifts are much more
significant, this approach may cause issues. Further, the process to estimate
super-resolution projections is computationally expensive and adds the limitations of the
chosen interpolation method into the images. Preferable approaches would be to create
high-resolution sinograms, as detailed by Yoneyama et al. (2015), or to include the shifted
images directly into the reconstruction algorithm and perform the reconstruction onto
smaller voxels. However, this approach was not possible when performing the
experiments due to a limitation of the number of individual images that could be used for
a reconstruction. There may be significant potential for super-resolution in synchrotron
applications, particularly in a parallel beam setup as discussed by Sun et al. (2022), where
the resolution is defined by the detector and exposure times are quite short. To overcome
the main disadvantage of super-resolution: increased total exposure times, using higher
flux sources or synchrotrons may make this technique much more usable. Another
potential speed up would be to reduce the exposure time of the individual low resolution
images.

During this thesis, we have struggled to find suitable applications that require super-
resolution. While 2D super-resolution was used as part of the preparation for synchrotron
scans by van der Have et al. (2022) and other not yet published experiments, finding an
application that requires super-resolution CT has been difficult. The application to lung
tissue presented in Paper V has used a smaller spot to leave potential for upscaling, which
was not necessary in the end. Similarly, in the imaging of aerogel scaffolds (Oikonomou
et al, two manuscripts in preparation), the achieved resolution from a regular CT scan has
been found to be sufficient. Regarding the work with medical samples, these are typically
prepared in batches, which leaves limited time for scanning before scheduled synchrotron
scans and destruction of the samples for histopathological analysis. Hence, the much longer
super-resolution scans would likey require too much time. With the implementation of the
nano-CT system, much higher resolutions became available, leading to more experiments
being conducted at this setup.
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Applying super-resolution dark-field imaging, presented in Paper II, has also proven
difficult to translate to CT. The used grating was not ideal for this kind of setup, resulting
in very low sensitivity. Further, applying super-resolution to the single-shot method has not
resulted in particularly consistent results when adding rotation into the setup. Applying
the UMPA method [Zdora et al. (2017)] has shown some promise, however, to be viable,
the sensitivity has to be improved significantly with a new grating design.

We have demonstrated that material decomposition can be used with tissue samples
utilising only naturally occurring elements. While working only with lower energies, in
the range of 4 – 11 keV, has had its challenges, it could be shown that it is a feasible
approach. The sample size and density are key factors to consider. A too absorbing sample
will reduce the effect of the absorption edges to a large degree, making it impossible to
detect them. Further, the data presented in Paper IV has suffered from low contrast, high
noise, and strong ring artefacts. It has been found out after publication of the paper that
these effects could be reduced significantly by changing the detector configuration and
optimising the acquisitions. Lastly, beam hardening has been a significant cause of artefacts
in the reconstructions, which is amplified due to the limited energy range and the dense
calcifications in the used tissue samples.

In the vessel imaging project (Paper V), we have shown that radiopaque dyes can be used
to identify and track vessels in lung tissue, without causing artefacts due to their low density.
These findings have later also been confirmed using synchrotron imaging. What should be
highlighted is the data quality, where a scan time of 1 h produced sufficiently good data
to segment the dye filled vessels and identify features in the tissue. As already mentioned
before, the time available to scan the tissue samples was limited, hence the comparably
short scan times. Following this project, biopsy punches were also scanned in the nano-CT
setup. These scans achieved comparable resolution to synchrotron scans typically done on
samples like this. Further, the dyes could be tracked down to the smallest vessels in the
tissue.

The design and implementation of the nano-CT system was described in Paper VI,
discussing the challenges of such systems, like correction of drifts and tilts. Assessing the
performance of the system has shown a clear advantage of using photon counting
detectors for such systems despite the longer source-detector distance required. The used
Eiger detector could achieve resolutions of about 1.25 × peff, even when applying
phase-retrieval, which also gives a significant contrast improvement. Since the achievable
resolution relies on geometric magnification, the FOV gets smaller the higher the targeted
resolution. Hence, to cover a sufficiently large object at high resolution, a large detector is
required, which is the main limitation of this setup at the moment.

Performance of the nano-CT system has also been shown by imaging of freeze dried
leaves, allowing to characterise the internal structure. Since the scan times are quite long,
the leaves had to be freeze dried to avoid changes of the structure during the scan. Region-
of-interest scanning was also shown using a mouse heart. While it is generally preferable
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to limit the sample size, it could be shown that also regions inside a larger sample can be
imaged at high resolution.

In addition to the imaging techniques and methods investigated in this thesis, the
two developed CT systems could, in the future, be applied to more studies and be used
to develop new methods expanding the use of x-rays in biomedical research. Extracting
additional information with the use of photon counting detectors with multiple energy
thresholds is a promising approach for future studies. Further, with new grating designs,
dark-field imaging may become a viable option since many biological samples contain
scattering structures.
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List of abbreviations

Ag Silver
BAC Bronnikov Aided Correction
CCD Charged Coupled Device
CdTe Cadmium Telluride
CNR Contrast-to-Noise Ratio
Co Cobalt
Cr Chromium
CsI Caesium Iodine
CT Computed Tomography
Cu Copper
ESF Edge-Spread Function
ESRF European Synchrotron Radiation Facility
FBP Filtered Back-Projection
FDK Feldkamp-Davis-Kress
Fe Iron
FOV Field-of-View
FRC Fourier Ring Correlation
FSC Fourier Shell Correlation
FWHM Full Width at Half Maximum
Ga Gallium
GaAs Gallium Arsenide
Gadox Gadolinium Oxisulfide
In Indium
JIMA Japan Inspection Instruments Manufacturers Association
LuAG Lutetium Aluminium Garnet
Mn Magnesium
Mo Molybdenum
MTF Modulation Transfer Function
Ni Nickel
PAH Pumonary Arterial Hypertension
PB-PCI Propagation-based Phase Contrast Imaging
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PBS Phosphate-Buffered Saline
PSF Point-Spread Function
sCMOS Scientific Complementary Metal-Oxide Semiconductor
Si Silicon
SNR Signal-to-Noise Ratio
ToT Time-over-Threshold
UMPA Unified Modulation Pattern Analysis
W Tungsten
Zn Zinc
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