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Popular summary

Much of our knowledge about the world comes from shining light on objects. Some ob-
jects are transparent, while others are opaque and cast shadows. In the 17th century, Isaac
Newton let a ray of sunlight, created by a small aperture in his shutter, pass through a prism
to separate the white light into its continuous spectrum of frequencies. While he didn’t in-
vent the rainbow, he showed that white light contains a mixture of many different colors.
About a century later, Thomas Young drilled a second hole in the curtain and showed that
the two rays interfered in a wave-like manner. Light therefore seemed to be composed
of a mixture of waves with different colors, which just like water waves could interfere to
produce travelling waves of radiation.

By focusing sunlight into an intense spot we may ignite dry grass and cause a fire. Thus,
shining light on things may alter the state of the object irreversibly. In a similar fashion,
a pulse of light that hits a single atom may transmit energy to the atom. If the energy
that is absorbed by the atom is sufficient, the atom can eject an electron in what is known
as the photoelectric effect. Albert Einstein found that the kinetic energy of the emitted
electron depended on the frequency of the light, and not the intensity – in sharp contrast
to the burning grass. He discovered that the wave-like property of light was insufficient
to describe this and proposed the idea of an energy quantum of light – the photon. This
realization implied particle-like properties of light, and is widely considered as the starting
point of the quantum era.

With the invention of the laser in the 1960’s came the possibility to produce intense light of
a single color whose oscillations, unlike the light of Newton and Young, are well controlled.
This light can be tailored to precise conditions, such as ultra-short pulse durations in time
or accurate control of frequencies, which has resulted in a large number of Nobel prizes in
physics and chemistry such as Zewail’s work on femtochemistry, Hänsch’s work on frequency
combs, and Strickland’s work on the chirped-pulse amplification.

One of the early revelations that followed the invention of the laser was the extension of
Einstein’s theory of the photoelectric effect to the so called multiphoton-ionization effect,
where an atom absorbs several photons, of possibly different colors, while ejecting an elec-
tron. This effect was a clear proof of the laser’s ability to provide stable, coherent and intense
radiation, and is both the foundation and the incentive for the theoretical simulations pre-
sented in this thesis. Just like light possesses both particle- and wave-like properties, so do
electrons. It is therefore possible to do interferometric photoionization experiments, sim-
ilar to Young’s experiment, but with the emitted electrons instead of light. The beauty of
these experiments is that both the information on the atomic structure and dynamics get
imprinted in the ejected electrons in rich interference structures.

To understand these interferometric ionization experiments, we have implemented meth-
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ods that are able to record the flux of electrons as they are ejected. By recording these fluxes,
we have studied both the atomic dynamics and the ionization process. We present theoret-
ical insight into the free electronic motion in ionization of noble gas atoms and explained
the role of the directionality of the electron in the interference pattern. In particular we
have studied experiments where one of the interfering ionization pathways of the electron
includes more photon interactions than the other and showed how this affects the inter-
ference structures. We have further predicted interference in ionization that arise due to
the electron taking the same pathways twice – but at two different times – due to a dy-
namical shift of the energy of the atom in the field. Moreover, we have studied how atoms
can flop between different bound states, while ejecting electrons, due to coherent extreme-
ultraviolet light pulses. By fine tuning the frequency of the extreme-ultraviolet radiation
to match the energy separation between two energy states, we periodically controlled the
state of the atom, and measured the state using the flux of the electrons.

Overall this thesis aims at increasing the understanding of ultrafast control of ionization
experiments in atomic physics, with particular focus on electron interferometry with ap-
plications in attosecond and free-electron laser sciences.

xv



Populärvetenskaplig sammanfattning

En stor del av vår kunskap om världen kommer från att lysa på föremål. Vissa objekt är
transparenta, medan andra är ogenomskinliga och kastar skuggor. På 1600-talet lät Isaac
Newton en solstråle, skapad genom en liten öppning i hans persienn, passera genom ett
prisma för att separera det vita ljuset i dess kontinuerliga spektrum av frekvenser. Nog
för att han inte uppfann regnbågen, men han visade att vitt ljus innehåller en blandning
av många olika färger. Ungefär hundra år senare, borrade Thomas Young ett nytt hål i
gardinen och visade att två strålar interfererar på ett våglikt sätt. Ljus verkade därmed bestå
av en blandning av vågor med olika färger, vilka kunde interferera likt vågor i vatten för att
skapa nya vågor av strålning.

Genom att fokusera solljuset till en intensiv brännpunkt kan vi sätta fyr på torrt gräs. Att
belysa föremål kan alltså förändra dess tillstånd irreversibelt. På liknande vis kan en puls
av ljus som träffar en enstaka atom överföra energi till atomen. Om energin som atomen
absorberar är tillräcklig kan atomen skicka ut en elektron i vad som är känt som den fo-
toelektriska effekten. Albert Einstein fann att den kinetiska energin för den emitterade
elektronen berodde på ljusets frekvens och inte dess intensitet – i direkt kontrast till det
brinnande gräset. Han upptäckte att ljusets våglika egenskap var otillräcklig för att beskriva
det här och föreslog idén om ljusets energikvantum – fotonen. Den här insikten implicer-
ade partikellika egenskaper hos ljuset och är vedertagen som startskottet för kvantåldern.

Med uppfinnandet av lasern på 1960-talet följde möjligheten att skapa intensivt ljus av en
enstaka färg vars oscillationer är välkontrollerade, till skillnad från Newtons och Youngs
ljus. Det här ljuset kan bli skräddarsytt till precisa förhållanden, så som ultrakorta pulser i
tiden och noggrann kontroll av frekvenser, vilket har resulterat i ett stort antal Nobelpris i
fysik och kemi, så som Zewails arbete inom femtokemi, Hänschs arbete med frekvenskammar
och Stricklands arbete med chirped-pulse amplification.

En av de tidiga upptäckterna som följde laserns uppkomst var utvidgningen av Einsteins
fotoelektriska effekt-teori till den så kallade multifoton-jonisations-effekten, där en atom
absorberar flertalet fotoner, möjligen av olika färger, medan den frigör en elektron. Den
här effekten var ett tydligt bevis för laserns förmåga att producera stabil, koherent och in-
tensiv strålning, och är både grunden och motiveringen för de teoretiska simuleringarna
som presenteras i den här avhandlingen. Även elektroner, precis som ljus, innehar både
partikel- och våglika egenskaper. Det är därför möjligt att göra interferometriska fotojoni-
sationsexperiment, liknande Youngs experiment, men med de frigjorda elektronerna istället
för ljus. Det vackra med de här experimenten är att både information om atomens struktur
och dynamik lämnar spår i de frigjorda elektronerna som rika interferensmönster.

För att förstå de här interferometriska jonisationsexperimenten har vi implementerat metoder
som kan avläsa strömmen av elektroner medan de frigörs. Genom att avläsa de här ström-
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marna har vi studerat både atomär dynamik och jonisationsprocessen. Vi presenterar teo-
retiska insikter i elektronens fria rörelse i jonisation av ädelgaser och förklarar rollen av
elektronens riktning i interferensmönstret. Särskilt har vi studerat experiment var en av de
interfererande jonisationsvägarna innehåller fler fotoninteraktioner än den andra och visat
hur det påverkar interferensstrukturerna. Vi har även förutspått att interferens i jonisering
kan uppstå på grund av att elektronen tar samma väg två gånger – men vid två olika tillfällen
– på grund av ett dynamiskt skift av atomens energi i fältet. Slutligen har vi studerat hur
atomer kan styras mellan olika bundna energitillstånd, medan elektroner frigörs på grund
av pulser av koherent ultraviolett strålning. Genom att finjustera frekvensen i det ultravi-
oletta ljuset till att matcha energiskillnaden mellan två tillstånd kontrollerade vi periodiskt
atomens tillstånd, vilket vi mätte i elektronströmmen.

Sammantaget har den här avhandlingen som mål att öka förståelsen för ultrasnabb kontroll
av jonisationsexperiment i atomfysik med särskilt fokus på elektroninterferometri tillämpat
på attosekund- och fri-elektronlaservetenskap.
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En värld av endast ljus vore en mycket
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1 Introduction to nonlinear photoionization processes

This thesis is about atoms interacting with light. When an atom is illuminated with an
external light source with photons of energy ℏω, larger than the ionization potential of the
atom Ip, it may absorb a photon, eject an electron, and the rest of the electrons is left in
some bound ionic state. This process is known as photoionization and is described by the
reaction A+ γ → A+ + e−, where the composite atom–photon pair is transformed into
an ion–electron pair.

1.1 Regimes of photoionization

The kinetic energy spectrum of the photoelectron is frequently used to gain information
about the photoionization event. If the atom is illuminated by a weak field, an electron
may be ejected with a kinetic energy equal to

Ek = ℏω − Ip, (1.1)

which enforces energy conservation of the one-photon ionization process. Since a pulse of
electromagnetic radiation implies a range of photon energies, the resulting photoelectron
will distribute over a range of kinetic energies. This is the famous photoelectric effect,
described in e.g. Ref. [1]. The rate of the one-photon ionization process depends on the
intensity I of the field and on the one-photon cross section σ1, see e.g. Ref. [2, 3],

Γ1 ∼ σ1I, (1.2)

where the cross section depends on the square of the transition matrix elements, σ1 ∼ |D|2,
between the bound and continuum states. The continuum states can be expanded in partial
waves with specific orbital angular momentum and magnetic quantum numbers, ℓ andm,
respectively [3].

In Fig. 1, ionization by absorption of a photon from a field with linear polarization is de-
picted. The multiple continua coupled to the atom, characterized by the orbital angular
momenta of the photoelectron, are shown. The magnetic quantum numberm is conserved
since the field is polarized linearly, and we therefore omit it. The continuous energy states
of the photoelectron are infinitely degenerate, because there exists an infinite number of
angular momenta of a photoelectron with a given kinetic energy. We will however in the
following of this thesis restrict the discussion to continua that are accessible by the dipole
selection rules that derive from the dipole approximation elaborated in Sec. 3.2. Since the
bound state of a closed-shell atom has a defined ℓ0 and m0, as discussed in Sec. 2.1 within
the Hartree–Fock approximation (HF), it means that only a few of the matrix elements of
the one-photon cross section in Eq. (1.2) are nonzero.
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(a)

−Ip s p d
· · ·

Ek · · ·
(b)

−Ip s p d
· · ·

Ek · · ·

Figure 1: Photoionization into multiple degenerate continua characterized by orbital angular momentum ℓ in spectroscopic
notation. The dipole-allowed transitions are emphasized with solid lines, and the others are drawn with dashed lines.
(a) In ionization from s, only the transition to p is allowed in a dipole transition. (b) In ionization from p, only the
transitions to s and to d are allowed in a dipole transition.

As expected from the photoelectric effect, the cross section is zero if the energy of the
photon is smaller than the ionization potential, ℏω < Ip. Ionization of atoms by photons
of energy smaller than the ionization potential can however occur by absorption of multiple
photons. This multiphoton ionization effect was first observed experimentally in the 1960’s
in connection to the invention of the laser [4, 5]. In line with the photoelectric effect, it
was assumed that the kinetic energy of the photoelectron would be given by

Ek = nℏω − Ip, (1.3)

and that the ionization rate from the n-photon absorption process, calculated by includ-
ing higher-order terms of the perturbation expansion and therefore expressed as Γn ∼
σnI

n [6], where σn is the nth-order photoionization cross section, would be reduced for
each absorbed photon. The intensity therefore needs to be high in order to observe this
effect, especially for a low-frequency field, which would require absorption of many pho-
tons. For example, ionization of a helium atom exposed to an infrared field with a photon
energy of about ℏω = 1.55 eV requires the absorption of 17 photons.

The extrapolation of the photoelectric effect in Eq. (1.3) was not completely satisfactory
however. In a six-photon ionization experiment of xenon, a peak in the photoelectron
spectrum corresponding to absorption of seven photons was observed [7]. That more pho-
tons than the minimal number required to overcome the ionization threshold had been
absorbed meant that the electron had absorbed a photon in the continuum. This was
termed above-threshold ionization [8] (ATI) and is discussed in more detail in Sec. 9. The
absorption of a photon in the continuum caused confusion since a free electron cannot
absorb photons and simultaneously conserve both the total energy and momentum, but it
was later understood that the electron absorbs the photon in the Coulomb field of the ion
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that serves as a momentum reservoir [6]. A schematic of the multiphoton ionization pro-
cess in Ref. [7] is shown in Fig. 2. Multiphoton ionization is a central concept of attosecond
physics, and core subject in this thesis.

−Ip

Ek

Figure 2: Schematic of multiphoton ionization of xenon atoms as in Ref. [7] that results in a peak corresponding to absorption
of six photons and an ATI peak corresponding to absorption of an additional photon in the continuum.

1.2 What is a strong field?

To distinguish the different regimes of photoionization, we often specify the intensity of
the light together with the central frequency of the light. There exist numerous measures
of the strength of a field, and we will here introduce the ones that are relevant for the work
of this thesis. We loosely define a strong field as an environment in which the electric field
of the light is comparable to that of the atomic potential such that the electron dynamics is
significantly distorted by the field. But the term is ambiguous and may refer to very differ-
ent experimental conditions. On the one hand, there are table-top lasers like the Terawatt
Laser in Lund that packs energies of up to 2 J into pulses of tens of femtoseconds before
compression and delivers pulses of a relativistic intensity of the order 1019W/cm2 [9], an
intensity much larger than the fields of intensities between 1011 – 1014W/cm2 that we
consider in this thesis. The high power is achieved by means of chirped-pulse amplifica-
tion [10], which lead to the 2018 Nobel Prize in Physics to Strickland and Mourou. There are
also larger facilities, like the Extreme Light Infrastructure–Attosecond Light Pulse Source
(ELI-ALPS) facility, where the high-field laser delivers pulses with an effect up to PW [11].

Another strong radiation source is the free-electron lasers (FEL), see e.g. Ref. [12] for
a review, like the Free-Electron Laser Radiation for Multidisciplinary Investigations [13]
(FERMI) or the Free-electron LASer in Hamburg [14] (FLASH). The extreme-ultraviolet
(XUV) or X-ray pulses produced by these facilities are strong in a different regard. While
the intensities may be large, typically of the order 1013 – 1014W/cm2, the high frequency
of these fields make the distortions of the atomic potential by the light field small. Still,
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FEL light produced at FLASH has been used to 21-fold ionize xenon atoms [15] – clearly
a tremendous impact on the atomic target.

The ponderomotive energy of the photoelectron

A free classical electron exposed to a linearly polarized electric field undergoes a drifting,
oscillatory, motion along the polarization direction.¹ This motion, which in the rest frame
of the electron has an amplitude of

α =
qE0

meω2
, (1.4)

is known as the free electron’s quiver motion and leads to an increased kinetic energy, av-
eraged over an optical cycle, termed the ponderomotive energy. The ponderomotive energy
is given by

Up =
q2E2

0

4meω2
, (1.5)

where q is the charge of the electron andE0 is the peak electric field. In order to exist in the
field, the electron needs a kinetic energy at least equal to the ponderomotive energy. In a
photoionization experiment, this means that the ionization threshold is shifted up such that
the photoelectron is measured with a kinetic energy lower than that given in Eq. (1.3) [16],
see Fig. 3b,

Ek = nℏω − Ip − Up. (1.6)

Up

ℏω

Ek

−Ip

Figure 3: The shift of the ionization threshold due to the ponderomotive energy of an electron in an oscillating field.

¹For very intense fields where the magnetic field is not negligible, the classical electron undergoes a figure-
eight motion, in the plane spanned by the polarization direction and the propagation direction of the electric
field, in the rest frame of the electron.
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The Keldysh parameter

As we already alluded to, the question if the field is strong or not is a question that must be
answered in relation to the target atomic system. This can be quantified with the help of the
Keldysh parameter that distinguishes between two regimes of photoionization, tunneling
and multiphoton ionization [17]. It provides a measure of the intensity of the electromag-
netic field relative to the bound states of the atom that is targeted, and is given by

γ =

√
Ip
2Up

. (1.7)

The Keldysh parameter indicates whether the situation is dominated by the bounded mo-
tion of the electron or the presence of the field and distinguishes the tunneling regime
(γ ≪ 1), and the multiphoton regime (γ ≫ 1). These two regimes are illustrated in
Fig. 4, where it is seen that in the tunneling regime the Coulombic barrier is suppressed to
the point that the electron may tunnel through. In the multiphoton regime on the other
hand, ionization is mainly due to absorption of multiple photons. However, while it is
true that tunneling is the predominant process when γ ≪ 1, Keldysh’s theory does not
exclude tunneling when γ ≫ 1; the two processes co-exist [18]. There is further the inter-
mediate regime, when γ ≈ 1, which is a common regime in the generation of high-order
harmonics [19–21] (HHG).

(a)

E(t)

L

(b)

E(t)

Figure 4: The two ionization regimes of the Keldysh parameter: (a) The tunneling regime, and (b) the multiphoton regime. In
(a) the barrier is suppressed so that the electron may tunnel through, whereas in (b) the barrier is rather unperturbed
by the field, and ionization occurs mainly by absorption of multiple photons.

From a classical viewpoint, the suppressed barrier that the electron must tunnel through is
of length

L ∝ Ip
qE0

, (1.8)

where E0 is the peak electric field, while the velocity of the tunneling electron is given by

v =

√
Ip
2me

. (1.9)
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The time it takes to tunnel is hence

τ =

√
2meIp

qE0
. (1.10)

When multiplying this time with the angular frequency of the field, we obtain the Keldysh
parameter,

γ =
ω
√
2meIp

qE0
=

√
Ip
2Up

. (1.11)

If the frequency is comparatively low, the electron has plenty of time to tunnel through the
distorted barrier.

Another interpretation of the Keldysh parameter involves the power broadening² of the
atomic levels when exposed to a strong electric field with photon energy ℏω [23]. The
broadening is of the order |qr · E| ≈ qa0E0, where a0 is the Bohr radius, which for the
hydrogen atom can be expressed as a0 = ℏ/

√
2meIp. Compared to the photon energy,

this gives
ℏω
qr ·E

≈ ℏω
qa0E0

=
ω
√
2meIp

qE0
=

√
Ip
2Up

. (1.12)

For very strong fields, at small γ, the energy levels are therefore broadened by an amount
of the order of the photon energy.

Rabi oscillations

For resonant fields with a photon energy equal to the energy spacing between two bound
atomic states, periodic modulation of population between the two states occurs. We may
model this as a two-level system in presence of an external monochromatic field, which
couples the two levels. This field-driven periodic population transfer between the states
in a two-level system is known as Rabi oscillations [24, 25]. The field is able to invert the
atomic population and therefore control matter to a very exotic state, largely away from
thermal equilibrium, and its description requires treatment beyond perturbation theory.
The Hamiltonian that describes this situation is given by

Ĥ(t) =
1

2
ℏωbaσ̂z + ℏΩcos(ωt)σ̂x, (1.13)

where σ̂x,z are the x- and z-Pauli matrices, and Ω is known as the Rabi frequency defined
from

Ω = − q
ℏ
⟨b|r̂ ·E0|a⟩, (1.14)

²The power broadening of order |qr ·E| happens due to absorption saturation at resonance, cf. Ref. [22].
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and ℏωba = εb − εa is the energy difference between the two states. The solution of the
time-dependent Schrödinger equation can be obtained by expansion onto the field-free
eigenstates with time-dependent amplitudes due to the interaction with the field,

|Ψ(t)⟩ = a(t)e−iωat|a⟩+ b(t)e−iωbt|b⟩, (1.15)

where the amplitudes a(t) and b(t) describes the modulation between the two states. If
the system is initially in its ground state, a(0) = 1 and b(0) = 0, we may solve for the
amplitudes within the rotating-wave approximation [25]. This yields the coefficients

a(t) =

[
cos

Wt

2
− i

∆ω

W
sin

Wt

2

]
exp(i∆ωt/2), (1.16a)

b(t) = −i
Ω

W
sin

Wt

2
exp(−i∆ωt/2), (1.16b)

where∆ω = ω−ωba is the detuning of the field from the resonance, andW =
√
Ω2 +∆ω2

is defined as the generalized Rabi frequency. The dependence on the generalized Rabi
frequency means that the frequency of these oscillations increases, and further also the
probability of finding the atom in the excited state decreases, with detuning. We discuss
ionization from a Rabi-cycling atom in more detail in Sec. 10.1. For now, we conclude that
the ambiguous term strong is not trivially defined, but requires careful analysis of the field’s
properties in relation to the atomic target.

1.3 Scope of this work

The outline of this thesis is as follows. In the second part, Background and Theory, we give
a general theoretical review of the topics that form this thesis. We start by a description of
how the atom is structured in Sec. 2 by introducing the Hartree–Fock approximation and
its extension to the configuration-interaction singles approximation. We continue with
a description of how radiation externally enters in Sec. 3, and present a brief discussion
on the choice of gauge in truncated configuration spaces. Light–matter interactions are
then discussed in Sec. 4, with a presentation of sum rules, and in Sec. 5, where the time-
dependent configuration-interaction singles approximation is introduced. The theoretical
chapter is concluded by a description of photoionization dynamics in Sec. 6, mainly in the
form of surface-flux techniques.

In the third part, Applications in attosecond physics and free-electron laser science, the theoret-
ical work published in Paper I– Paper vI is briefly presented and put into context. Laser-
assisted photoionization is first discussed in Sec. 7. We touch on three different regimes:
(i) a single weak XUV field under dressing of a weak IR field, (ii) a single weak XUV field
under dressing of a strong IR field, and (iii) multiple weak XUV fields under dressing of a
weak IR field. Several interferometric photoelectron schemes are discussed and compared
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in Sec. 8. We further describe above-threshold ionization in Sec. 9 and Rabi dynamics in
Sec. 10.

Finally, in Publications, the research papers are reprinted.
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Background and theory
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2 Atomic structure of many-electron systems

The dynamics of any quantum process that does not include relativistic effects is ruled by
the time-dependent Schrödinger equation (TDSE)

iℏ
∂

∂t
ψ(t) = Ĥ(t)ψ(t), (2.1)

where ψ(t) is the time-dependent quantum wavefunction of the system and Ĥ is the
Hamiltonian operator, which determines the dynamics involved. The specific form of the
Hamiltonian Ĥ(t) hence rules the interactions that may take place in the evolution of
the quantum system. Throughout this thesis, we deal with light interacting with atomic
systems. This choice of quantum system is reflected in the Hamiltonian, which will have
one atomic part and one interaction part in the semi-classical description of light–matter
interactions.

In this chapter, we summarize the background and theory of the papers that comprise
this thesis. In Sec. 2 we begin with describing the structure of a many-electron atom and
the treatment of the interelectronic Coulombic repulsion. We do so by first introducing
theN -body atomic Hamiltonian and the Hartree–Fock approximation, which reduces the
complexity of the problem to N single-electron equations affected by an central-field po-
tential. We then let the atom be subject to an external electric field in Sec. 3 and discuss
the form of interactions that we allow in this description. We restrict the treatment to the
dipole approximation, where the electric field is uniform in space and magnetic effects are
neglected.

With the description of an atom in an external field, light–matter processes can be inves-
tigated. We start this discussion in Sec. 4 where we discuss atomic sum rules and calculate
energy shifts using these. We then introduce the time-dependent configuration-interaction
singles approximation in Sec. 5, which is the theoretical framework that we use in this thesis
to describe light–matter processes. Finally, in Sec. 6, we describe photoionization dynamics
with emphasis on surface-flux methodologies to record photoelectron spectra.

The atomic part of the non-relativistic Hamiltonian will be denoted by Ĥ(atom) and is
given by

Ĥ(atom) =

N∑
n=1

(
p̂2
n

2me
− q2

4πϵ0

Z

|rn|

)
+

q2

4πϵ0

N∑
n>m=1

1

|rn − rm|
, (2.2)

where p̂n = −iℏ∇n is the canonical momentum operator of the electron with label n
and rn is its position. The first sum describes the kinetic and potential energy of each
electron under influence of the attractive nucleus with charge Z > 0, and the second sum
describes the potential energy due to the two-electron electrostatic repulsion among the
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electrons with charge q = −e and mass me. We do not consider any contribution due to
the nuclear degrees of freedom, or any magnetic interactions among the electrons. In the
following of this thesis we will use atomic units³ unless otherwise specified.

2.1 The Hartree–Fock approximation

The two-electron repulsion terms in Eq. (2.2) make the brute-force numerical solution of
the problem intractable for any but the smallest systems since the separability of the electron
coordinates is lost. As an approximate description, which will be used as a starting point
for the method of configuration interaction (CI), which is introduced in Sec. 2.2, the two-
electron terms are replaced by an average field where the electrons feel an effective potential.
This effective potential is built up by summing over all electrons, and that acts the same
way on all electrons. If the average field is further taken to be spherically symmetric, the
description is known as the central-field model, see for instance Refs. [26, 27]. To arrive at
this model, we may write theN -electron Hamiltonian in Eq. (2.2) by separating it into an
independent-particle Hamiltonian and a correction term,

Ĥ(atom) = Ĥ0 + V̂ , (2.3)

where Ĥ0 is now a sum over one-electron operators,

Ĥ0 =
N∑

n=1

ĥ0,n, (2.4)

which in turn are separated as

ĥ0,n = ĥ0 + ûn(rn). (2.5)

The one-electron Hamiltonian ĥ0 = p̂2

2 − Z
|r| is the hydrogenic Hamiltonian, and the

effective potential ûn(rn) accounts for the central field in which the nth electron moves.
The average many-body effects are then contained in the approximate Hamiltonian Ĥ0,
and the potential V̂ accounts for the effects beyond the single-particle description,

V̂ = −
∑
n

ûn(rn) +
N∑

n>m=1

1

|rn − rm|
, (2.6)

which we refer to electron-correlation effects. Which independent-particle central-field po-
tential ûn(rn) best captures the many-electron effects described in the fullN -body Hamil-
tonian? That the electrons move independently and in a spherically symmetric potential

³Atomic units are used to simplify calculations in atomic physics. In atomic units the following constants
equal unity: ℏ = −q = a0 = me = 4πε0 = 1.
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are two strong assumptions that are valid for the shell structure of the atom [26]. A solu-
tion to the independent-particle model is given by a Hartree product of the individual spin
orbitals⁴,

Φααα(r) = φa(r1)φb(r2) · · ·φn(rN ), (2.7)

where a, b, ... represent the relevant quantum numbers for each individual one-electron or-
bital. Each of the individual orbitals satisfies the one-particle time-independent Schrödinger
equation and corresponds to an eigenstate with energy ε0,i. The product state is in turn
an eigenstate to the mean-field Hamiltonian with corresponding energy E0 =

∑N
i=1 ε0,i.

Since the mean-field Hamiltonian is invariant to any permutation of the product state, for
example

Φ′
ααα(r) = φa(r2)φb(r1) · · ·φn(rN ), (2.8)

the corresponding energy is the same. However, Fock found that the product-state wave-
functions alone violate the Pauli exclusion principle [27]. To ensure that the wavefunction
is antisymmetric, and therefore respects the Pauli exclusion principle, we form a determi-
nantal wavefunction – a Slater determinant:

Φ0(r) =
1√
N !

∣∣∣∣∣∣∣∣∣
φa(r1) φa(r2) · · · φa(rN )
φb(r1) φb(r2) · · · φb(rN )

...
φn(r1) φn(r2) · · · φn(rN )

∣∣∣∣∣∣∣∣∣ . (2.9)

We adopt the notation used in Ref. [26], where a Slater determinant is denoted |Φ0⟩ =
|{abc...n}⟩. The antisymmetric property of the Slater determinant is seen from |{abc...n}⟩ =
−|{bac...n}⟩. The antisymmetry principle ensures that the electrons are indistinguishable.
Any single-electron spin orbital present in Φ0 is called an occupied orbital, and the other
are called virtual orbitals. Occupied orbitals are denoted by indices a, b, c, ..., and virtual
orbitals are denoted by indices p, q, r, .... If an electron in an orbital a, occupied in the
determinant, is promoted into a virtual orbital r, we denote this by Φp

a = {pbc...n}. If an
orbital may be either occupied or virtual, we denote this by indices i, j, k, .... The labels
m,n, ... are reserved to index particles in position representation.

The Hartree–Fock equations are found from the variational principle, by minimizing the
expectation value

⟨E⟩ = ⟨Φ0|Ĥ|Φ0⟩, (2.10)

with the explicit ansatz that the N -body system can be described by a single Slater deter-
minant. Adding a small admixture of a singly-excited state,

|Φ0⟩ → |Φ0⟩+ η|Φp
a⟩, (2.11)

⁴The Pauli exclusion principle for fermions such as electrons, implies that all individual orbitals, which are
referred to as spin orbitals |φiσ ⟩, must be unique. We will omit writing the spin σ in the following of this
section, with exception for Eq. (2.16).
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would change the expectation value,

⟨E⟩ → ⟨E⟩+ η
(
⟨Φp

a|Ĥ|Φ0⟩+ ⟨Φ0|Ĥ|Φp
a⟩
)
. (2.12)

The optimal Slater determinant is therefore found when the expectation value in Eq. (2.10)
is zero,

⟨Φp
a|Ĥ|Φ0⟩ = 0, (2.13)

which is known as Brillouin’s theorem, see e.g. Ref. [26].

In its general form, there are no restrictions on the solutions to Eq. (2.10), other than that
the wavefunctions have to be represented by single Slater determinants. Since we however
only study closed-shell atoms, we require the wavefunctions to correspond to a central-
field potential as done in Eq. (2.5). To allow only central-field potentials is known as the
restricted Hartree–Fock equations contrary to the unrestricted Hartree–Fock equations. We
may therefore expand a spatial wavefunction into a radial part and an angular part,

Φ0(r, θ, φ) =
P (r)

r
Yℓm(θ, φ). (2.14)

The angular part can be solved analytically by angular-momentum algebra, see e.g. Ref. [28],
and we are left with the radial part only. This leads to solving a coupled set of radial
Schrödinger equations for a single electron in a central potential, with an external potential
that handles the coupling among the electrons, see Ref. [26],

occ∑
a

[
− 1

2

d2

dr2
+
ℓa(ℓa + 1)

2r2
− Z

r
+ û(HF)

]
Pa(r) =

occ∑
a

εaPa(r). (2.15)

The analysis that follows will to a large extent be expressed in the language of second quan-
tization, where the Hamiltonian is composed of one- and two-particle operators while the
atom is composed ofN particles. The main reason for employing this formalism is that any
operator can be expressed as basic excitations, and that the antisymmetric criterion is au-
tomatically satisfied. The determinants that represent singly-excited states are constructed
in second quantization as

|Φpσ
aσ⟩ = â†pσ âaσ |Φ0⟩, (2.16)

where â†pσ creates an electron with spin σ in the virtual spatial orbital φp, and âaσ annihi-
lates an electron with spin σ in the occupied spatial orbital φa. In order to not overcrowd
the notation, the symbol p and a imply also σ, unless otherwise stated. Any one- and
two-particle operators can be written on the form

F̂ =
N∑

n=1

f̂n =
∑
ij

⟨i|f̂ |j⟩ â†i âj , (2.17a)

Ĝ =

N∑
n<m

ĝn,m =
1

2

∑
ijkl

⟨ij|ĝ|kl⟩ â†i â
†
j âlâk, (2.17b)
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where sums over n andm run over all particle and the sums over i, j, k and l run over the
full Fock space (occupied and virtual). The creation and annihilation operators thus act
on the spatial orbitals and create and annihilate a particle in the (spatial) orbital i, j, k or
l, respectively. The mean-field Hamiltonian Ĥ0 and the correction term V̂ can hence be
expressed as

Ĥ
(HF)
0 =

∑
n

(ĥ0 + û(HF)
n ) =

∑
ij

⟨i|ĥ(HF)|j⟩ â†i âj , (2.18a)

V̂ =
N∑

n<m

r−1
nm −

N∑
n=1

û(HF)
n (2.18b)

=
1

2

∑
ijkl

⟨ij|r−1
12 |kl⟩ â

†
i â

†
j âlâk −

∑
ij

⟨i|û(HF)|j⟩ â†i âj , (2.18c)

where r−1
12 = 1/|r1 − r2| is the distance between the two electrons. In particular, the

Hartree–Fock potential is given by

⟨i|û(HF)|j⟩ =
∑
c

(
⟨ci|r−1

12 |cj⟩ − ⟨ci|r−1
12 |jc⟩

)
. (2.19)

The second term, the exchange term, is nonlocal since each orbital is affected by the influ-
ence of the other orbitals evaluated at a different radial distance.

Since the matrix elements of the Hamiltonian can be decomposed into matrix elements of
one- and two-body operators, we here present them. The matrix elements of the one- and
two-particle operators between the reference Slater determinant and singly-excited states
can be found by using the anticommutation relations of the creation and annihilation op-
erators, found in e.g. Ref. [26], and are given by

⟨Φ0|F̂ |Φ0⟩ =
∑
a

⟨a|f̂ |a⟩, (2.20a)

⟨Φp
a|F̂ |Φ0⟩ = ⟨p|f̂ |a⟩, (2.20b)

⟨Φp
a|F̂ |Φ

q
b⟩ =

∑
c

⟨c|f̂ |c⟩δpqδab + ⟨p|f̂ |q⟩δab − ⟨b|f̂ |a⟩δpq, (2.20c)

⟨Φ0|Ĝ|Φ0⟩ =
1

2

∑
ab

(⟨ab|ĝ|ba⟩ − ⟨ab|ĝ|ab⟩) , (2.20d)

⟨Φp
a|Ĝ|Φ0⟩ =

∑
b

(⟨pb|ĝ|ab⟩ − ⟨pb|ĝ|ba⟩) , (2.20e)

⟨Φp
a|Ĝ|Φ

q
b⟩ =

∑
c

(⟨cp|ĝ|cq⟩ − ⟨cp|ĝ|qc⟩) δab − ⟨bp|ĝ|aq⟩+ ⟨bp|ĝ|qa⟩. (2.20f )
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A product sequence of operator in second quantization can conveniently be put on normal
form, which we denote by {...}. This means that the sequence of operators should be
permuted so that all core-creation operators â†a and virtual-annihilation operators âp appear
to the right. An operator product on this form which acts on the vacuum state will then
return numerical zero. There is an accumulated phase factor of −1 for each permutation
according to the anticommutation relations [3]. The mean-field Hamiltonian can then be
written as

Ĥ
(HF)
0 =

∑
ij

â†i âj⟨i|ĥ
(HF)|j⟩ =

∑
c

εc +
∑
i

{â†i âi}εi, (2.21)

and the correction term V̂ can be written as, cf. Ref. [3],

V̂ = V̂0 + V̂2, (2.22a)

V̂0 = −
∑
c

⟨c|û(HF)|c⟩+ 1

2

∑
cd

(
⟨cd|r−1

12 |cd⟩ − ⟨cd|r−1
12 |dc⟩

)
, (2.22b)

V̂2 =
1

2

∑
ijkl

{â†i â
†
j âlâk}⟨ij|r

−1
12 |kl⟩, (2.22c)

This shows that the correction beyond mean-field contributions can be decomposed into a
zero-body operator V̂0 and a two-body operator V̂2. For an arbitrary potential, there may
also be a one-particle contribution of the form

V̂1 =
∑
ij

{â†i âj}⟨i|v̂|j⟩; (2.23)

however this vanishes when ûn is chosen the Hartree–Fock potential û(HF)
n . In the case

of an external potential applied to the atom, the excitations will be treated as one-body
interactions, as discussed in Sec. 3. Furthermore, since the second term in V̂0 is half the
Hartree–Fock potential, we identify V̂0 as the first-order energy correction in Hartree–Fock,

V̂0 = E
(HF)
1 = −1

2

∑
c

⟨c|û(HF)|c⟩, (2.24)

and this term will shift the energy equally for all determinantal states. Since only relative
energy shifts are physical, this joint energy shift will not affect any physical reaction. Re-
garding the two-body operator V̂2, the indices will run independently over all core and
virtual orbitals. However, we will only be interested in certain combinations where i and j
belong to different subspaces, and likewise k and l belong to different subspaces, such that
one particle and one hole will enter the interaction and one particle and one hole will leave
the interaction. The only terms that we will need to consider are therefore explicitly given
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by

V̂2 =
1

2

∑
crsd

â†râdâ
†
câs

(
⟨cr|r−1

12 |sd⟩+ ⟨rc|r−1
12 |ds⟩ − ⟨cr|r−1

12 |ds⟩ − ⟨rc|r−1
12 |sd⟩

)
(2.25a)

=
∑
crsd

â†râdâ
†
câs

(
⟨cr|r−1

12 |sd⟩ − ⟨cr|r−1
12 |ds⟩

)
, (2.25b)

These contributions are interpreted as the direct and the exchange Coulomb interactions
and are shown as Goldstone diagrams in Fig. 5.

(a)

1
2 â

†
râdâ

†
câs⟨cr|r−1

12 |ds⟩ =
c

d

s

r

(b)

1
2 â

†
râdâ

†
câs⟨cr|r−1

12 |sd⟩ =
s c

dr

(c)

V̂2 =

c

d

s

r

+

s

r

c

d

+

s c

dr

+

d r

sc

Figure 5: Goldstone diagrams of the (a) direct and (b) exchange matrix elements of the V̂2 potential in Eq. (2.25). (c) The V̂2

potential expressed as Goldstone diagrams. The matrix elements that do not give a contribution are omitted.

2.2 Configuration interaction

The connection between the central-field model and the N -body Hamiltonian is formed
by separating the electron–electron effects from the one-electron Hamiltonian,

Ĥ = Ĥ0 + V̂ , (2.26)

with the many-electron effects beyond the mean-field description contained in V̂ , which
implies that the two-body interactions in Eq. (2.25) must be taken into account to some level
of approximation. If the central field contains most of the electron–electron interactions,
the treatment of V̂ can effectively be done with perturbation theory [26]. Alternatively,
many-body effects beyond that of the Hartree–Fock model can be treated variationally.
One variational procedure is the method of configuration interaction [29], which will be
discussed in the following.
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The determinant |Φ0⟩, found by solving the restricted Hartree–Fock equations, Eq. (2.15),
will serve as a starting point. Since all other possible determinants can be expressed as
excitations from the Hartree–Fock determinant, anyN -body determinant can be expanded
onto the linear combination

|Φ⟩ = α0|Φ0⟩+
∑
a,p

αp
a|Φp

a⟩+
∑
ab,pq

αpq
ab|Φ

pq
ab⟩+ ..., (2.27)

where the coefficients αi are found variationally and |Φp
a⟩ are constructed using Eq. (2.16).

For an N -electron system composed out of K (core and virtual) orbitals, this will yield(
K
N

)
configurations to account for. Hence, even for small systems, the number of terms

in the CI expansion is enormous. Therefore, the CI expansion is in practice truncated at
some point such that the main part of the electronic correlation effects is still accounted
for while ensuring that the computational basis is small enough. There are several ways
the CI expansion can be truncated. It is natural to directly truncate the number of virtual
orbitals in the calculation, but this would require an optimization of the virtual states to
represent physical excited states. If the expansion however is truncated at the level of single
excitations, it is known as configuration-interaction singles (CIS),

|Φ⟩ = α0|Φ0⟩+
∑
a,p

αp
a|Φp

a⟩. (2.28)

Truncation of the CI expansion will however have problems of size inconsistency. This
means that the energy of including two noninteracting particles is not twice the energy of
one of them [29]. When we will extend CIS to a time-dependent theory in Sec. 5, size
inconsistency will also enter in the sense that the field-polarization effects are accounted for
differently for the Hartree–Fock determinant and the singly-excited states. We will return
to the effect of truncating the configuration space when including a nonlocal potential such
as the exchange potential in Hartree–Fock, the second term of Eq. (2.19), in Sec. 4.1 where
we discuss the Thomas–Reiche–Kuhn (TRK) sum rule, see e.g. Ref. [3, 30]. In Fig. 6, the
particle–hole formalism used to describe the CIS basis is exemplified.
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Figure 6: Illustration of the creation of a particle and a hole from the ground state given by the Hartree–Fock determinant |Φ0⟩
to a singly-excited state given by the determinant |Φp

a⟩. The illustration is adapted from Ref. [26].

To decrease the computational effort of CIS we may choose to allow excitation from only
a subset of the included orbitals in the Hartree–Fock ground state. An example of this is
when only allowing excitation from, for instance, the 2p orbital in neon, while keeping
the electrons in the 1s and 2s orbitals in the core. We have used this approach in all of
our works involving CIS calculations in neon; allowing excitation (ionization) from the 2p
orbital only in Paper I, Paper II and Paper Iv, and the {2s, 2p} orbitals in Paper vI.

In Fig. 7 the 2s, 3s, and 4s wavefunctions in hydrogen are compared to corresponding
CIS wavefunctions in helium. The CIS wavefunctions follow the same nodal structure as
the hydrogen counterpart, but they are pulled in slightly by the Hartree–Fock potential.
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Figure 7: Comparison between the 2s, 3s, and 4s wave functions in hydrogen and in CIS helium.

3 Form of light–matter interactions

To introduce light–matter interactions, we treat the field externally and make the substi-
tution p̂i → p̂i − qA(ri, t) [1]. The light–matter description is hence understood semi-
classically, with the light part treated classically and acting on the quantized-matter part
treated quantum mechanically. The potentials A(r, t) and U(r, t) need to be constructed
such that the derived fields satisfy Maxwell’s equations (see Ref. [31]):

∇ ·E(r, t) =
ρ(r)

ϵ0
, (3.1a)

∇ ·B(r, t) = 0, (3.1b)

∇×E(r, t) = −∂B(r, t)

∂t
, (3.1c)

∇×B(r, t) = µ0j(r, t) + ϵ0µ0
∂E(r, t)

∂t
, (3.1d)

where µ0 is the vacuum permeability, and ρ(r, t) and j(r, t) are the charge density and
current density, respectively. The electric and magnetic fields derived from the potentials
are respectively given by

B(r, t) = ∇×A(r, t), (3.2a)

E(r, t) = −∇U(r, t)− ∂A(r, t)

∂t
. (3.2b)
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The total N -body Hamiltonian then becomes

Ĥ =
N∑

n=1

(
1

2me
[p̂n − qA(rn, t)]

2 − q2

4πϵ0

Z

|rn|

)
+

q2

4πϵ0

N∑
n>m=1

1

|rn − rm|
, (3.3)

which can be separated into the field-free Hamiltonian in Eq. (2.2) and a light–matter-
interaction Hamiltonian,

Ĥ = Ĥ(atom) + V̂ (int)(rn, t), (3.4)

where the atomic Hamiltonian is given by Eq. (2.2), and the interaction Hamiltonian is
given by two terms,

V̂ (int)(rn, t) = V̂
(int)
1 (rn, t) + V̂

(int)
2 (rn, t) : (3.5)

one linear in the vector potential,

V̂
(int)
1 (rn, t) = − q

2me

N∑
n=1

(p̂n ·A(rn, t) +A(rn, t) · p̂n) ; (3.6)

and one term quadratic in the vector potential,

V̂
(int)
2 (rn, t) =

q2

2me

N∑
n=1

|A(rn, t)|2. (3.7)

This interaction Hamiltonian is central to our treatment of ionization. There is a slight
discrepancy in notation compared to the Coulombic V̂ that is introduced as a correction
to the mean-field Hamiltonian in Sec. 2, Eq. (2.22). There, the indices 0, 1, 2 refer to the
potential being a zero-, one-, or two-body operator in the framework of second quantiza-
tion. For the interaction potentials V̂ (int)

1 and V̂ (int)
2 , on the other hand, the indices refer

to the order in which the vector potential appears.

3.1 Gauge considerations

By inserting the definition of the fields from the potentials in Eq. (3.2) into Maxwell’s
equations in Eq. (3.1), we obtain Maxwell’s equations in potential form:

∆U +
∂

∂t
(∇ ·A) = − ρ

ϵ0
, (3.8a)

∆A− 1

c2
∂2A

∂t2
−∇

(
∇ ·A+

1

c2
∂U

∂t

)
= −µ0j. (3.8b)
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Maxwell’s equations in potential form do not have a unique solution, but an infinite number
of potentials solve Eq. (3.8). This class of functions is found by a gauge transformation, given
by

A(rn, t) → A′(rn, t) = A(rn, t) +∇F (r, t), (3.9a)

U(rn, t) → U ′(rn, t) = U(rn, t)−
∂

∂t
F (rn, t). (3.9b)

These potentials all satisfy Eq. (3.8), while still corresponding to the same physical fields.
Since the potentials A and U do not uniquely determine the physical electric fields and
magnetic fields, while still satisfying Maxwell’s equations in Eq. (3.8), we need a gauge fixing
condition that removes the ambiguity of the potentials. A common choice is the Coulomb
gauge, ∇ ·A = 0. The scalar potential U can arbitrarily be chosen to zero asymptotically.
Under this condition, the canonical momentum operator and the vector potential commute
and the interaction Hamiltonian can be simplified to

V̂ (int)(rn, t) =

N∑
n=1

[
− q

me
p̂n ·A(rn, t) +

q2

2me
|A(rn, t)|2

]
. (3.10)

In a quantum-mechanical description of matter interacting with light, the gauge transfor-
mation in Eq. (3.9) corresponds to a time-dependent unitary transformation (T †T = 1),
see Ref. [32],

|ψ(rn, t)⟩ → |ψ′(rn, t)⟩ = T |ψ′(rn, t)⟩, (3.11)

with
T = exp

(
i
q

ℏ
F
)
. (3.12)

Not all unitary transformations correspond to a gauge transformation however. In order
for the unitary transformation to satisfy the gauge principle, the transformation function
F = F (rn,A, U, t) needs to be a local function of rn, A, U , and t, as these (or their
time derivatives) are the only variables necessary to completely specify the dynamics of the
system [32]. We refer to the local transformation of the wavefunction in Eq. (3.11) as a
gauge transformation of the first kind and the gauge transformations in Eq. (3.9) as a gauge
transformation of the second kind [33].

By entering the unitary transformation in Eq. (3.11) into the time-dependent Schrödinger
equation, we obtain

iℏ
∂

∂t
ψ′(t) = Ĥ ′(t)ψ′(t), (3.13)

where the transformed Hamiltonian is given by

Ĥ ′(t) = TĤ(t)T † + iℏ
∂T

∂t
T †. (3.14)
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Both the Hamiltonian and the wavefunction adapt to the gauge chosen and therefore also
the evolution operator. The evolution operator evolves a wavefunction, from an initial state
|ψ(t0)⟩ to a state |ψ(t)⟩, and is given by

Û(t, t0) = T exp

(
− i

ℏ

∫ t

t0

dt′ Ĥ(t′)

)
, (3.15)

where T is the time-ordering operator. We obtain by inserting the evolution operator into
Eq. (3.11)

|ψ′(rn, t)⟩ = T |ψ(rn, t)⟩
= T Û(t, t0)|ψ(rn, t0)⟩
= T Û(t, t0)T

†|ψ′(rn, t0)⟩
= Û ′(t, t0)|ψ′(rn, t0)⟩.

(3.16)

While the wavefunction depends on the gauge by the gauge transformation of the first kind,
Eq. (3.11), it follows from Eq. (3.16) that transition amplitudes are gauge invariant by

⟨ψf(t)|Û(t, t0)|ψi(t0)⟩ = ⟨ψ′
f(t)|Û ′(t, t0)|ψ′

i(t0)⟩. (3.17)

Any physical observable, derivable from the evolution operator, will hence be invariant
under a gauge transformation, c.f. Ref. [34], which means that

⟨ψ|Ô|ψ⟩ = ⟨ψ′|Ô′|ψ′⟩. (3.18)

It is not enough however that the observable is represented by a linear hermitian operator.
For instance, the Hamiltonian corresponds to an observable, but the absolute energy is
not a physical measurable in an experiment [32]. Another example of a gauge-dependent
quantity is the canonical momentum, which will be considered in our review of the dipole
approximation in Sec. 3.2. Moreover, the gauge principle in Eq. (3.18) is only valid if the
configuration space is complete. In Sec. 2.2 we introduced truncated configuration spaces,
in particular to the level of single excitations, CIS, for which the gauge principle is not
guaranteed. Indeed, in Sec. 5 where we extend the CIS approximation to a time-dependent
formulation, the gauge principle does not hold. We will discuss this matter for the cases of
velocity gauge and length gauge, which are introduced in Sec. 3.2. The gauge choice will then
be important since it affects the possible agreement with experimental data. For instance,
Kobe showed that velocity gauge is an unsuitable choice for describing a two-level atom in
a field [35], why length gauge should be preferred when studying Rabi dynamics. On the
other hand, the gauge choice is important from a practical point of view since a calculation
in a certain gauge may converge considerably faster. Notably, the length gauge is notorious
for requiring a large number of angular momenta to converge strong-field processes with
long-wavelength fields [23, 36], which inspired us to develop the TRK correction to velocity
gauge time-dependent configuration-interaction singles (TDCIS), described in Sec. 5.2, in
Paper vI.
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3.2 The dipole approximation

Consider a single electron bound to an atom that interacts with a field given by the vector
potential in the interaction Hamiltonian in Eq. (3.10). The extension to many electrons,
with coordinates rn, is readily obtainable. The vector potential, for simplicity monochro-
matic, but easily generalizable to any spectral components, is given by

A(r, t) = A0 cos(ωt− k · r) = A0

2

[
e−i(ωt−k·r) + ei(ωt−k·r)

]
ε̂, (3.19)

where ε̂ is the direction of polarization, ω is the angular frequency of the field, k is the
associated wave vector with magnitude |k| = 2π/λ, andA0 = |A(r, t)| describes the am-
plitude of the vector potential. The first term in the interaction Hamiltonian in Eq. (3.10),
V̂

(int)
1 , may induce a transition from a bound state in the atom, |ψi⟩, to a continuum state

|ψf ⟩, by absorption of a photon. The transition rate for an interaction of duration T is
given by Fermi’s golden rule, see for instance Ref. [1],

Γ =
∑
f

wfi =
2π

ℏ
q2

m2
e

A2
0

4

∑
f

|⟨ψf |p̂ε̂e−i(ωt−k·r)|ψi⟩|2δ(T )(Ef − Ei − ℏω), (3.20)

where δ(T ) is the delta function of width ℏ/T of the final continuum states, which we
evaluate at Ef = Ei + ℏω. We only consider exp[−i(ωt−k · r)] for absorption, and the
individual transition rates are therefore given by

wfi =
A2

0q
2π

2m2
eℏ

|⟨ψf |p̂ε̂e−i(ωt−k·r)|ψi⟩|2. (3.21)

For a wavelength much longer than the atomic radius, λ ≫ α0 ≈ 5.29 × 10−11m =
5.29 Å, referred to the Bohr radius, the spatial dependence of the vector potential can be
neglected since the electrons are (approximately) subject to a spatially uniform field. This
is done by keeping only the zeroth-order term of the expansion,

eik·r = 1 + ik · r+O
(
|k · r|2

)
≈ 1. (3.22)

The first-order term is small, k ·r ∼ 2πr/λ≪ 1, for the fields considered. A typical XUV
field with photon energy ℏω ∼ 50 eV has a wavelength of roughly λ ∼ 25 nm, compared
to the radius of the atom of a few Å⁵, which is a fraction of a percent of the wavelength.

Within the dipole approximation it follows from Eq. (3.2) that the magnetic field is zero
and the electric field is a function of only time,

E(t) = −dA(t)

dt
. (3.23)

⁵The radius of an atom is however not a well-defined physical constant as one can assert many different
measures of the atom’s spatial extent.
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The one-particle Hamiltonian, which we refer to as the velocity gaugeHamiltonian, becomes

Ĥ(vg)(r, t) =
p̂2

2me
+ V̂

(int)
1 + V̂

(int)
2 + V̂c(r), (3.24)

with the term linear in the vector potential given by

V̂
(int)
1 (t) = − q

me
p̂ ·A(t), (3.25)

and the term quadratic in the vector potential given by

V̂
(int)
2 (t) =

q2|A(t)|2

2me
. (3.26)

By performing a gauge transformation with F = −A(t) · r, we obtain the length gauge
Hamiltonian,

Ĥ(lg)(r, t) =
p̂2

2me
− qr̂ ·E(t) + V̂c(r). (3.27)

In the same way as the dipole approximation enters Fermi’s golden rule in Eq. (3.20), we
may describe bound state transitions within the dipole approximation. In length gauge,
the transition matrix elements are given by

ℏΩ = −q⟨ψm|r̂ ·E(t)|ψn⟩, (3.28)

which we recall defines the Rabi frequency in Eq. (1.14). From this matrix element we may
define the (e.g. z-component) oscillator strength between two bound states,

fmn =
2me

ℏ
ωmn|⟨ψm|ẑ|ψn⟩|2, (3.29)

which describes the dimensionless probability of an (electric) dipole transition. We will
return to the oscillator strength in Sec. 4.1 where we discuss sum rules for atomic transitions.
Sum rules will be important to understand the limitations of truncated configuration spaces
as mentioned briefly in the end of Sec. 3.1.

The dipole moment ⟨ψm|ẑ|ψn⟩ imposes a set of rules, between which quantum states a
transition may occur. These well-known selection rules are stringent and decide whether
a dipole transition is possible [22]. Apart from these rules, Fano discussed the existence
of propensity rules [37], which say that the angular momentum tends to increase, rather
than decrease, after absorption of a photon. These rules were extended by Busto et al. [38]
to include continuum transitions, and studied in higher order by including exchange of
multiple photons in the continuum in Paper I. In Sec. 7.1 where we summarize the results
of Paper I, propensity rules and intrinsic differences between absorption and emission of
photons in the continuum are discussed.

26



The canonical momentum in either gauge is given by p̂ = −iℏ∇, but its connection to the
kinetic momentum varies. In length gauge, the kinetic momentum equals the canonical
momentum: Π̂ΠΠ = p̂, but in general it is given by

Π̂ΠΠ = p̂− qA. (3.30)

That Π̂ = p̂ in length gauge can be understood directly from the gauge transformation in
Eq. (3.9a) of A(t) which gives zero,

A(lg)(t) = A(vg)(t) +∇F = 0. (3.31)

As mentioned, the canonical momentum is not a measurable quantity, but the kinetic
momentum is on the other side, and has expectation value ⟨Π̂ΠΠ⟩ = ⟨p̂⟩ − qA. In both
length gauge and velocity gauge, the canonical momentum and the kinetic momentum
will be equal asymptotically, when we deal with finite pulses, A(t > tasympt.) = 0.

We will further employ the reduced velocity gauge, which is obtained from the velocity
gauge by a gauge transformation with

T (t) = exp

[
−i
q

ℏ

∫ t

dt′
A2(t′)

2

]
. (3.32)

In this case, the Hamiltonian becomes

Ĥ(vg′)(r, t) =
p̂

2me
V̂

(int)
1 (t) + V̂c(r). (3.33)

4 Sum rules for oscillator strengths

Sum rules exist for the oscillator strengths. One sum rule that has been used extensively
in this thesis is the TRK sum rule, see e.g. Ref. [3, 30]. The TRK sum rule is a general
sum rule that is valid for any atom or molecule with or without an external static electric
field [3].

TRK has been used extensively in Paper vI to calculate the polarization energy shift in a
CIS calculation. In the following section, Sec. 4.1, TRK is derived. We then use TRK in
Sec. 4.2 to calculate energy shifts for static and oscillating low-frequency fields by using
perturbation theory.
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4.1 Derivation of Thomas–Reiche–Kuhn sum rule

The Thomas–Reiche–Kuhn sum rule expresses that the sum of all oscillator strengths is
equal to the number of electrons, ∑

n′

fnn′ = N, (4.1)

see Eq. (61.1) in Ref. [3]. Consider the sum of all oscillator strengths, as defined in Eq. (3.29),∑
m

fnm =
2me

ℏ
∑
m

(Em − En)|⟨m|ẑ|n⟩|2, (4.2)

where |n⟩ and |m⟩ are eigenstates to the one-particle Hamiltonian with a local potential
with respective energies En and Em. We will use two elementary commutation relations⁶,

[Ĥ, ẑ] = − iℏ
me

p̂z, (4.3)

[p̂z, ẑ] = −iℏ
Ne∑

n,m=1

δn,m = −iℏN, (4.4)

the first of which is used to write∑
m

fnm = −2i

ℏ
∑
m

⟨n|ẑ|m⟩⟨m|p̂z|n⟩. (4.5)

We further use that fnm = −fmn to write∑
j

fnm =
∑
m

1

2
(fnm − fmn), (4.6)

which gives the TRK relation∑
m

fnm =
i

ℏ
⟨n|[p̂z, ẑ]|n⟩ = N. (4.7)

⁶The first of these relations, Eq. (4.3), is valid only in the presence of local potentials such as the Hartree
potential. For a nonlocal potential on the other hand, such as the Hartree–Fock exchange potential, it only
holds approximately. We will return to this restriction when discussing the TRK correction to TDCIS in
Sec. 5.2.
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4.2 Energy shifts from sum rules

The eigenstates of the field-free Hamiltonian in Eq. (2.2), will no longer be the eigenstates
if an external static electric field E is applied. An atom subjected to a static electric field
will have its ground state energy level shifted proportional to the static polarizability of the
atom α0 in what is known as the dc Stark shift,

d∆E1

dE
= −α0E. (4.8)

The TRK sum rule in Eq. (4.7) can be used to calculate these energy shifts of a general
atom in an external static potential [3]. Although the general applicability of TRK, we here
perform the calculation of the Stark shift of the ground state for an atom in the context of
CIS. We therefore use the Hartree–Fock ground state |Ψ0⟩ → |Φ0⟩ as reference, and the
singly-excited states |Ψn⟩ → |Φp

a⟩ to represent excitations.

Consider the total Hamiltonian given by the atomic Hamiltonian with an external and
spatially uniform static vector potential, acting along the z-axis. In the framework of second
quantization, cf. Eq. (2.17), the potential is given by

V̂
(static)
1 = − q

me
A0

N∑
ij

⟨i|p̂z|j⟩â†i âj . (4.9)

Within CIS, and to second-order perturbation theory, the energy shift of the Hartree–Fock
ground state, due to interaction with the potential in Eq. (4.9), is given by

∆E
(2)
1 = lim

η→0+

∑
ap

⟨Φ0|V̂ (static)
1 |Φp

a⟩⟨Φp
a|V̂ (static)

1 |Φ0⟩
εa − εp + iη

. (4.10)

The Hartree–Fock ground state is defined to have zero energy, and we therefore omit it
in the energy denominator. The one-particle matrix elements are nonzero only for the
case when i is a bound orbital and j is a virtual orbital, in accordance with Eq. (2.20b),
⟨Φ0|V̂ (static)

1 |Φp
a⟩ = ⟨a|v̂1|p⟩. By using the relation between p̂z and ẑ under commutation

with the atomic Hamiltonian in Eq. (4.3), we may write this as

∆E
(2)
1 = i

q2

meℏ
A2

0

2
lim

η→0+

∑
ap

1

εa − εp + iη

×
(
⟨a|p̂z|p⟩⟨p|

[
Ĥ(atom), ẑ

]
|a⟩+ ⟨a|

[
Ĥ(atom), ẑ

]
|p⟩⟨p|p̂z|a⟩

)
,

(4.11)

which simplifies to

∆E
(2)
1 = i

q2

meℏ
A2

0

2

∑
ap

(⟨a|p̂z|p⟩⟨p|ẑ|a⟩ − ⟨a|ẑ|p⟩⟨p|p̂z|a⟩) . (4.12)
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The sum over p can be simplified by the identity
∑

p |p⟩⟨p| = 1−
∑

b |b⟩⟨b|, but the sum
over core orbitals b yields zero. We may therefore replace the sum over the virtual space by
identity to obtain∑

ap

(⟨a|p̂z|p⟩⟨p|ẑ|a⟩ − ⟨a|ẑ|p⟩⟨p|p̂z|a⟩) =
∑
a

⟨a|[p̂z, ẑ]|a⟩ = −iℏN, (4.13)

which is in accordance with the TRK rule. The second-order energy shift of a static vector
potential is hence given by

∆E
(2)
1 =

q2A2
0

2me
N. (4.14)

The corresponding ac Stark shift of an atom in an oscillatory potential is calculated in a sim-
ilar fashion. Consider the interaction terms in the velocity gauge Hamiltonian in Eq. (3.24)
with the vector potential polarized along the z-axis, expressed in second quantization,

V̂
(int)
1 (t) = − q

me
A(t)

∑
ij

⟨i|p̂z|j⟩â†i âj , (4.15)

for the term linear in the vector potential, and

V̂
(int)
2 (t) =

q2A2(t)

2me
n̂, (4.16)

for the term quadratic in the vector potential. The operator n̂ is the number operator

n̂ =
∑
i

â†i âi. (4.17)

We can decompose the term linear in the vector potential into co-rotating and counter-
rotating parts,

V̂1(t) = V̂
(+)
1 exp(−iωt) + V̂

(−)
1 exp(iωt), (4.18)

with
V̂

(+)
1 = V̂

(−)
1 = − q

2me
A0

∑
ij

⟨i|p̂z|j⟩â†i âj . (4.19)

In lowest-order perturbation theory, the energy shift due to interaction with the potential
linear in the vector potential is given, within the rotating-wave approximation, by

⟨∆E(2)
1 (ω)⟩ = lim

η→0+

∑
n

⟨Ψ0|V̂ (+)
1 |Ψn⟩⟨Ψn|V̂ (−)

1 |Ψ0⟩
E0 − ℏω − En + iη

+
⟨Ψ0|V̂ (−)

1 |Ψn⟩⟨Ψn|V̂ (+)
1 |Ψ0⟩

E0 + ℏω − En + iη
.

(4.20)
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We may Taylor expand this expression about ω = 0 to identify the leading terms of the
energy shift. The expression and its Taylor expansion are on the form

v

ε+ ℏω
+

v

ε− ℏω
= 2

v

ε

(
1 +

ℏ2ω2

ε2

)
+O(ω4), (4.21)

which provides us with the expression

⟨∆E(2)
1 (ω)⟩ = 2

∑
n ̸=0

(
⟨∆E(2)

n,1,0⟩+ ⟨∆E(2)
n,1,2⟩

)
+O(ω4)

= 2
∑
n ̸=0

(
|(V (int)

1 )0n|2

E0 − En
+

ℏ2ω2

(E0 − En)2
|(V (int)

1 )0n|2

E0 − En

)
+O(ω4),

(4.22)

By using the expression for the oscillator strengths in Eq. (3.29), the zeroth-order term can
now be evaluated using the TRK sum rule in Eq. (4.2), which gives

⟨∆E(2)
1,0⟩ = −2

q2A2
0

8me

∑
n ̸=0

fn0 = −q
2A2

0

4me
N. (4.23)

This is half the value obtained for a static field, Eq. (4.14). The factor of two difference
is comes from averaging over the electric field and can be understood in terms of energy
conservation. In order for the energy to be conserved, by absorbing one photon and emit-
ting one photon, we must act once with V̂ (+)

1 and once with V̂ (−)
1 . In the limiting case

of ω → 0, we may however act with any combination of V̂ (±)
1 , while still fulfilling energy

conservation. The total second-order energy shift due to V̂1 is therefore calculated to

⟨∆E(2)
1 (ω)⟩ = −A

2
0

4

(
q2

me
N + ω2α0

)
+O(ω4), (4.24)

where

α0 =
q2

me

∑
n ̸=0

fn0
(ω0 − ωn)2

(4.25)

is identified as the atomic polarizability [39]. The sum in Eq. (4.25) is interpreted as the
sum of the polarizabilities of the individual atomic oscillators weighted by their respective
oscillator strengths.

The energy shift due to the first-order interaction in V̂2 can be evaluated directly to

⟨∆E(1)
2 (ω)⟩ = q2⟨A2(t)⟩

2me
N =

q2A2
0

4me
N, (4.26)

31



which means that the zeroth-order energy shift due to the V̂1 potential cancels by the energy
shift of the V̂2 potential. We are thus left with only the shift due to the atomic polarizability

⟨∆E(2)(ω)⟩ = −ω
2A2

0α0

4
+O(ω4) = −E

2
0α0

4
+O(ω4). (4.27)

This delicate cancellation is unique to the velocity gauge and is the background to the TRK
correction to TDCIS in Paper vI, which we discuss in Sec. 5.2. In length gauge on the other
hand, this energy shift is retrieved directly, and we do not rely on any such cancellation.

5 Time-Dependent Configuration-Interaction Singles

With the electronic structure of the atom established in Sec. 2 and the form of light–matter
interactions given in Sec. 3 and Sec. 4, we here combine these parts to develop the equa-
tions of motion of an atom subject to an electric field. We treat this within the TDCIS
approximation as done in Refs. [40, 41].

5.1 Derivation of equations of motion

We start from the CI expansion as given in Eq. (2.27), truncated at the level of single
excitations, where |Φ0⟩ is the HF determinant found from the variational principle by
minimizing Eq. (2.10), and |Φp

a⟩ are single-excitation determinants constructed according
to Eq. (2.16). The time dependence, which is contained in the electric field, is put in the
expansion coefficients α, to yield

|Ψ(t)⟩ = α0(t)|Φ0⟩+
∑
a,p

αp
a(t)|Φp

a⟩. (5.1)

These states are therefore the field-free eigenstates of the mean-field Hamiltonian since only
the coefficients are let to vary. The corresponding equations of motion of the expansion
coefficients will be a system of ordinary differential equations where we specify the initial
condition in α(t0). Often, but not necessarily always, the initial condition is that the
atom is found in its ground state configuration described by the HF determinant |Φ0⟩.
This corresponds to the initial conditions α0(t0) = 1 and αp

a(t0) = 0, with the phase
arbitrarily fixed to zero at t = t0.

To derive the equations of motion in TDCIS, we insert the state in Eq. (5.1) into TDSE,
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Eq. (2.1), and project on |Φ0⟩ and |Φp
a⟩, to obtain

iα̇0(t) = α0(t)⟨Φ0|Ĥ|Φ0⟩+
∑
a,p

αp
a(t)⟨Φ0|Ĥ|Φp

a⟩, (5.2a)

iα̇p
a(t) = α0(t)⟨Φp

a|Ĥ|Φ0⟩+
∑
b,q

αq
b(t)⟨Φ

p
a|Ĥ|Φq

b⟩. (5.2b)

To work out the matrix elements in Eq. (5.2) we combine the atomic Hamiltonian from
Sec. 2, expressed as a mean-field Hamiltonian and a perturbation as in Eq. (2.18), with
the light–matter interaction Hamiltonian from Sec. 3, such that the N -electron system
interacting with an external electric field is given by

Ĥ(t) = Ĥ
(HF)
0 + V̂ + V̂ (int)(t). (5.3)

In particular, we make use of the normal form of the correction V̂ = V̂0 + V̂2, given in
Eq. (2.22).

Within the noggles subspace

The diagonal HF matrix element within the subspace of no excitations (the noggles sub-
space) in Eq. (5.2a) gives an energy shift equal to the zeroth-order HF energy, E(HF)

0 , by
summing over the one-particle HF orbital energies,

⟨Φ0|Ĥ(HF)
0 |Φ0⟩ =

∑
c

(
⟨c|ĥ0|c⟩+ ⟨c|û(HF)|c⟩

)
=
∑
c

εc = E
(HF)
0 .

(5.4)

We identify further an energy shift equal to the first-order HF energy, E(HF)
1 , due to the

zero-body potential V̂0, see Eq. (2.24),

⟨Φ0|V̂0|Φ0⟩ = −1

2

∑
c

⟨c|û(HF)|c⟩ = E
(HF)
1 . (5.5)

For the second-order correction term, we instead have

⟨Φ0|V̂2|Φ0⟩ = 0. (5.6)

It is therefore customary to shift the energy by the total HF energy contribution E(HF) =

E
(HF)
0 +E

(HF)
1 , such that the ground-state energy is defined zero. This renders the TDCIS

equations of motion compact and has no effect on the dynamics. This yields in total a
Hamiltonian of the form

Ĥ(t) = Ĥ
(HF)
0 + V̂0 + V̂2 − E(HF) + V̂

(int)
1 (t), (5.7)
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where the total atomic matrix element within the noggles subspace is defined zero,

⟨Φ0|Ĥ(HF)
0 + V̂ − E(HF)|Φ0⟩ = 0. (5.8)

The matrix element of the light–matter interaction term will be discussed below.

Within the singles supsace

For the matrix elements of the singly-excited states in Eq. (5.2b), we have for the mean-field
Hamiltonian a one-body operator, evaluated using Eq. (2.20c),

⟨Φp
a|Ĥ

(HF)
0 |Φq

b⟩ =
∑
c

εcδabδpq + (εp − εa)δabδpq, (5.9)

which is the zeroth-order energy of the atom in its ground state plus the energy for moving
one electron from a core orbitalφa to a virtual orbitalφp. For the potential V̂ , we obtain the
first-order energy correction to the ground-state energy for the zeroth-order potential term,
as in the case of the matrix element of the HF ground state in Eq. (5.5), and a correction to
the two-body Coulomb interaction,

⟨Φp
a|V̂0 + V̂2|Φq

b⟩ = E
(HF)
1 δabδpq + ⟨bp|r−1

12 |qa⟩ − ⟨bq|r−1
12 |aq⟩. (5.10)

Coulomb matrix elements

The signs of the (negative) direct and (positive) exchange terms in Eq. (5.10) can be under-
stood by looking at the two-body matrix element, cf. Eq. (2.20f),

⟨Φp
a|r−1

12 |Φ
q
b⟩ =

∑
c

(
⟨cp|r−1

12 |cq⟩ − ⟨cp|r−1
12 |qc⟩

)
δab − ⟨bp|r−1

12 |aq⟩+ ⟨bp|r−1
12 |qa⟩,

(5.11)
where the sum over the core orbitals φc is the HF potential between two virtual states, from
which we adjust for that there is no occupation in orbitals φb and φa. We further shift the
energies with E(HF), to get

⟨Φp
a|Ĥ

(HF)
0 + V̂ −E(HF)|Φq

b⟩ = (εp − εa)δabδpq + ⟨bp|r−1
12 |qa⟩− ⟨bq|r−1

12 |aq⟩. (5.12)

According to Brillouin’s theorem, Eq. (2.13), there is no coupling due to the atomic part
of the Hamiltonian between the HF reference Slater determinant and the singly-excited
determinants,

⟨Φp
a|Ĥ

(HF)
0 + V̂ |Φ0⟩ = ⟨Φp

a|Ĥ
(HF)
0 + V̂0 + V̂2|Φ0⟩ = 0. (5.13)
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Dipole matrix elements

For the interaction term V̂
(int)
1 (t), we opt for the reduced velocity gauge as in Eq. (3.33),

where the interaction term is given by the one-body momentum operator defined as in
Eq. (4.15). The matrix elements represent dipole transitions between atomic states and
therefore the diagonal matrix elements are zero in order to respect parity,

⟨Φ0|V̂ (int)
1 |Φ0⟩ = ⟨Φp

a|V̂
(int)
1 |Φp

a⟩ = 0. (5.14)

The interaction term is however responsible for transitions between the noggles and the
singles subspaces. To evaluate the dipole matrix elements between the HF ground state
and singly-excited states, as well as the dipole matrix elements between singly-excited states
of opposite parity, we use Eq. (2.20b)–(2.20c). This provides us with the elements

⟨Φ0|V̂ (int)
1 |Φp

a⟩ = A(t) · ⟨a|p̂|p⟩, (5.15a)

⟨Φp
a|V̂

(int)
1 |Φq

b⟩ = A(t) · (⟨p|p̂|q⟩δab − ⟨b|p̂|a⟩δpq) . (5.15b)

Equations of motion

By inserting the Coulomb matrix elements and the dipole matrix elements retrieved above
into Eq. (5.2), we obtain the equations of motion

iα̇0 =
√
2A(t) ·

∑
a,p

αp
a(t)⟨a|p̂|p⟩, (5.16a)

iα̇p
a(t) = (εp − εa)α

p
a(t) +

∑
b,q

αq
b(t)

(
2⟨bp|r−1

12 |qa⟩ − ⟨bp|r−1
12 |aq⟩

)
+A(t) ·

(√
2α0(t)⟨p|p̂|a⟩+

∑
q

αq
a(t)⟨p|p̂|q⟩ −

∑
b

αq
b(t)⟨b|p̂|a⟩

)
,

(5.16b)

where the
√
2 factors in front of the matrix elements between core and virtual orbitals, and

the factor 2 in front of the Coulomb matrix elements, come from using the spin-singlet
ansatz, which takes the form

|Φp
a⟩ =

1√
2

(
â†p+âa+ + â†p−âa−

)
|Φ0⟩. (5.17)

Otherwise in this thesis we specify matrix elements using spin orbitals.

We may further define the collected-excitation orbital, in line with Ref. [40], as the sum of
all possible excitations associated with a hole in orbital φa,

|Xa⟩ =
∑
p

â†pâa|Φ0⟩αp
a(t), (5.18)
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or the equivalent references from the vacuum,

|χa⟩ =
∑
p

â†p|∅⟩αp
a(t). (5.19)

5.2 Thomas–Reiche–Kuhn correction

The polarizing energy shifts discussed in Sec. 4.2 are valid only in the case where the con-
figuration space is complete. In Sec. 4 we point out the size-inconsistency problem, which
appears for truncated configuration spaces. In Paper vI we observed a similar effect in
velocity-gauge TDCIS because the virtual transitions to the doubles space are missing. In
velocity-gauge TDCIS, the polarization is therefore unbalanced since the second-order po-
larization is included in the ground state, but not in the singly-excited states. We adjust
for this by postulating an effective potential, which takes care of the polarization due to
virtual transitions from the singles to the doubles space and back. The effective potential
is formed based on arguments from the TRK sum rule, but adapted to a time-dependent
formulation,

V̂
(S)
TRK(t) = VTRK(t)P̂1 = − q2

2me
(Ñ − 1)A2(t)P̂1, (5.20)

where Ñ is the effective number of electrons obtained with the TRK sum rule in CIS⁷, and
P̂1 is a projector onto the singles,

P̂1 =
∑
ap

|Φp
a⟩⟨Φp

a|. (5.21)

We may add the effective potential in Eq. (5.20) to the Hamiltonian in Eq. (5.3), to obtain

ĤTRK = Ĥ + V̂
(S)
TRK. (5.22)

To introduce this correction with minimal computational effort, we identify that the closure
of CIS allows us to move the correction from the singles to the noggles by performing the
transformation

Ĥ ′
TRK = ĤTRK − VTRK(t)ÎCIS, (5.23)

⁷As mentioned, the derivation of TRK in Sec. 4.1 holds only for local potentials, but the exchange part
of V̂2 does therefore not commute with the position operator. This means that the commutator relation in
Eq. (4.3) can be used only approximately, and TRK can hence only be applied to calculate an approximate
number of electrons Ñ .
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where ÎCIS = P̂0 + P̂1. We obtain the following equations of motion in atomic units:

iα̇0 =
√
2A(t) ·

∑
ap

αp
a(t)⟨a|p̂|p⟩+

Ñ − 1

2
A2(t)α0(t), (5.24a)

iα̇p
a(t) = (εp − εa)α

p
a(t) +

∑
bq

αq
b(t)

(
2⟨bp|r−1

12 |qa⟩ − ⟨bp|r−1
12 |aq⟩

)
+A(t) ·

(√
2α0(t)⟨p|p̂|a⟩+

∑
q

αq
a(t)⟨p|p̂|q⟩ −

∑
b

αq
b(t)⟨b|p̂|a⟩

)
.

(5.24b)

The effective potential that adjusts for the lack of core polarization of excited states to
mitigate the size-inconsistency problem in velocity-gauge TDCIS that we discuss here and
presented in Paper vI is a different approach than e.g. Sato et al. [42]. They instead deduce a
gauge-independent formulation of TDCIS by successively rotating the orbitals in each time
step. This enforces a time dependence of not only the expansion coefficients {α0, α

p
a}, but

also the orbitals {Φ0(t), Φ
p
a(t)}, which is necessary in order to obtain gauge-independent

observations, see e.g. Ref. [43] for a review on the topic.

6 Photoionization dynamics

In this Section, we introduce photoionization of atoms within CIS. We introduce the
methodologies time-dependent surface flux [44, 45] (tSURFF) and its extension infinite-
time surface flux [46] (iSURFF), described in Sec. 6.4 and Sec. 6.5, respectively. We de-
scribe photoionization of anN -electron atom in CIS by the process of removing an electron
from one of the core orbitals and to create a free plane-wave particle described by the Volkov
Hamiltonian. We therefore also present the Volkov solutions in Sec. 6.1, which were ini-
tially introduced to describe a single relativistic particle under the influence of a sinusoidal
field [47], but are today routinely used to model non-relativistic electrons in strong low-
frequency laser fields, as will be described in Sec. 6.1.

Much of the dynamics in photoionization experiments in attosecond and free-electron sci-
ences can be described already at the single-electron level, especially for experiments that
make use of strong laser fields that dominate the atomic dynamics. We therefore intro-
duce the Keldysh–Faisal–Reiss theory [17, 48, 49] (KFR) in Sec. 6.3. As a preliminary,
we introduce S-matrix theory to solve time-dependent scattering problems. This lays the
groundwork for many of the methods in this thesis, depending on which Hamiltonian and
which scattering states are used. For instance, KFR and tSURFF employ the Volkov states
as scattering states. We restrict the discussion to light–matter interactions within the dipole
approximation as described in Sec. 3.2, and provide expressions both in velocity gauge and
in length gauge. We emphasize that the vector potential refers to the velocity gauge vector
potential, A(t) = A(vg)(t).
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6.1 Volkov solutions for a free particle in a field

The dynamics of a free electron under the influence of an external electric field is described
by the Volkov Hamiltonian. This Hamiltonian is in atomic units given by

Ĥ(V)(t) =

{
p̂2

2 +A(t) · p̂+ A2(t)
2 velocity gauge,

p̂2

2 +E(t) · r̂ length gauge.
(6.1)

The solutions to the TDSE, Eq. (2.1), with the Volkov Hamiltonian is given by the Volkov
state vector. Since the electron is free from any confining potential it takes the form of a
plane wave,

|χk(r, t)⟩ = |k⟩e−iS[k,t], (6.2)

where the plane-wave wavefunction is given by

⟨r|k⟩ = φk(r) =
exp(ik · r)
(2π)−3/2

. (6.3)

The denominator ensures that the plane waves, and therefore also the Volkov waves, are
δ-normalized, ∫

d3r χ∗
k′χk = δ(k− k′). (6.4)

As the particle propagates in the presence of the oscillating field it acquires a phase S[k, t],
which depends on the kinetic momentum of the electron, and time. In velocity gauge, the
acquired phase is given by the functional

S[k, t] =
∫ t

tref

dt′
(k+A(t′))2

2
. (6.5)

The corresponding expression for the Volkov phase in length gauge can be retrieved by
applying a gauge transformation, using Eq. (3.11) with the transformation function F =
−A(t) · r, to the Volkov state derived from Eq. (6.2). This yields a Volkov phase of the
form

S[k, r, t] =
∫ t

tref

dt′

[
(k+A(t′))2

2
− r ·E(t′)

]
. (6.6)

The reference time tref can be chosen arbitrarily, as it only yields a phase term that is in-
significant to any physical observables. We identify the expressions for the phase as the
action integral of an electron that propagates in a field,

S =

∫ t

dt′ L(t′), (6.7)
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where L is the Lagrangian corresponding to a free particle in a field, given by

L =

{
(k+A(t))2

2 velocity gauge,
(k+A(t))2

2 − r ·E(t) length gauge.
(6.8)

An equivalent formulation of the Volkov waves is to write the plane waves with the kinetic
momentum instead of the canonical momentum. The dependence on position is then
moved out of the action integral, so that the treatment of the Volkov phase is common in
both choices of gauge,

χk(r, t) =
eik̃·r

(2π)3/2
e−

i
2

∫ t dt′ (k+A(t′))2 , (6.9)

where

k̃ =

{
k velocity gauge,
k+A(t) length gauge.

(6.10)

Further, the plane waves appearing in Eq. (6.2) are often evaluated in terms of the multipole
expansion,

eik·r = 4π
∞∑
ℓ=0

iℓjℓ(kr)
ℓ∑

m=−ℓ

Y ∗
ℓm(Ωr)Yℓm(Ωk), (6.11)

where jℓ(kr) is the ℓth order spherical Bessel function evaluated at z = kr and j′(z) is
the derivative with respect to z.

When discussing the tSURFF method in Sec. 6.4, we will make use of the Volkov state
and Volkov Hamiltonian expressed in second quantization. The Volkov state is retrieved
by creation of a plane wave,

|χk(t)⟩ = |k⟩e−iS(k,t) = â†k|∅⟩e−iS(k,t), (6.12)

with an acquired phase given by the Volkov action, here expressed in velocity gauge. The
plane waves are not orthonormal to the states in the CIS basis, and the usual anticommuta-
tion relations found for the core and virtual orbitals do therefore not hold. We may express
the plane-wave creation operator in terms of the CIS basis as

â†k =
∑
i

⟨i|k⟩â†i , (6.13)

and the corresponding anticommutation relations are given by

{â†k, â
†
i} = 0, (6.14a)

{âk, âi} = 0, (6.14b)

{â†k, âi} = ⟨i|k⟩. (6.14c)
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When the Volkov state is created by removing a core electron from a reference state to create
a plane wave, we account for this by writing the many-body equivalent of Eq. (6.12),

|χk,a(t)⟩ = â†kâa|Φ0⟩e−iSa(k,t), (6.15)

where
exp[−iSa(k, t)] = exp[−iS(k, t)] exp[−iεat]. (6.16)

The dynamics are hence ruled by the adjusted Volkov Hamiltonian, cf. Ref. [50],

Ĥ(V)
a = Ĥ(V) − εa. (6.17)

6.2 Time-dependent scattering theory

S-matrix theory is introduced to solve time-dependent scattering problems where the Hamil-
tonian can be split into two parts: one known reference Hamiltonian, Ĥ0, and one in-
teraction Hamiltonian, V̂ (int), which gives rise to transitions. We discuss the S-matrix
elements, which give the exact transition matrix elements in photoionization of atoms in
the single-particle case. The reference Hamiltonian may have a time dependence, but all
the external interactions need to be contained in the interaction Hamiltonian. We will
ultimately deal with an atomic system interacting with an external light field, and hence
the reference Hamiltonian will be theN -body atomic Hamiltonian in Eq. (2.2). However,
all the photoelectron methods presented in this thesis reduce to single-particle expressions,
where the S-matrix formalism serves as a starting point. The following derivation of the S
matrix follows closely that of Ref. [23].

Let Ψ denote the exact solution to the TDSE in Eq. (2.1) with the full Hamiltonian in
Eq. (3.4), and let Φ denote the exact solution to TDSE with the noninteracting Hamilto-
nian Ĥ0,

iℏ
∂

∂t
|Φ(t)⟩ = Ĥ0|Φ(t)⟩. (6.18)

For a finite field, the light–matter interaction will asymptotically vanish, and the full Hamil-
tonian will therefore approach the noninteracting Hamitlonian,

lim
t→±∞

Ĥ = Ĥ0. (6.19)

The asymptotic behavior of the solution to TDSE with the total Hamiltonian is therefore
that they attain the noninteracting wavefunction in the beginning and end of time,

lim
t→−∞

|Ψ(+)
i (t)⟩ = |Φi⟩, (6.20a)

lim
t→+∞

|Ψ(−)
f (t)⟩ = |Φf⟩. (6.20b)
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The wavefunction Ψ
(+)
i is therefore initially noninteracting, and Ψ

(−)
f is noninteracting

at the end of time. The transition matrix elements, defined as the overlap between the
asymptotic solutions Ψ(±)

i/f (t) and the noninteracting solution Φ(t), are denoted the S-
matrix elements. These S-matrix elements are given by

Sfi = lim
t→∞

〈
Φf(t)

∣∣∣Ψ(+)
i (t)

〉
, (6.21)

for the forward time form and

Sfi = lim
t→−∞

〈
Ψ

(−)
f (t)

∣∣∣Φi(t)
〉
, (6.22)

for reversed time form.

The asymptotic S-matrix elements can be retrieved by introducing the Green’s functions
associated with TDSE with the noninteracting Hamiltonian Ĥ0, cf. Ref. [23],

G(+)(t, t0)|Φ(t0)⟩ = −iθ(t− t0)|Φ(t)⟩, (6.23a)

G(−)(t, t0)|Φ(t0)⟩ = iθ(t0 − t)|Φ(t)⟩, (6.23b)

where θ(t) is the Heaviside step function. The operator in Eq. (6.23a) propagates the solu-
tion forward in time while the operator in Eq. (6.23b) propagates the solution backwards
in time. Both these functions satisfy the equation(

iℏ
∂

∂t
− Ĥ0

)
G(±)(t, t0) = δ(t− t0), (6.24)

where δ(t− t0) is the Dirac delta function centered about t0. The solution to Eq. (6.18) is
now simultaneously solved by the integral equation, see for instance Ref. [51],

|Ψ(±)(t)⟩ = |Φ(t)⟩+
∫ t

−∞
dt′ G(±)(t, t′)V̂ (int)(t′)|Ψ(±)(t′)⟩. (6.25)

By substituting this expression into the expression for the S-matrix elements, for instance
Eq. (6.21), we obtain

Sfi = lim
t→∞

{
⟨Φf |Φi⟩+

∫ t

−∞
dt′

〈
Φf(t)|G(+)(t, t′)V̂ (int)(t′)|Ψ(+)

i (t′)
〉}

. (6.26)

The first term does not lead to transitions and is only nonzero if the initial and final states
are the same,

Sfi = lim
t→∞

⟨Φf |Φi⟩ = δ(Φf ,Φi) := 1fi. (6.27)

Hence, by substituting the expression for the Green’s function in Eq. (6.23a) into Eq. (6.26),
we obtain

(S − 1)fi = −i

∫ ∞

−∞
dt
〈
Φf(t)

∣∣∣V̂ (int)(t)
∣∣∣Ψ(+)

i (t)
〉
, (6.28)
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and likewise for the reverse-time solution,

(S − 1)fi = −i

∫ ∞

−∞
dt
〈
Ψ

(−)
f (t)

∣∣∣V̂ (int)(t)
∣∣∣Φi(t)

〉
. (6.29)

The expression in Eq. (6.29) is now the exact expression that describes an atom initially in
the state |Φi⟩, which through some interaction reaches an asymptotic state |Ψ(−)

f ⟩. The
exact expression are rarely used since the asymptotic states |Ψ(±)

f ⟩ are difficult to obtain.
We will in the following approximate the asymptotic state |Ψ(−)

f ⟩ with the Volkov state in-
troduced in Eq. (6.12), or by the adjusted Volkov state created by first removing an electron
from an atom, as described in Eq. (6.15).

6.3 Keldysh–Faisal–Reiss theory

The theories developed independently by Keldysh [17], Faisal [48] and Reiss [49] are used
for non-perturbative treatment of light–matter interactions between a single atom with one
electron in an external field. The three theories differ in the choice of gauge; Keldysh [17]
uses length gauge, whereas Faisal [48] and Reiss [49] use velocity gauge. The Coulomb
potential is considered weak compared to the potential due to the electromagnetic field,
and the electron will therefore approximately be described by a Volkov wave when far from
the nucleus, see Ref [32],

lim
t→∞

⟨Ψ(−)
f |Û(t, t0) = ⟨χk(t)|. (6.30)

Initially however, the electron is bound due to the Coulomb potential in the atom with
nuclear charge Z and is described by the scaled hydrogenic 1s orbital,

|a⟩ = |ϕ0(r)⟩e−iεat, (6.31)

with εa = −Ip < 0, where Ip is the binding energy. By introducing these assumptions
into the S-matrix expression in Eq. (6.29), we obtain the KFR expression

(S − 1)fi ≈ ck,a(t) = −i

∫ t

dt′ ⟨χk|V̂ (int)(t′)|φ0(r)⟩e−iεat′ . (6.32)

The electron is therefore bound for t < t′ at which point it is ejected and freed. This
approximation is suitable for short-range potentials, but can though be used qualitatively
to study photoionization of atoms in presence of the Coulomb potential, which is a long-
range potential. The KFR theory presented here does not take into account the possibility of
the rescattering mechanism, cf. [52], which allows the photoelectron to interact with the ion
and is relevant in above-threshold ionization, discussed in Sec. 9. Excited bound states are
further not included in KFR and it is not possible to describe e.g. resonant photoionization.
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As we showed in Paper Iv, KFR can therefore not be used to model photoionization of a
Rabi-oscillating atom. We mention that corrections to the non-interacting free electron
is discussed by Reiss [49], where a perturbation expansion in the Coulomb potential is
used to obtain an expression, which somewhat takes into account the effect of a long-range
potential.

In our implemented form of KFR, we evaluate the integral directly as

ck,a(t) = −i⟨k|ϕ0⟩
∫ t

dt′
(
kA(t′) cos θk +

A2(t′)

2

)
eiSa(k,t′), (6.33)

where Sa is the adjusted Volkov action from Eq. (6.16), and θk is the angle of emission mea-
sured from the polarization axis of the external field. The overlap is calculated analytically
to

⟨k|ϕ0⟩ =
23/2

π

Z5/2

(Z2 + k2)2
. (6.34)

In experiments where the photoelectron is ejected with high kinetic energy along, or an-
tiparallel to, the polarization axis, the first term of Eq. (6.33) is dominant. For slow pho-
toelectrons, or for photoelectrons measured perpendicular to the polarization axis, the
isotropic A2(t)/2 term is important.

6.4 Time-Dependent Surface-Flux method

In this section, we discuss the tSURFF method [44, 45] that is used to calculate the outgo-
ing flux of photoelectrons in a photoionization or photodetachment experiment. The flux
of the photoelectrons is then used to calculate the photoelectron spectrum to gain quan-
titative information on the photoelectron’s momentum and angular distributions, as well
as the ionic degrees of freedom. The obtained photoelectron spectrum is fully differential,
which means that all quantum numbers are resolved⁸. Information on photoionization
dynamics can also be extracted by projecting the wavefunction onto scattering states, as
done in e.g. Ref. [53], where single and double ionization amplitudes are extracted. Con-
trary to a direct calculation of the photoelectron spectrum by projection onto scattering
states, tSURFF does not require the full wavefunction to be kept inside the computational
volume when the pulse is turned on. When the flux is measured instead, the radial extent
of the computational grid can be kept to a minimum, provided that the outgoing wave
packet is damped with artificial boundary conditions, e.g. by using complex absorbing po-
tentials [54] or exterior complex scaling [55–57] (ECS). We choose ECS, and discuss briefly
the choice of parameters in Sec. 6.7.

⁸Spin dynamics is not considered, as implied by the singlet ansatz in Eq. (5.17), but the tSURFF equations
we give here are expressed for a general treatment of spin orbitals.
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Assumptions of the tSURFF method

In the tSURFF method, we make the two assumptions that

1. the wavefunction can be separated into a bound part and a scattered part after a finite
time T ,

Ψ(r, T ) = Ψb(r, T ) + Ψs(r, T ). (6.35)

This is equivalent to assume that part of the electron density is freed from the at-
tracting nucleus and electronic repulsion and that we may separate the photoelectron
degrees of freedom from those of the excited neutral atom.

2. outside a certain radial distance rc, there is no overlap between the bound and the
scattered wavefunctions, given by

Ψb(r, T ) = 0, (6.36a)

Ψs(r, T ) =

∫
dk b(k)ψk(r), (6.36b)

for some r = |r| > rc. This requires rc to be large enough such that the relevant
bound states are accommodated.

The finite time T must be chosen such that the full wave packet has passed through the
sphere at rc. This may require the time propagation to continue long after the pulse has
ended in experiments that involve bound-state resonances, in which long-lived Rydberg
states are populated [44]. If high Rydberg states are involved, with large radial extent of
∼ n2, the requirement of a large rc and a large T may pose a problem, especially if low-
kinetic momentum electrons are of interest. Since we dampen the outgoing wavefunction
using ECS, we must also make sure that no part of the wavefunction re-enters the inner
region after having passed over the radial distance rc into the damping region. This is
assured by moving the dampening region that starts at r0 further out to leave room for the
quiver motion of the electron. As a rule of thumb, the dampening region is typically set
to be larger than two times the classical excursion in Eq. (1.4), which in velocity gauge is
α = A0/ω in atomic units, such that rc < r0 < rbox, where rbox is the radial extent of the
computational volume. In Fig. 8 a typical radial grid is shown together with a bound orbital.
The surface radius rc is set such that the highest Rydberg state of interest is numerical zero
at rc.
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0 rc r0 rbox

2α

Figure 8: Typical computational grid for a tSURFF calculation compared to the probability density of some bound state wave-
function (as an example the 4s wavefunction in hydrogen). The surface radius rc is chosen outside the bound wave-
functions of interest, and the dampening region, illustrated as a gray area, starts at r0. The full radial extent of the
computational volume is specified by rbox.

Since we assume that the initially bound electron is free outside rc, its dynamics are com-
pletely driven by the electric field and is hence ruled by the adjusted Volkov Hamiltonian in
Eq. (6.17). For the nuclear Coulomb potential however, which scales as 1/r, this is not the
case as the Volkov solutions do not correspond to the correct scattering states. This error is
more prominent for low-kinetic energy photoelectrons, as discussed in Sec. 6.7. That the
photoelectron part of the scattering state is described by the Volkov state is similar to the
assumption in KFR, with the difference that there we impose this condition immediately
after the photoexcitation as opposed to in tSURFF where this condition is assumed to hold
at any radial distance greater than rc.

Retrieving the spectal amplitudes

We now seek to analyse the spectral amplitudes in Eq. (6.36b), resolved on the ionization
channel a, evaluated at a finite time T , which approximates the S-matrix amplitudes,

(S − 1)fi ≈ ba(k, T ) = ⟨χk,a(k, T )|Θ̂(rc)|Ψ(r, T )⟩. (6.37)

The spectral amplitudes depend on the photoelectron’s attained momentum and ejection
angle, as well as the hole in orbital φa of the target. The final state is given by removing
an electron from one of the core orbitals and successively creating a Volkov plane wave, as
given in Eq. (6.15). The Heaviside operator is a one-body radial operator of the form

Θ̂(rc) =
∑
ij

{â†i âj}⟨i|θ̂(rc)|j⟩ →
∑
pq

â†pâq⟨p|θ̂(rc)|q⟩ (6.38)

that is introduced since the scattered photoelectron is assumed to have no overlap inside the
sphere of radius rc, in accordance with Eq. (6.35). Since the core orbitals have weak support
outside rc, and therefore contribute little for large rc, the sum in the Heaviside operator
runs over the virtual orbitals. The one-body matrix element of the Heaviside operator is
given by the overlap in the outer region only,

⟨i|θ̂(rc)|j⟩ →
∫
r>rc

dr φp(r)φq(r), (6.39)
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which we refer to as the outerlap. The equations of motion for the spectral amplitudes in
Eq. (6.37) may then be retrieved as

−i
∂

∂t
ba(k, t) = −i

∂

∂t
⟨χk,a|Θ̂(rc)|Ψ⟩

= ⟨χk,a|Ĥ(V)
a (t)Θ̂(rc)|Ψ⟩ − ⟨χk,a|Θ̂(rc)Ĥ(t)|Ψ⟩.

(6.40)

These two matrix elements are derived in Apdx. A and are explicitly given below for the case
when the system is described by the TDCIS Hamiltonian in Eq. (5.7). For the mean-field
Hamiltonian, Ĥ(HF)

0 , we evaluate the matrix element to

⟨χk,a|Θ̂Ĥ
(HF)
0 |Ψ⟩ =

∑
q

[
⟨k|θ̂ĥ(HF)|q⟩+

(
E

(HF)
0 − εa

)
⟨k|θ̂|q⟩

]
eiSa(k,t)αq

a(t),

(6.41)
which can be compared to the mean-field matrix element between two singly-excited states
in Eq. (5.9).

For the Coulomb potentials V̂ = V̂0 + V̂2, and the light–matter-interaction potential
V̂ (int), we obtain results similar to Eq. (5.10) for V̂0 and V̂2, and a coupling between two
core orbitals due to V̂ (int),

⟨χk,a|Θ̂V̂0|Ψ⟩ = E
(HF)
1

∑
q

⟨k|θ̂|q⟩eiSa(k,t)αq
a(t), (6.42a)

⟨χk,a|Θ̂V̂ (int)|Ψ⟩ =
∑
q

(
⟨k|θ̂v̂(int)|q⟩αq

a(t)−
∑
b

⟨k|θ̂|q⟩⟨b|v̂(int)|a⟩αq
b(t)

)
eiSa(k,t),

(6.42b)

⟨χk,a|Θ̂V̂2|Ψ⟩ =
∑
b,qt

⟨k|θ̂|t⟩(⟨bt|r−1
12 |qa⟩ − ⟨bt|r−1

12 |aq⟩)e
iSa(k,t)αq

b(t). (6.42c)

By combining Eq. (6.41)–(6.42) and subtracting the HF energy E(HF), we obtain for the
second term on the right-hand side of Eq. (6.40) the expression

⟨χk,a|Θ̂Ĥ|Ψ⟩ =
∑
q

[(
⟨k|θ̂ĥ(HF)|q⟩ − εa⟨k|θ̂|q⟩

)
αq
a(t) (6.43a)

+
∑
b,t

⟨k|θ̂|t⟩
(
⟨bt|r−1

12 |qa⟩ − ⟨bt|r−1
12 |aq⟩

)
αq
b(t) (6.43b)

+ ⟨k|θ̂v̂(int)|q⟩αq
a(t)−

∑
b

⟨k|θ̂|q⟩⟨b|v̂(int)|a⟩αq
b(t)

]
eiSa(k,t). (6.43c)

The one-body HF Hamiltonian can be approximated by imposing the assumptions above.
For a large rc, the first term on the right-hand side of Eq. (6.43a) is approximatively given by
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the one-body kinetic operator, and the two-body Coulomb potential in Eq. (6.43b) tends
to zero. The matrix element of Eq. (6.43) is therefore approximated by

⟨χk,a|Θ̂Ĥ|Ψ⟩ ≈
∑
q

[(
⟨k|θ̂t̂|q⟩ − εa⟨k|θ̂|q⟩+ ⟨k|θ̂v̂(int)|q⟩

)
αq
a(t)

−
∑
b

⟨k|θ̂|q⟩⟨b|v̂(int)|a⟩αq
b(t)

]
eiSa(k,t).

(6.44)

We note however that the interelectronic Coulomb interaction inside rc is kept in Eq. (24)
in Ref. [45]. Moreover, the first term in the right-hand side of Eq. (6.40) gives

⟨χk,a|Ĥ(V)
a Θ̂|Ψ⟩ =

∑
q

(
⟨k|t̂θ̂|q⟩+ ⟨k|v̂(int)θ̂|q⟩ − εa⟨k|θ̂|q⟩

)
eiSa(k,t)αq

a(t).

(6.45)
Combining Eq. (6.44) and Eq. (6.45), we get in total that the spectral amplitudes are ob-
tained by a coupled set of single-electron problems,

−i
∂

∂t
ba(k, t) =

∑
q

(
⟨k|[t̂+ v̂(int), θ̂]|q⟩αq

a(t)

−
∑
b

⟨k|θ̂|q⟩⟨b|v̂(int)|a⟩αq
b(t)

)
eiSa(k,t),

(6.46)

where the ionization channels are coupled by the external field [50, 58]. In Sec. 6.7, we
present the numerical procedure to solve Eq. (6.46) for the spectral amplitudes ba(k, t).

Single-channel expression

For the special case of uncoupled ion channels, the spectral amplitudes can be readily ob-
tained by direct integration,

ba(k, t) = i

∫ t

dt′ sa(k, t
′). (6.47)

where, for brevity, we denote the single-channel surface amplitudes as

sa(k, t) = ⟨k|[t̂+ v̂(int), θ̂(rc)]|χa⟩eiSa(k,t), (6.48)

and the virtual orbitals are collected according to Eq. (5.19).

To evaluate the surface commutator in Eq. (6.48) we use the fact that the Heaviside operator
is a function of the radial coordinate only, and therefore the angular part of the Hamiltonian

47



commutes, [ĥ(V)
Ω , θ̂] = 0. This yields

[ĥ(V)(t), θ̂(rc)] =

[
p̂2r
2
, θ̂(rc)

]
+ [v̂(int) · êr, θ̂(rc)]. (6.49)

The first commutator is common to both choices of gauge, length or velocity. It amounts
to the divergent electron flux through the surface without interaction with the field, and
evaluates to [

p̂2r
2
, θ̂(rc)

]
= −1

2
r−2 ∂

∂r
r2δ(r − rc)−

1

2
δ(r − rc)

∂

∂r
. (6.50)

The second commutator describes on the other hand the electron flux due to the interaction
with the field and depends therefore on the choice of gauge. In both gauges, this term is
given by

[v̂(int) · êr, θ̂(rc)] =

{
−iAr(t)δ(r − rc) velocity gauge,
0 length gauge,

(6.51)

since [p̂r, θ̂(rc)] = −iδ(r − rc) and [r̂, θ̂(rc)] = 0. It is not surprising that the length-
gauge interaction term does not contribute since it lacks a divergence term. Likewise,
the V̂ (int)

2 in velocity gauge commutes with the Heaviside operator and does therefore
not contribute. We arrive at the expression, for the single-channel surface amplitudes in
Eq. (6.48),

isa(k, t) =
i

2
r2c

∫
dΩ

(
∂φ∗

k

∂r
χa − φ∗

k

∂χa

∂r
+ 2iAr(t)φ

∗
kχa

)
eiSa(k,t), (6.52)

where the last term disappears in length gauge in accordance with Eq. (6.51), and the fact
that the vector potential is zero in length gauge anyways. There is a striking similarity be-
tween the integrand in Eq. (6.52) and the expression for the probability current in presence
of a classical electromagnetic field, see e.g. Ref. [59],

jr =
i

2

(
∂Ψ∗

∂r
Ψ−Ψ∗∂Ψ

∂r
+ 2iAr(t)|Ψ|2

)
. (6.53)

In fact, this shows that the spectral amplitudes are the accumulated probability current for
a specific linear momentum k and a hole in the core orbital φa, through a solid angle dΩ,
passing through the sphere with radius rc under the assumption that the wavefunction is
described by the Volkov waves at distances r ≥ rc. The introduction of the Heaviside
operator in Eq. (6.37) hence reduces the volume integral to a surface integral that we will
solve analytically, and a time integral that we will solve numerically.

To arrive at the final implemented form of sa(k, t), we substitute the expression for the
Volkov wave in Eq. (6.9), together with the multipole expansion in Eq. (6.11), and expand
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the collected-excitation orbital χa in spherical coordinates

χa(r, t) =
1

r

∑
ℓ

ψℓma(r, t)Yℓma(Ωr). (6.54)

From the integrand in Eq. (6.52) it is seen that the single-channel surface amplitudes can
be divided into a field-free term and a term that depends on the field,

sa(k, t) =
1

2π
eiSa(k,t)

∑
ℓ

(
s
(0)
a,ℓ(k̃, t) + s

(field)
a,ℓ (k̃, t)

)
, (6.55)

where the latter term is zero for length gauge according to Eq. (6.51). Here we have made
use of k̃ from Eq. (6.10) to write the expression on a common form between the two gauges.
We consider linearly polarized light along the z-axis, A(t) = (0, 0, Az(t)), which means
that the magnetic quantum number is conserved,m = ma. The two terms that constitute
the single-channel surface amplitudes are given by

s
(0)
a,ℓ(k̃, t) = (−i)ℓ

[
(k̃rcj

′
ℓ(k̃rc) + jℓ(k̃rc))ψ

a
ℓma

(rc, t)

− rcjℓ(k̃rc)ψ
a′
ℓma

(rc, t)

]
Yℓma(Ωk̃), (6.56a)

sfielda,ℓ (k̃, t) = −i2rcAz(t)ψ
a
ℓma

(rc, t)
∑

ℓ′=ℓ±1

(−i)ℓ
′
jℓ′(k̃rc)Yℓma(Ωk̃)

×
√

3

4π
(−1)ma

√
(2ℓ′ + 1)(2ℓ+ 1)

(
ℓ′ 1 ℓ

−ma 0 ma

)(
ℓ′ 1 ℓ
0 0 0

)
.

(6.56b)

In the single-channel case in the reduced velocity gauge, this means that the spectral am-
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plitudes can be retrieved directly by the integral⁹

ba(k, T ) = i

√
2

π

∫ T

dt exp

[
i

∫ t

tref

dt′
(
k2

2
+Az(t

′)kz − εa

)]
×
∑
ℓ

{
(−i)ℓ

2
[k̃rcj

′
ℓ(k̃rc) + jℓ(k̃rc)]ψ

a
ℓma

(rc, t)Yℓma(Ωk̃)

− (−i)ℓ

2
rcjℓ(Πrc)ψ

a′
ℓma

(rc, t)Yℓma(Ωk̃)

− i

√
4π

3
rcAz(t)ψ

a
ℓma

(rc, t)
∑

ℓ′=ℓ±1

(−i)ℓ
′
jℓ′(k̃rc)Yℓ′ma(Ωk̃)

×
√

3

4π
(−1)ma

√
(2ℓ′ + 1)(2ℓ+ 1)

(
ℓ′ 1 ℓ

−ma 0 ma

)(
ℓ′ 1 ℓ
0 0 0

)}
.

(6.57)

6.5 Infinite-Time Surface-Flux method

As mentioned above, the tSURFF method requires the time propagation to continue after
the pulse has ended at T in order to let the response of the atom settle and the low-energy
part of the scattering wavefunction exit the inner region and pass through the surface at
rc. We denote this time propagation, during t > T , as postpropagation. During the
postpropagation, the dynamics is determined by a now time-independent Hamiltonian,
Ĥs(t > T ) = Ĥs,0, which can be seen as procrastination for the electron since it evolves
trivially without any external forces from the field. In the single-channel case, continu-
ing this propagation from the time where the pulse ends to infinite time gives the surface
integral

ba(∞)− ba(T ) = i

∫ ∞

T
dt sa(k, t) = i

∫ ∞

T
dt ⟨Ψs,a|[Ĥs,0, θ̂(rc)]|Ψ⟩, (6.58)

for some scattering state associated with channel a, |Ψs,a⟩.

Derivation of the iSURFF method

Since the field has vanished, the integral in Eq. (6.58) can be evaluated analytically by
expanding the wavefunction over the eigenfunctions of the time-independent Hamiltonian.

⁹We show this full expression to point out a slight difference to the expression reported in Paper I, where
the minus sign before the last term was erroneously typed as a plus sign and the (−1)ma on the last line was
written as (−i)ma .
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This is the idea of the infinite-time surface-flux (iSURFF) method [46, 60]. The time
evolution of the wavefunction is therefore given by

|Ψ(t > T )⟩ =
∑
γ

|γ⟩⟨γ|Ψ(T )⟩e−i(Eγ−εk)(t−T ), (6.59)

where γ collects all necessary quantum numbers needed to represent an eigenfunction of the
Hamiltonian. We reference the eigenenergies from the target photoelectron kinetic energy
εk. By inserting the time evolution in Eq. (6.59) into the iSURFF surface amplitudes in
Eq. (6.58), we obtain

sa(k, t) =
∑
γ

gγ,ae
−i(Eγ−εk)(t−T ), (6.60)

where we have compactly expressed the two matrix elements,

gγ,a = ⟨Ψs,a|[Ĥs,0, θ̂(rc)]|γ⟩⟨γ|Ψ(T )⟩. (6.61)

We can then write the spectral amplitudes as

ba(∞)− ba(T ) =
∑
γ

gγ,a

(εk − Eγ) +
i
2Γγ

, (6.62)

which is equivalent to

ba(∞)− ba(T ) = ⟨Ψs,a|[Ĥs,0, θ̂(rc)]|(Ĥ0 − εk)
−1|Ψ(T )⟩. (6.63)

This amounts to solving the linear system

|Z⟩ = (Ĥ0 − εk)
−1|Ψ(T )⟩, (6.64)

for each target photoelectron kinetic energy. Inversion of Ĥ0 − εk is impractical for any
atomic system but hydrogen or systems treated within the single-active electron approx-
imation, where Ĥ0 is diagonal. The matrix representation of Ĥ0 is however sparse and
the diagonal, which roughly contains the electron–hole pair energy, is in most cases domi-
nant. This makes possible the use of a linear solver such as the generalized minimal residual
(GMRES) method [61].

Combining tSURFF and iSURFF

The asymptotic spectral amplitudes can now be retrieved by summing the contributions
from tSURFF and iSURFF,

ba(k,∞) = ba(k, T ) + i

∫ ∞

T
dt sa(k, t), (6.65)
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where the first term is retrieved from tSURFF and the second from iSURFF. We denote
the combination of tSURFF and iSURFF as t+iSURFF. In Fig. 9 we show a multiphoton
ionization experiment along the polarization axis in hydrogen using tSURFF, iSURFF and
the combination of the two. The one-, two-, and three-photon peaks are shown magnified
in Fig. 9a, Fig. 9b, and Fig. 9c, respectively. The three spectra resolved on the full kinetic
energy axis are shown in Fig. 9d. With tSURFF only, shown as a black dashed line, the
one- and two-photon peaks are distinctly visible and there is a subtle sign of the three-
photon peak. The four-photon peak is however masked by the high spectrum floor that
prohibits any sign of higher-order peaks to appear. With iSURFF only, shown as a dotted
gray line, there is a small increase in photoionization yield, seen as a background for the
one-photon peak. Inspection of the spectrum from iSURFF only does not provide much
information on the photoionization process in this case since most of the photoelectron has
been recorded by tSURFF. However, when adding the tSURFF spectrum and the iSURFF
spectrum coherently as in Eq. (6.65), the higher-order peaks emerge clearly. Note further
the broadening of the photoelectron peaks for each absorbed photon, which results from
the convolution involved in each interaction.
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Figure 9: Photoelectron spectra of multiphoton ionization in hydrogen along the polarization axis using tSURFF, iSURFF, and
t+iSURFF. For a spectrum captured directly after the pulse has finished, some of the photoelectron density has not yet
reached the surface when the tSURFF amplitudes are evaluated, and is instead captured using iSURFF. The spectra are
zoomed in on the one-photon peak in (a), the two-photon peak in (b), the three-photon peak in (c), and shown on
the full kinetic energy axis in (d).

The scattering states we have used in our implementation of iSURFF are the adjusted
Volkov states from Eq. (6.17). In principle, one can employ other scattering states, like
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for instance the asymptotic Coulomb scattering states to the hydrogen atom, as described
in Ref. [46]. Since no analytical solution exists to the Coulomb problem with a field, the
full wave function needs to be kept inside the tSURFF radius rc when the pulse is active,
and compute the spectrum with only iSURFF. The iSURFF method with the Coulomb
scattering states to the hydrogen atom is still an approximation when used to calculate pho-
toelectron spectra to N -electron targets, which scattering states are Coulomb-like states¹⁰.
The iSURFF method with the Coulomb scattering states resembles the procedure presented
in Ref. [53], where (i) the final states are found numerically by solving the TDSE while the
pulse is active, and (ii) the wave function is projected onto field-free asymptotic scattering
states. In the case of double ionization, it is assumed that the asymptotic state is a product
of one-electron asymptotic states. In step (ii) the outgoing wave function is expanded onto
the field-free eigenstates and solved within the formalism of ECS to enforce the proper
outgoing boundary conditions.

6.6 Partial-wave analysis

The spectral amplitudes ba(k, t) are naturally retrieved as a function of momentum in
spherical coordinates, with magnitude k, polar emission angle θ, and azimuthal emission
angle φ. The combined laser–atom system displays cylindrical symmetry about the polar-
ization axis z, why we may choose to evaluate the spectra in any angle φ. We may however
change the angular part of the basis by projecting the wavefunction described by the coef-
ficients ba(k, t) onto a basis of electron partial waves,

ba,ℓ,m(k) =

∫
dΩ Y ∗

ℓ,m(Ω)ba(k,Ω). (6.66)

From a computational point of view, the number of nodes nθ on the polar grid on which
we evaluate the spectral amplitudes may then be limited to a minimum. If we restrict the
computation to partial waves of some maximum orbital angular momentum ℓmax, we can
choose to evaluate the spectral amplitudes on a grid required by the quadrature of choice.
When the partial-wave spectral amplitudes have been retrieved, we may retrieve the spectral
amplitudes in any angle by interpolation.

In Fig. 10 and Fig. 11 we show photoelectron spectra from above-threshold ionization experi-
ments in hydrogen and in neon with 2s and 2p channels open obtained with TDCIS-TRK,
respectively. The electric fields are derived from vector potentials with truncated Gaussian
envelopes¹¹ of full width at half maximum of 59.9174 fs,

A(t) = A0 sin(Ωt)f(t, τ), (6.67)

¹⁰The Coulomb wave functions however form a complete basis, why the correct solution can in principle
be given by a linear combination.

¹¹The truncated Gaussian temporal envelope follows a Gaussian distribution in an inner region, but are
truncated smoothly at the flanks as in Ref. [62] or the Appendix of paper vI.
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following Eq. (3.23). The photon energy is chosen such that the one-photon peak from
hydrogen and the 2p orbital in neon are located at Ek = 0.5 a.u, ℏΩ − Ip = 0.5 a.u.
The ionization potential of hydrogen is Ip = 0.5 a.u., of the 2p orbital in neon is Ip =

−ε(HF)
2p = 0.8504 a.u., and of the 2s orbital in neon is Ip = −ε(HF)

2s = 1.9304 a.u. The
intensity of the field is 1TW/cm2. The spectra are resolved on partial waves s in Fig. 10a,
p in Fig. 10b, d in Fig. 10c, and f in Fig. 10d, and likewise in Fig. 11, and are compared
to the total angle-integrated spectrum. The left column hence represents partial waves
with even parity, and the right column represents partial waves with an odd parity. The
alternating parity of the photoelectron for each exchange of photon is seen. In Fig. 10, the
first peak corresponds to one-photon ionization of 1s and is hence mainly of p-character.
The following peaks alternate between odd and even parities in accordance with the dipole
selection rules. In the fourth peak, we expect some mixture of a g-wave, which we however
do not project on. We also comment on the small peak between the one- and two-photon
peaks in the s and d channels, located at 23.8 eV in Fig. 10a,c. This peak is due to sequential
ionization from an intermediate Rydberg state, 2p0, which is reached by the spectral wings
of the pulse [62], and is suppressed if a longer pulse in used.

20 40 60 80 100 120
10−26

10−18

10−10

10−2 (a)

Kinetic energy (eV)

Pr
ob

ab
ili

ty
de

ns
ity

(a
.u

.)

total
s

20 40 60 80 100 120
10−26

10−18

10−10

10−2 (b)

Kinetic energy (eV)

Pr
ob

ab
ili

ty
de

ns
ity

(a
.u

.)

total
p

20 40 60 80 100 120
10−26

10−18

10−10

10−2 (c)

Kinetic energy (eV)

Pr
ob

ab
ili

ty
de

ns
ity

(a
.u

.) total
d

20 40 60 80 100 120
10−26

10−18

10−10

10−2 (d)

Kinetic energy (eV)

Pr
ob

ab
ili

ty
de

ns
ity

(a
.u

.) total
f

Figure 10: Above-threshold ionization spectra from a t+iSURFF calculation in hydrogen compared to the projections on partial
waves (a) s, (b) p, (c) d, and (d) f . The parity alternates between odd and even for each absorbed photon.

In Fig. 11 the double-peak structure stems from ionization from one-photon ionization
from 2p and two-photon ionization from 2s. The ionization potential of 2s is given by
I2sp = 1.9304 a.u. and the two-photon peak from 2s therefore almost overlaps with the
one-photon peak from 2p. The two peaks have the same parity because of the surplus of one
photon exchange for the electrons stemming from 2s. The propensity rule for continuum–
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continuum transitions, discussed in Sec. 7.1, is further seen, i.e. in the second peak were
the d wave is stronger than the s wave in Fig. 10 in hydrogen, and the f wave is stronger
than the p wave in Fig. 11 in neon.
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Figure 11: Above-threshold ionization spectra from a t+iSURFF calculation in neon, with 2s and 2p open, based on a TDCIS-
TRK calculation, compared to the projections on partial waves (a) s, (b) p, (c) d, and (d) f . The parity alternates
between odd and even for each absorbed photon. The double-peak structure comes from ionization from 2s and
2p. Compared to the 2p state, it requires the absorption of one more photon to ionize from the 2s state, which is
why the double peak has consistent parity.

6.7 Consistency tests of tSURFF and iSURFF

In order to make sure that tSURFF and iSURFF are correctly implemented, a number of
tests can be performed. In this section, we present some of the key tests that we have done
in order to test the consistency of the implementation of tSURFF and iSURFF.

Faded Coulomb potential

We occasionally turn off the Coulomb tail smoothly during the consistency tests to ensure
that the tSURFF assumption of short-range potentials holds. This of course changes the
physical problem, and in particular we must put care into not distorting the energy levels
of interest, but it means that the Volkov states can be used as the correct final states. The
Coulomb potential is turned off similar to how it is done in Morales et al. [46]. The two-
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electron Slater integrals, cf. Eq. (3.44b) in Ref. [26], then becomes

Rk(ab, cd) =

∫ ∫
dr1dr2 Pa(r1)Pb(r2)fsupp(r1)fsupp(r2)

rk<

rk+1
>

Pc(r1)Pd(r2),

(6.68a)

fsupp =


1, r ≤ Roff ,
1
2 − 1

2fB

(
fB

(
fB

(
2 r−Roff

r−R0
− 1
)))

, Roff ≤ r ≤ R0,

0, r > R0,

(6.68b)

where the suppression function is formed by the Becke switching function [63], fB =
3x/2− x3/2. In Fig. 12a, the lowest excited-state energies of neon with ℓmax = 3, found
by diagonalizing the CIS Hamiltonian, are shown and compared to the case where the
Coulomb potential is truncated smoothly. In the inset we show the suppression function
fsupp from Eq. (6.68b) over the radial distance. With a smoothly faded potential, the
lowest excited-state energies are intact while the higher-lying Rydberg states become less
bound and rise in energy. In the present case, R0 = 95Bohr and Roff = 115Bohr, the
twenty first excited-state energies agree to graphical precision. We must therefore make
sure that the Rydberg states of interest are not altered too much by using a computational
box large enough. For a spectrally narrow high-energy XUV pulse, which does not pop-
ulate any excited state, this is easily done, while it must be considered for a pulse which
does populate Rydberg states. In Fig. 12b, we show a photoelectron spectrum from ion-
ization of outer-shell neon with two XUV fields with photon energies ℏΩ1 = 22.96 eV
and ℏΩ2 = 26.0214 eV, close to the ionization potential, Ip = 21.5786 eV. The inten-
sities of the fields are set to IΩ = 1TW/cm2. The photoelectron spectra are recorded
at rc = 120Bohr with t+iSURFF for a faded Coulomb potential and compared to the
corresponding spectra without fading of the Coulomb potential. Despite the agreement
between the two bases, there is a difference between the two spectra, which is most no-
table at low kinetic energies, where rapid oscillations are seen in the first photoionization
peak. The oscillations on the peak are due to the Volkov states’ inability to act as scattering
states to the TDSE with a Coulomb potential. With the faded Coulomb potential these
oscillations are reduced.
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Figure 12: (a) Comparison of the energies of the first excited bound states in neon with ℓmax = 3, found by diagonalizing
the CIS Hamiltonian, compared to the corresponding energies retrieved when fading the Coulomb potential using
Eq. (6.68a). (b) Comparison of photoelectron spectra retrieved with t+iSURFF when using the CIS Hamiltonian and
the CIS Hamiltonian with a faded Coulomb potential.

At very low kinetic energies, we still expect a breakdown of the spectrum when using the
faded Coulomb potential. According to the Levinson theorem, see Ref. [64, 65], there is
a phase shift of δ(0) = µ(∞)π when approaching the ionization threshold for the short-
ranged faded Coulomb potential, where µ(∞) is the quantum defect. In addition to the
phase shift predicted by the Levinson theorem, there is a diverging phase shift due to the
Coulomb potential, c.f. Ref. [64, 65], which cannot be accounted for by the Volkov states
at threshold. It is therefore expected that the Volkov scattering states fail to reproduce this.

Postpropagation time

The combination of tSURFF and iSURFF to evaluate the asymptotic spectral amplitudes
ba(k,∞) in Eq. (6.65) should yield the same result regardless of the choice of final tSURFF
time T , provided that the pulse has finished. A good test for consistency is thus to compare
two spectra obtained with different choices of T . This simply moves the postpropagation
time from the tSURFF integral to the iSURFF integral and should give identical results.

In Fig. 13, we show two multiphoton-ionization spectra from a weak XUV pulse of photon
energy ℏω − Ip = 0.5 a.u. The spectra in black are obtained with the tSURFF stop time
T = toff chosen directly when the pulse is turned off, and the spectra in orange are obtained
with a postpropagation time of T = toff + 200 a.u. Fig. 13a shows the comparison in
hydrogen and Fig. 13b shows the comparison in helium. The pulse envelope is chosen to
a truncated Gaussian with a full width at half maximum (FWHM) of τ = 59.9174 a.u.
(τ = 1.45 fs), which is smoothly truncated to zero between four and six standard deviations
of the Gaussian distribution such that the pulse is zero at toff = 152.6673 a.u. The two
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spectra are identical up to numerical accuracy in the converged region, which confirms that
the implementation has been correctly performed for the single-electron case.
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Figure 13: Consistency test for the combination of tSURFF and iSURFF, in (a) hydrogen, and in (b) helium, by comparing the
case when the tSURFF stop time is chosen at the time when the pulse is turned off, T = toff , to the case when the
tSURFF stop time is chosen after 200 a.u. of postpropagation, T = toff + 200 a.u. The two spectra are identical
to numerical accuracy where the convergence is met.

In a similar fashion, we show in Fig. 14 photoelectron spectra in neon recorded with
t+iSURFF to compare the two cases of postpropagation time, T = toff , and no post-
propagtion time T = toff + 200 a.u. In Fig. 14a neon with only 2p active, and Fig. 14b
neon with 2s and 2p active. In the converged regions, the spectra agree. In Fig. 14b, the
n-photon peaks from 2p almost overlap with the n+ 1-photon peaks from 2s, similar to
Fig. 11, which is why there are double peaks in the spectrum.
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Figure 14: Consistency test for the combination of tSURFF and iSURFF by comparing the case when the tSURFF stop time is
chosen at the time when the pulse is turned off, T = toff , to the case when the tSURFF stop time is chosen after
200 a.u. of postpropagation, T = toff +200 a.u. In (a) the spectra are retrieved in neon with 2p active and (b) the
spectra are retrieved in neon with 2s and 2p active. In both (a) and (b), the two spectra are identical to numerical
accuracy where the convergence is met.
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Absorbing boundary conditions

To avoid reflections of the outgoing wave packet from the end of the numerical radial grid,
some artificial boundary conditions must be implemented that pads the inner computa-
tional region from reflections. We make use of exterior complex scaling [55, 66, 67], which
analytically continues the radial coordinates to the complex plane outside some radius R0

by rotating it as

r →

{
r, r ≤ R0,

R0 + (r −R0)e
iθ, r > R0.

(6.69)

One could view the exterior complex scaling as a transformation of out- and ingoing plane
waves at the end of the grid [57]. The transformed plane waves then have the form

e+ikr → e+ikR0e+ik cos θ(r−R0)e−k sin θ(r−R0), (6.70a)

e−ikr → e−ikR0e−ik cos θ(r−R0)e+k sin θ(r−R0), (6.70b)

where the outgoing waves in expression (6.70a) become exponentially damped and the
ingoing waves in expression (6.70b) grows exponentially. We thus have the possibility to
separate the out- and ingoing waves on their normalizability [57].

Another perspective on ECS is that the Hamiltonian is unitarily transformed by

Ĥ(t) → UθĤ(t)U−1
θ , (6.71)

as also discussed in Ref. [57]. Because the continuation is analytic, the new solutions Ψθ

are the same as the original solutions Ψ inside the domain [0, R0] – the inner region –
but the hermiticity of Ĥ is lost and the left and right eigenvectors are thus not complex
conjugates. The matrix elements in our implementation are computed with the left vectors
being the transpose of the right eigenvectors.

In order to assure that no spurious reflections appear in the photoelectron spectrum, the
extent of the dampening region recs and the scaling angle θ must be chosen. The spec-
tra are however not very sensitive to these parameters, as can be see in Fig. 15, where we
short the first- and second-order peaks from multiphoton ionization in hydrogen. In
Fig. 15a, we use a inner box size of r0 = 80.4657Bohr and a dampening region of
recs − r0 = 8.04657Bohr and vary the scaling angle θ. The four spectra are retrieved
for different values of the scaling angles θ and are vertically displaced for easier compar-
ison. For small angles (black), spurious reflections of the outgoing wave packet severely
distort the photoelectron spectrum. These reflections can also be seen in the slightly larger
angle θ = 5deg (orange). For the larger angles, θ = 10deg and θ = 20deg, the reflec-
tions are dampened sufficiently. In Fig. 15b we show the same photoionization experiment
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retrieved with θ = 20deg, but varying the dampening region, recs. For a small dampen-
ing region, in the calculation recs = 0.8 a.u. (black), reflections are clearly distorting the
photoelectron spectrum. For larger values of recs the spectra converge quickly, effectively
dampening the reflections.
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Figure 15: One- and two-photon peaks in multiphoton ionization in hydrogen using (a) different scaling angles θ, and (b)
different extents of the ECS region.

Time integration of tSURFF

We solve the coupled set of equations for the spectral amplitudes ba(k, t) in Eq. (6.46) by
means of the second-order accurate trapezoidal method¹², as also done in Ref. [60]. We
integrate in time for each value of the momentum and emission angle separately and omit
k in the notation to not clutter the notation. On matrix form, the trapezoidal method
applied to Eq. (6.46) gives

−i
bn+1 − bn

∆t
=

1

2
[s(tn+1) + s(tn)]−

1

2

[
bn+1Ĥcc(tn+1) + bnĤcc(tn)

]
, (6.72)

where Ĥcc is the channel-coupling matrix [50, 58], which is the second term of Eq. (6.46),
and ∆t = tn+1 − tn. Eq. (6.72) can be rearranged as[

Î+
i∆t

2
Ĥcc(tn+1)

]
bn+1 =

[
Î− i∆t

2
Ĥcc(tn)

]
bn+

i∆t

2
[s(tn+1) + s(tn)] , (6.73)

¹²In principle, one could solve this system to higher order. The accuracy would however be capped by the
accuracy used in retrieving the expansion coefficients of the wavefunction. In our case, we use a second-order
scheme for propagating the TDCIS equations of motion in Eq. (5.16), see Ref. [41, 68], and therefore benefit
little from using a more accurate method than the trapezoidal method.
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where Î is the identity operator of size na × na, where na is the number of active core
orbitals; na = 3 for neon and na = 2 for neon with only the 2s and the 2p orbitals active,
for instance.

To test that the time integration in tSURFF is consistently implemented with respect to
the time propagation of the TDCIS amplitudes from Eq. (5.16), we compare in Fig. 16 the
error of the spectra from Fig. 13–14 when increasing the time step, ∆t. In Fig. 16a, the error
of convergence for spectra retrieved with t+iSURFF are estimated by

e(n) =

∫
dEk ||S(n)(Ek)− S(0)(Ek)||1, (6.74)

where S(n)(Ek) denotes the photoelectron spectrum measured at a photoelectron kinetic
energy Ek with a time step ∆t = 0.001 × 2n a.u., and || · ||1 denotes the 1-norm. The
error is compared to ∆tn (black lines of Fig. 16a) and it is seen that the error descreases as
∆t2. This makes sure that the phase is defined equally in tSURFF and the TDCIS time
discretization. We show the obtained spectra in Fig. 16b, retrieved with the time steps
marked in Fig. 16a. For the large time steps, the spectra saturates earlier at lower kinetic
energies of the photoelectron.
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Figure 16: (a) Estimated convergence rate in time step for the implementation of tSURFF. (b) Comparison between the spectra re-
trieved with the time steps in (a). The atomic unit of time corresponds to one femtosecond as 1 fs = 1000/24.2 a.u.
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Applications in attosecond physics
and free-electron laser science
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7 Laser-Assisted Photoionization

The major part of the applications in this thesis addresses laser-assisted photoionization
(LAP). Laser-assisted photoionization describes an atom that is ionization by absorption of
a photon from a short-wavelength field, while an additional long-wavelength field dresses
the atom. Typically, the short-wavelength field is an XUV field generated from HHG [19,
20] or generated in a FEL facility such as FERMI [13]. Laser-assisted photoionization is
then described by the reaction

A+ γXUV ± qγIR = A+ + e−, (7.1)

where an atom A absorbs an XUV photon, γXUV, and exchanges q IR photons, γIR, to
form an ion A+ and a free electron e−. The energy of the XUV photon, ℏΩ, and the
energy of the net exchange of IR photons, ±qℏω, together with the ionization potential
of the atom and the ponderomotive energy of the IR field, determine the classical estimate
for the kinetic energy of the ejected photoelectron,

Ek = ℏΩ− Ip − Up ± qℏω. (7.2)

The interactions can happen in any order, but we will model the time order where interac-
tions with the XUV field appear before the exchange of the IR photons. The reverse time
order, where the IR photons are exchanged first are though important in e.g. photodetach-
ment of negative ions [69]. All possible time orders are however included when we solve
TDSE within TDCIS. The question of gauges and time orders have been recently reviewed
by Vinbladh et al. by evaluation of two-photon matrix elements for ATI, which are relevant
for calculations of attosecond time delays in photoionization [70].

LAP problems can further be subdivided into several different regimes, for instance if the
assisting IR field is an intense or a weak field, or if the XUV field includes multiple carrier
frequencies. We will in this section discuss the following three regimes of LAP, which have
been studied in the work that comprises this thesis:

7.1 Single weak XUV field under dressing of a weak IR field.

The atom is ionized by the XUV field by absorption of one XUV photon with sub-
sequent instantaneous exchange of IR photons that strongly decrease in probability
with the order of IR photons involved. The weak dressing of the IR field makes
possible the use of perturbation theory to explain the photoionization dynamics and
the final photoelectron distribution. Here, we discuss the angular distributions in
the photoelectron spectrum and discuss propensity rules for continuum–continuum
transitions.

7.2 Single weak XUV field under dressing of a strong IR.
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The atom is ionized by the XUV field by absorption of one XUV photon, but under
influence of the strong IR field. The photoelectron density is redistributed in the
continuum by exchange of IR photons, but the photoelectron peaks in the spectrum
may show sign of dynamical interference for smoothly varying envelopes. We discuss
laser-assisted dynamical interference and discuss why this effect appears in a two-
color setup, but not when using a single-color field.

7.3 Multiple weak XUV fields under dressing of a weak IR field.

The multiple XUV fields ionize the atom, to create a comb of photoelectron peaks
in the spectrum. These peaks are made to interfere in sideband peaks by a synchro-
nized IR field. The multiple pathways to the sidebands contain phase information,
which may be used to characterize the pulses or to provide information about the
target system. We discuss these interference effects using a simple rule of thumb,
capable of describing the general phase and amplitude effects in the limit of a small
ponderomotive energy.

The fields in all of these regimes may be described by the vector potential, linearly polarized
along the z-axis,

A(t) =
∑
i

AΩi,0 sin(Ωit− δi)FΩi(t, τΩi) +Aω,0 sin(ωt− φ)Fω(t, τω), (7.3)

where a temporal envelope with length τ is denoted F (t, τ). The XUV fields are denoted
by subscript Ωi, and the dressing IR field is denoted by subscript ω. The vector potentials
are defined as sine waves. This implies that the corresponding electric fields would be
(negative) cosine waves for slowly varying envelopes. While this choice is arbitrary at this
point, we have found in Paper II that it is important to obtain equations that allow for
simple interpretations of multiphoton transitions in terms of interaction phases, which are
discussed in Sec. 7.3.

The general applicability of LAP in attosecond and free electron lasers of course extends
outside the scope of this thesis, which by the use of TDCIS includes single ionization in
noble gas atoms. Among the experimental and theoretical applications of LAP outside the
scope of this thesis we mention pump–probe schemes using XUV radiation from HHG
and IR in e.g. molecules [71, 72], and using autoionizing states [73].

7.1 Angular distribution and propensity rules

The multiple angular-momentum channels in LAP have inspired attosecond experiments
with angular resolution. While the importance of angular resolution has been known for

65



some time, see e.g. early work by Cooper and Zare [74, 75], it is only recently that angle-
resolved attosecond experiments have been performed, see for instance Ref. [38, 76].

For an experiment with angular resolution, the signal in the angle-resolved photoelectron
spectrum from a noble gas atom is given by

S(k, θ) =
∑
m

∣∣∣∣∑
ℓ

ba,ℓ,m(k, θ)

∣∣∣∣2, (7.4)

where the electron orbital angular momenta are summed coherently and the electron mag-
netic quantum number, as well as the ionic degrees of freedom, are summed incoherently.
In a LAP experiment, the photoelectron angular distribution of the sidebands differs be-
tween sidebands created by absorption of photons in the continuum and sidebands created
by emission of photons in the continuum. This was identified by Busto et al. [38] in ex-
tending the propensity rule for ionization [37] to continuum–continuum transitions. It
was found that absorption of photons in the continuum is to a larger degree associated
with an increase of angular momenta, while emission of photons in the continuum is to
a larger degree associated with a decrease, analogous to what is known for bound–bound
transitions [3]. The opposite behaviour of absorption and of emission is due to time-reversal
symmetry. The propensity rule is further shown to stem from the radial part of the transi-
tion matrix element, and is therefore most prominent in the low-energy electrons [38].

As an example, consider an electron ejected from the 1s orbital in helium, which thus
generates a p-wave, and which subsequently exchanges one IR photon. The electron will
be in a superposition state between s and d partial waves, ba,s,0 + ba,d,0. The propensity
rule for continuum–continuum transitions then predicts that the sideband reached by ab-
sorption of one IR photon (the q = +1 sideband) has a larger proportion of d than s,
and reversely that the sideband reached by emission of one IR photon (the q = −1 side-
band) has a larger proportion of s. As a consequence, the q = +1 sideband shows two
nodes while the q = −1 sideband shows one node. This of course requires long enough
pulses so that the photoelectron peaks are separated in the spectrum. The additional nodes
in the photoelectron angular distribution in the absorption path appear due to a π phase
shift of the d-wave as it vanishes, and there has therefore been an interest in studying the
correspondence between photoionization time delays and angular distributions [77–79].

When we studied angle-resolved LAP in Paper I, we confirmed the propensity rule for
continuum transitions and that it was responsible for a disproportion between the dipole-
allowed partial waves. We further saw that this disproportion accumulated in the low-
energy limit to higher-order sidebands that include exchange of multiple IR photons. We
show this disproportion in helium in Fig. 17, where we schematically show ionization path-
ways and plot angular distributions as the logarithm of the signal S from Eq. (7.4). The
first sideband peaks q = ±1 are shown in Fig. 17a and the second sideband peaks q = ±2
are shown in Fig. 17b.
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Figure 17: Ionization pathways in helium and angular distributions of the (a) q = ±1 peaks, and (b) q = ±2 peaks. The solid
lines in the pathway diagrams represent the transitions that are favoured by the propensity rule. Angular distributions
are plotted on a logarithmic scale.

However, when studying the photoelectron spectrum of electrons coming from outer-shell
neon, we could not observe any qualitative difference between the q = +1 and q = −1
sidebands. This was because the multiple m channels, m = 0 and m = ±1, add incoher-
ently, and since the m = 0 channel has two maxima approximately where the m = ±1
channels have two minima the difference between absorption and emission is effectively
wiped out. The ionization pathways and the angular distributions for q = ±1 are shown
in Fig. 18 for neon, with m = 0 and m = ±1, respectively.
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Figure 18: Ionization pathways in neon and angular distributions of the q = ±1 peaks, for (a) m = 0, and (b) m = ±1,
respectively. The solid lines in the pathway diagrams represent the transitions that are favoured by the propensity
rule. Angular distributions are plotted on a logarithmic scale.

To quantify the role of the propensity rule one may calculate the ratio of the absolute
complex amplitudes of different partial waves, characterized by ℓ and m, at an electron
kinetic energy corresponding to a peak reached by absorption (or emission) of q IR photons.
In the high-energy limit, this ratio is determined by the ratio of the angular part of the
dipole-transition matrix element. For the first sidebands of helium, for instance, this means
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that the proportion of d and s (for both absorption and emission), approaches

lim
k→∞

∣∣∣∣b±1
a,2,0

b±1
a,0,0

∣∣∣∣ = ∣∣∣∣⟨Y20|Y10|Y10⟩⟨Y00|Y10|Y10⟩

∣∣∣∣ = 2√
5
. (7.5)

A node in the angular distribution requires that the two partial waves in the superposition
cancel and therefore that ba,ℓ>,m = −ba,ℓ<,m. We can thus write the node condition that

b̃a,ℓ>,m

b̃a,ℓ<,m

= −
Yℓ<m(θ, φ)

Yℓ>m(θ, φ)
(7.6)

needs to be fulfilled, where b̃ denotes the radial part of the spectral amplitude. We found
that the asymptotic value calculated in Eq. (7.5) can be retrieved by evaluating the ratio
between the partial waves at an angle where a node is located¹³. In helium, which shows a
node at θ = π/2, we calculate

lim
θ→π/2

−Y00(θ, φ)
Y20(θ, φ)

=
2√
5
. (7.7)

Since the node condition holds only in the limit, a small change in the ratio of partial waves
may lead to drastically different angular distributions, which explains why absorption and
emission sidebands display different distributions.

Moreover, if there are multiple intermediate angular momenta, like in q = ±2 in both
helium and neon, these paths will interfere and compete with the propensity rule. At
high kinetic energies, the angular part overtakes and the interference between the different
pathways dominates. For neon with m = ±1, we have

lim
k→∞

∣∣∣∣b±2
a,4,1

b±2
a,2,1

∣∣∣∣ = ∣∣∣∣ ⟨Y41|Y10|Y31⟩⟨Y31|Y10|Y21⟩
|⟨Y21|Y10|Y31⟩|2 + |⟨Y21|Y10|Y11⟩|2

∣∣∣∣ = √
8

3
√
3
. (7.8)

In Fig. 19 the ionization pathways and angular distributions for the q = ±2 pathways are
shown for neon with m = ±1. The two paths add constructively, since the continuum–
continuum phase only depends weakly on the intermediate angular momentum, cf. Ref. [80],
and will therefore favour a decrease in angular momentum. The angular distribution along
the two sidebands differ qualitatively with q = +2 showing more nodes than the q = −2
sideband. This is an example of the delicacy of the node condition.

¹³We found it quite remarkable that the ratio of the integrals of dipole coupling in Eq. (7.5) could be obtained
by evaluating just the final spherical harmonics at the position of the node.
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Figure 19: Ionization pathways in LAP in outer-shell neon with m = ±1. The solid lines in the pathway diagrams represent the
transitions that are favoured by the propensity rule. The two pathways that lead to a d partial wave add constructively
for both q = +2 and q = −2.

7.2 Dynamical interference

An atom subjected to intense radiation will have its resonances shifted as shown in Sec. 4.2.
Multiphoton couplings between bound states under strong-field conditions can both en-
hance or inhibit photoionization and lead to rich interference structures in the photo-
electron spectrum [81]. This led to the idea of a Ramsey-like¹⁴ resonant-photoionization
experiment where two temporally separated pulses are used to probe the atomic system at
different times [83–85]. In between the two pulses, in the dark period, the two or more pop-
ulated states develop different phases depending on their energies. This temporal double
slit is mediated by atomic resonances and requires intense fields with low frequencies.

It was however known that strong-field conditions severely affects photoionization spectra
also in non-resonant photoionization by e.g. shifting the ionization threshold by approx-
imately Up [16], which lowers the kinetic energy of the ejected electrons [36]. For a non-
resonant field, the ac Stark shift, and therefore also the instantaneous Up, follow the pulse
envelope. Similarly to the above-mentioned experiments including bound states, the shift
of the ionization potential follows the pulse envelope. This spurred the interest of a dynam-
ical interference effect where photoelectrons at a certain kinetic energy would be created
at two instances in time and thus showing sign of interference in the spectrum [86]. The
interest was also driven by the new generation of light sources such as FEL at hand¹⁵.

The formal criteria that need to be satisfied in order to record dynamical interference were

¹⁴See for instance Ref. [82] on Ramsey interference.
¹⁵Observation of dynamical interference using FEL radiation was the initial incentive to Paper Iv. It turned

out that dynamical interference did not play a role, but instead an in situ measurement of Rabi oscillations was
done, which we discuss further in Sec. 10.
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formulated in Ref. [87]; (i) the ac Stark shift should be larger than the spectral width of the
pulse, and (ii) the ionization rate should be low enough to not deplete the initial state. These
two criteria have been difficult to meet simultaneously with a single field. On the one hand,
the field needs to be intense enough for (i) to hold, but a too intense field quickly depletes
the atom, thus inhibiting (ii) to be fulfilled. At very large intensity however, the ioniza-
tion rate decreases with intensity in what is known as atomic stabilization [88], contrary
to lowest-order perturbation theory, which would predict that the one-photon ionization
rate increases linearly with intensity, as shown by Eq. (1.2). Therefore, it was predicted that
dynamical interference could only be seen at the onset of atomic stabilization [89–92].

In Paper vI we identified interference fringes in LAP using an XUV+IR setup as dynamical
interference, at intensities far below the atomic stabilization regime, and found that the
criteria (i) and (ii) could be simultaneously met in an XUV+IR setup The criteria are then
separated so that the IR controls the ac Stark shift [criterion (i)] and the XUV controls
the ionization rate [criterion (ii)]. We predict that this makes it possible to observe the
dynamical interference effect, shown in Fig. 20, under experimentally feasible conditions.

tℏΩ ℏΩIp

Up

td

Figure 20: Sketch of photoionization using an XUV field under dressing of a strong IR field of Gaussian envelope. The IR field
shifts the atomic levels relative to the ionization threshold such that the photoelectron can interfere with itself at
different times. The instantaneous IR intensity is illustrated with the gradient of the bound state, ranging from low
(black) to high (orange), and the ponderomotive shift is illustrated in the bound state. The time delay between the
two ionization events, td, is given in Eq. (7.16).

To understand this effect, we extend the model of Jiang and Burgdörfer [92] to an XUV+IR
setup. The complex amplitude for a transition to a continuum state with energy ε = k2/2
is modeled by

c(ε) = −ipε,aA0

∫ ∞

−∞
dt′ gΩ(t

′, τΩ)e
i(ε−Ω−εa)t′e

Γ(Ω)
2

GΩ(t
′,τΩ)ei∆(ω)Gω(t′,τω), (7.9)

where Γ is the ionization rate and ∆ is the ac Stark shift. The XUV intensity envelope is
denoted gΩ, and the integrated intensity envelope for the XUV and IR pulses are denoted
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GΩ and Gω, respectively. For Gaussian pulses, the integrated envelopes are given by

G(t′, τ) =

∫ t′

−∞
dt′′ g2(t′′, τ) =

∫ t′

−∞
dt′′ exp

[
−4 ln 4

(
t′′

τ

)2
]
. (7.10)

In writing Eq. (7.9) we have assumed that only the XUV contributes to the ionization,
Γ ≈ Γ(Ω), due to absorption of an XUV photon, and the IR determines the energy shifts
of the bound states, ∆ ≈ ∆(ω), due to both absorption and emission of IR photons.

In agreement with the result in the atomic stabilization regime, Jiang and Burgdörfer
showed with the use of the stationary-phase approximation (SPA) that the contribution to
the complex amplitude in Eq. (7.9) comes largely from two instances in time, ti, i = 1, 2,
separated by a time td = t2− t1; on the rise and fall of the field [92]. We confirm this also
for the XUV+IR setup by similar calculations. By postulating that the integral in Eq. (7.9)
can be replaced by a sum over all times of stationary phase, ti, we get

c(ε) = −ipε,aA0

∑
i

h(ti)

√
2πi

f ′′(ti)
eif(ti), (7.11)

where we have defined the auxiliary functions for ionization, h(t), phase f(t), and the
second time derivative of the phase, f ′′(t),

h(t) = e−
Γ(Ω)
2

GΩ(t,τΩ), (7.12)
f(t) = (ε− εa − Ω)t+∆(ω)Gω(t, τω), (7.13)

f ′′(t) =
d2f

dt2
= −4∆(ω)t

τ2ω
g2ω(t, τω). (7.14)

The times ti that contribute to Eq. (7.11) are then found when the phase is stationary,

df

dt
= ε− εa − Ω+∆(ω)gω(t, τω) = 0, (7.15)

and by solving Eq. (7.15) for time, we obtain that ionization occurs at two instances sepa-
rated by a delay td,

ti = ± td
2

= ±τω

√√√√√ln

√ ∆(ω)

εa +Ω− ε

, (7.16)

where the ionization instances are referenced from t = 0, which is the point in time where
the ponderomotive shift is maximum. The two ionization instances are depicted in Fig. 20
for a specific kinetic energy of the photoelectron. The dependence on the final kinetic
energy, as given in Eq. (7.16), gives rise to modulations along the energy axis.
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The result in Eq. (7.16) further shows that dynamical interference makes the relation be-
tween ionization instances and photoelectron kinetic energy accessible by controlling the
intensity of the assisting IR field. In Fig. 21 we show the model of laser-assisted dynami-
cal interference in Eq. (7.9) together with the SPA result in Eq. (7.11). The SPA result is
only shown for the kinetic energy range where the real solutions of ti are defined. The dis-
crepancies at high and low kinetic energies may be alleviated by considering higher-order
derivatives of the stationary phase. We note that the SPA result agrees with the model in
the region where td grows linearly.

Figure 21: The model of dynamical interference by LAP in Eq. (7.9) in neon 2p compared to the SPA result in Eq. (7.11). The
relation between kinetic energy and delay between the ionization instances is shown on the second y-axis.

Since most of the ionization occurs when the IR is brightest, and the Up shift is the
strongest, the lowest peak in the kinetic energy spectrum is the most prominent, with the
height of the peaks decreasing with kinetic energy. According to the rule of thumb that is
discussed in Sec. 7.3, the zeroth contribution to the peaks is of the order

c
(0)
k ∼ J0

(
k ·A0

ω

)
. (7.17)

By tuning the intensity of the IR field, the relative peak strengths in the interference pattern
can be controlled.

Finally, the type of interference that occurs can be depends on the choice of the envelopes.
If the IR field is varying (e.g. Gaussian) and equally long as the XUV field, the interference
pattern is of dynamical-interference type as explained above. If, on the other hand, the
IR field is chosen to have a flat-top envelope, the interference pattern will be of a Ramsey
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type [82]. For overlapped pulses, the major part of ionization due to the XUV field happens
when the IR is turned on and the photoelectron is shifted down by the ponderomotive
energy of the IR, but some ionization happens on the flanks of the XUV pulse, when the
flat-top IR is turned off. This will give a photoelectron distribution that consists of two
parts: (i) a large peak with no interference shifted down by the ponderomotive energy of
the IR, and (ii) a smaller peak with interference fringes centered about the unshifted kinetic
energy. The dark period, which in a standard Ramsey-type experiment is a free evolution
of the atom in between two illumination periods, is now due to the photoelectron being
pulled down to lower kinetic energy. During the dark period the phase evolves as a function
of the energy of the bound state and on the ac stark shift of the IR. The electrons that are
released after the turn off of the IR field will therefore interfere with the electrons that
were released before the turn on. This situation is illustrated in Fig. 22. In the schematic
in Fig. 22a, we illustrate the dark phase by the shaded gray background, and the Up shift
applied to the bound state. The instantaneous intensity of the IR field is shown by the
color of the bound state, ranging from black (low) to orange (high). The corresponding
photoelectron spectrum, retrieved using TDCIS is shown in Fig. 22b, is shown on a relative
energy axis centered about the kinetic energy estimate of the multiphoton extension of the
photoelectric effect in Eq. (1.3), denoted ⟨E0

k⟩.
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Ramsey-type interference

Figure 22: Ramsey-type dynamical interference controlled by a strong flat-top IR field, which is turned on and off during pho-
toionization. (a) Diagrammatic representation. The dark period is shaded gray and the instantaneous IR intensity is
illustrated with the color of the bound state, with black representing low and orange representing high. (b) Photoelec-
tron spectrum with the kinetic energy axis relative to the estimate of the multiphoton extension of the photoelectric
effect, ⟨E0

k⟩.

7.3 A rule of thumb for multiphoton interaction phases

The third LAP regime in this thesis is the combination of multiple weak XUV fields and
a weak assisting IR field. This is a very common setup for attosecond interferometric ex-
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periments that we study by deriving a rule of thumb, introduced in Paper II. The rule of
thumb is capable of explaining the general phase and amplitude effects in a broad selection
of experiments. The derivation of the rule of thumb was worked out for Paper II and is
given below.

To derive the rule of thumb, we assume that the probe field is infinitely long. We also
assume that the XUV field only contributes through absorption of photons, and that the
role of the IR field is to dress the continuum. We can therefore make use of the rotating-
wave approximation, see e.g. Ref. [22], and write the vector potential as

A(t) =
1

2i

∑
i

AΩi,0 exp[−i(Ωit− δi)]F (t, τ) +Aω,0 sin(ωt− φ). (7.18)

The Volkov phase acquired in the continuum due to the action of the electric field is largely
due to the laser field since the rapid modulations of the ionizing XUV field result in small
integral values. We therefore approximate the Volkov action, for instance in velocity gauge,
Eq. (6.5), as

eiS(k,t) = exp

[
i

∫ t

dt′

(
εk + k ·Aω,0 sin(ωt

′ − φ) +
A2

ω,0

2
sin2(ωt′ − φ)

)]

= exp [i(εk + Up)t] exp

[
−i

k ·Aω,0

ω
cos(ωt− φ)

]
× exp

[
−i
Up

2ω
sin (2(ωt− φ))

]
.

(7.19)

The two oscillating terms in Eq. (7.19) can be simplified by using the Jacobi–Anger expan-
sions, see Ref. [93],

exp(iz cosϕ) =
∞∑

n=−∞
inJn(z) exp(inϕ), (7.20a)

exp(iz sinϕ) =

∞∑
n=−∞

Jn(z) exp(inϕ), (7.20b)

to obtain

eiS(k,t) =

∞∑
n=−∞

(−i)n exp(inφ)Jn

(
k ·Aω,0

ω

) ∞∑
m=−∞

exp[i2mφ]Jm

(
Up

2ω

)
× exp[i(εk + Up − nω − 2mω)t].

(7.21)

The sum over n and m indices have been reversed with the only change in the sign of the
factors exp[inφ] and exp[−inωt], and respectively exp[iδ] and exp[−iΩt]. This is due to
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the relation
(−i)−nJ−n = (−i)nJn. (7.22)

We note that this type of manipulation of the action in continuous fields is a common
technique to study laser-assisted processes with many applications [94]. By inserting the
Volkov state with the action given by Eq. (7.21) into the KFR expression in Eq. (6.33), we
arrive at

ck ≈ 1

2

∞∑
n=−∞

(−i)n exp[inφ]Jn

(
k ·Aω,0

ω

)

×
∞∑

m=−∞
exp[i2mφ]Jm

(
Up

2ω

)
⟨k|p̂z|a⟩ exp[iδ]

×
∫

dt AΩ,0F (t) exp[i(εk + Ip + Up − Ω− nω − 2mω)t],

(7.23)

We have here made the assumption that only the XUV field contributes to ionization,
and that the term quadratic in the vector potential in Eq. (6.33) can be neglected. As
mentioned in Sec. 6.3, this assumption holds for photoelectrons of high kinetic energy
ejected along or antiparallel to the polarization axis. If the rule of thumb is to be applied
to photoelectron ejected perpendicular to the polarization axis, the quadratic term would
need to be included. The ionization potential Ip is further introduced because we choose
the zero-point energy at the ionization threshold. For small ponderomotive shifts, Up ≪
2ω, the zeroth term of the sum over m is dominant and is kept, but the other vanish.
From Eq. (7.23) a simple rule of thumb can be extracted by identifying some key factors.
The dipole matrix element and the time integral are collected as the common elementary
photoionization process

f
(n)
ka =

1

2
⟨k|p̂z|a⟩ exp[iδ]

∫
dt AΩ,0F (t) exp[i(εk + Ip + Up − nω − Ω)t], (7.24)

for a given exchange of n laser photons. The complex amplitude for an exchange of n
photons can hence be written as

c
(n)
k ≈ (−i)|n|J|n|

(
k ·Aω,0

ω

)
exp[inφ]f

(pump)
k , (7.25)

where the directionality of the photoelectron measured from the polarization axis is con-
tained in the Bessel function J|n|. We identify arg[(−i)|n|] = −|n|π/2 as a multipho-
ton interaction phase shift that accumulates with every continuum light–matter interac-
tion. The interaction phase appears explicitly from the first Jacobi–Anger expansion in
Eq. (7.20a), due to the arbitrary choice of a sine-type vector potential, which we opt for
in Eq. (7.18). We note that also Kuchiev opts for this choice of the vector potential in
Ref. [95]. This convention differs from the convention used in e.g. the development of
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the soft-photon approximation in Ref. [96], where a cosine vector potential is used. If a
cosine vector potential is used, the second Jacobi–Anger expansion in Eq. (7.20b), where
the factor in is implicit in the field, must be employed. The phase convention for the fields
hence changes the phases of the transition amplitudes, which has caused some confusion,
although both descriptions provide equivalent predictions [97–99]. In Eq. (11) in Ref. [96],
the nth component of the S-matrix amplitude depends on whether the net exchange of
photons is positive or negative, whereas the accumulation of interaction phases in Eq. (7.25)
is equivalent for absorption and emission because the use of relation in Eq. (7.22). When
multiphoton transitions are studied, we find that the present phase convention transpar-
ently reveals the phases of the transitions.

The identification of the interaction phase shift is the key point of Paper II, since it explains
how strong carrier-envelope phase shifts get imprinted on the photoelectron signal for in-
terferometric experiments with an unbalanced number of photons. The rule of thumb
therefore generally provides qualitative explanations for multiphoton phase shifts in a va-
riety of interferometric experiments in attosecond and free-electron laser experiments. For
a quantitative agreement with the experimental results, energy-dependent phases [2] and
continuum–continuum phases [80, 100, 101], must be considered.

8 Interferometric photoelectron scenarios

In this section, we study three interferometric experiments from attosecond and free-electron
laser sciences that make use of multiphoton transitions in the continuum to interfere ion-
ization pathways. These experiment enable characterization of attosecond pulses and may
be used to provide information on the target species and the ionization dynamics. The first
experiment is the famous Reconstruction of Attosecond Beating By two-photon Transi-
tions (RABBIT) method [102, 103]. This method combines a comb of XUV pulses, which
corresponds to odd harmonics of a fundamental IR field in the frequency domain, and a
weak synchronized IR field to make photoelectrons interfere. Experimentally, the IR field
synchronization is controlled by a delay stage that determines the phase of the IR field
relative to the XUV field, φ = ωτ . For practical reasons, we instead directly alter the
carrier-envelope phase (CEP) by tuning φ. Both pathways contain two interactions with
the fields, and the interferometric arms are therefore balanced in the number of interac-
tions. We contrast the RABBIT experiment to two experiments where the number of in-
teractions in the two interferometric arms are instead unbalanced. The second experiment,
performed by Laurent et al. [104], is a laser-assisted photoionization experiment where pho-
toelectrons are ejected using a comb of even and odd harmonics, generated by means of
two-color high-harmonic generation (ω/2ω HHG), see Ref. [105, 106], coupled together
by the fundamental IR field. The third experiment, performed by Maroju et al. [107], is a
free-electron laser experiment, where two FEL beams with a photon energy difference of
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∆ΩFEL = ΩFEL
> −ΩFEL

< = 3ℏω are coupled by a laser field of photon energy ℏω. Since
the photoelectrons may reach a certain kinetic energy with either an odd or an even num-
ber of interactions with photons in the two latter experiments, there is a mixing of orbital
parity. All these experiments can be replicated with a vector potential, linearly polarized
along the z-axis, of the form given in Eq. (7.3).

8.1 Example 1: Odd high-order harmonics (RABBIT)

The RABBIT method is an interferometric method where photoelectrons ejected by ab-
sorption of photons of XUV wavelength in a comb of odd harmonics, often generated by
means of HHG, are interfered by the successive interaction with a synchronized, funda-
mental, IR field. By multicolor ionization of the atom, the photoelectron spectrum displays
a comb of peaks that correspond to the harmonics and is separated by twice the fundamen-
tal IR photon energy and, labeled H2q+1. In between the harmonic peaks, sideband peaks
SB2q form, which are populated by either absorption of an IR photon from H2q−1 or by
emission of an IR photon from H2q+1. The intensity signal of the sidebands modulate as a
function of the delay between the harmonics and the IR field [108], and by measuring the
relative phase between two consecutive sidebands, the RABBIT method has successfully
been used to characterize attosecond pulse trains [102, 109, 110], and to probe the dynamics
of the ionized system itself; for instance in atoms [73, 111] and molecules [112].

As mentioned above, RABBIT is exceptional since it has a balanced number of interactions
in its interferometric arms, and an odd number of interactions in the continuum are needed
to reach a sideband. The ionization pathways are as follows. To lowest order, either one
absorption or one emission of a laser photon is involved. To reach a harmonic peak on the
other hand, an even number of interactions in the continuum are instead needed. To second
order, either zero interactions with the laser field (direct ionization), or two interactions with
the laser field (redistribution from neighboring harmonic peaks), are needed. In Fig. 23,
we show the ionization pathways in a RABBIT experiment, together with a spectrogram
measured along the polarization axis that shows the modulations of the sidebands and the
harmonics as a function of CEP.
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Figure 23: (a) Ionization pathways of the sidebands and the harmonics in a RABBIT experiment, respectively. (b) The corre-
sponding photoelectron spectrogram measured along the polarization. The sidebands and the harmonics modulate
off phase.

To model the modulations in Fig. 23b, we turn to the rule of thumb derived in Sec. 7.3,
Eq. (7.25). We apply the rule of thumb to RABBIT in accordance with the pathway dia-
grams in Fig. 23a to get the complex amplitudes

cSBk ≈ −iJ1e
iφ − iJ1e

−iφ, (8.1a)

cHk ≈ J0 − J2e
i2φ − J2e

−i2φ, (8.1b)

from which the probability densities are readily given by

|cSBk |2 ≈ 4J2
1 cos

2 φ, (8.2a)

|cHk |2 ≈ J2
0 + 4J0J2 − 8J0J2 cos

2 φ, (8.2b)

which has the interpretation that a sideband in RABBIT is generated when the attosecond
pulses overlap with the extremum of the IR electric field. The total probability is conserved,
|cSBk |2 + |cHk |2 = 1, which can be easily seen by expanding the Bessel functions for weak
fields: J0(2ξ) = 1− ξ2 +O

(
ξ4
)
, J1(2ξ) = ξ+O

(
ξ3
)

and, J2(2ξ) = ξ2/2+O
(
ξ4
)
.

The interaction phase in Eq. (8.1a) appears in both the absorption term and the emission
term of the sideband amplitude and does therefore not contribute to the probability density
in Eq. (8.2a). This may at first glance make the interaction phase seem unnecessary to
describe the dynamics in a RABBIT experiment. The interaction phase is however needed
to ensure that the redistribution of population between sideband and harmonic peaks is
correctly described, and the inclusion of the interaction phase explains the conservation
of probability in continuum transitions. We note that third-order perturbation theory
is required to each consistent result in second order due to interference effects between
different orders.

78



8.2 Example 2: Even and odd high-order harmonics

In a LAP experiment with an attosecond pulse train of even and odd harmonics coupled by
a weak IR probe field, Laurent et al. showed that the asymmetric electron emission along
the polarization axis of atomic targets can be controlled on an attosecond timescale [104].
The train of harmonics, generated by a combination of 800 nm and 400 nm in an ω/2ω
HHG, cf. Ref. [105, 106], ionize argon atoms under dressing of the weak IR field to create
energy-degenerate electron wave packets with a mix of odd and even parities. The inter-
ference between photoelectrons of different parities resulted in asymmetric emission along
the polarization axis, which we call an up–down asymmetry, and depending on the relative
delay between the IR and the train of harmonics, they demonstrated a control of the asym-
metric electron emission on an attosecond timescale. The method has later been extended
for attosecond pulse characterization [113].

Based on a checkerboard pattern in the photoelectron spectrum, they proposed that there
is a phase shift of δ = −π/2 between even and odd harmonics generated this way [104].
The general view at the time was that ω/2ω HHG generates one attopulse every IR cy-
cle, see Ref. [106], but this idea requires that the odd and the even harmonics have zero
relative phase. In Paper II we confirm that a phase shift of δ = −π/2 between the odd
and the even harmonics leads to a checkerboard pattern in the photoelectron spectrum. In
Fig. 24 we show a KFR calculation of the experiment by Laurent et al. generated by odd
and even harmonics with a relative phase difference of δ = −π/2. We show in Fig. 24a
the photoelectron spectrogram along the polarization axis, where even and odd harmonics
modulate off phase. We further show the up–down asymmetry in Fig. 24b where the dif-
ference between photoelectrons emitted parallel and anti-parallel to the polarization axis,
S+(φ)− S−(φ), are shown.
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Figure 24: (a) Photoelectron spectrogram along the polarization, S+, of the experiment by Laurent et al [113]. (b) Asymmetry
between the photoelectrons emitted along, and anti-parallel to, the polarization axis, S+(φ) − S−(φ).

We further found in Paper II that the limitation to one- and two-photon ionization pro-
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cesses is insufficient for this type of experiment. Although the weak IR coupling, also the
adjacent harmonic peaks, coupled by two IR photons, must be considered in order to count
the photon interactions consistently. The rule of thumb in Eq. (7.25) applied to this setup
yields the following expression for the transition amplitudes for the laser-assisted harmon-
ics:

c
(odd)
k =− J2 exp[−i2φ]− iJ1 exp[−i(φ− δ)] (8.3a)

+ J0 − iJ1 exp[i(φ+ δ)]− J2 exp[i2φ],

c
(even)
k =− J2 exp[−i(2φ− δ)]− iJ1 exp[−iφ] (8.3b)

+ J0 exp[iδ]− iJ1 exp[iφ− J2 exp[i(2φ+ δ)].

The phase shift between odd harmonics and even harmonics is modeled by the introduction
of δ in the even harmonics. This yields the probabilities

|c(odd)k |2 = 1 + 2ξ sin(δ) cos(φ) +O(ξ3), (8.4a)

|c(even)k |2 = 1− 2ξ sin(δ) cos(φ) +O(ξ3). (8.4b)

This expression differs from that of Laurent et al. in Ref. [104] by the absence of a 2ω
modulation¹⁶ – the RABBIT term – and with the rule of thumb an explanation to why this
term should not be present is readily given. This term would come from the interference
of the two J1 terms by absorption or emission of one IR photon like in RABBIT,

c
(2ω)
k = −iJ1 exp(−iφ)− iJ1 exp(iφ), (8.5a)

|c(2ω)k |2 = ξ2

2
(1 + cos(2φ)) +O

(
ξ4
)
. (8.5b)

The complementary signal is then given by the direct ionization term and the two terms
from including the two adjacent harmonics,

c
(compl.)
k = −J2 exp[−i(2φ− δ)] + J0 exp[iδ]− J2 exp[i(2φ+ δ)], (8.6a)

|c(compl.)
k |2 = 1− ξ2

2
(1 + cos(2φ)) +O

(
ξ4
)
. (8.6b)

By expanding the RABBIT term in Eq. (8.5b) and the complementary term in Eq. (8.6b) to
second order in the interaction, it is seen that they cancel. This hinges on the assumption
that the harmonics are equally strong. In Fig. 25, the RABBIT and the complementary
pathways are shown together with the modulations to show the cancellation. In Fig. 25
we show the ionization pathways for the RABBIT signal and the complement signal from
Eq. (8.5)–(8.6). Their opposite modulations are shown in Fig. 25c.

¹⁶As mentioned in the beginning of Sec. 8, the relative phase difference between the train of harmonics and
the IR field, φ = ωτ , is controlled by changing the delay. The 2ω modulation refers to a modulation which
occurs at twice frequency of the IR field.
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Figure 25: (a) The two-photon RABBIT pathway in Eq. (8.5) to an odd harmonic peak, and (b) the complementary pathway in
Eq. (8.6). (c) The modulation of the odd harmonic peak due to the interactions in (a) and (b). At equally strong
harmonics, the two terms cancel.

The KFR result in Fig. 24 agrees with TDCIS (not shown) for photoelectrons along or
anti-parallel to the polarization axis. However, we found in Paper II that the general angular
distribution differed between the two theories, which implies that methods beyond KFR are
required to correctly describe the photoionization dynamics in arbitrary emission angles.

8.3 Example 3: Free-electron laser radiation with 3n harmonics

Our third example of a LAP experiment is an FEL experiment performed at FERMI by
Maroju et al. [107]. Here two FEL beams with an energy spacing of ∆ΩFEL = ΩFEL

> −
ΩFEL
< = 3ℏω are used to ionized neon atoms and a synchronized weak IR field with angular

frequency ω couple the two harmonic peaks to twin sidebands. The two twin sidebands
modulate off phase by −π/2 and display an up–down asymmetry¹⁷. In this regard, the
experiment can therefore be viewed as a higher-order version of the even–odd orbital parity-
mixing experiment above by Laurent et al. [104]. The photoionization pathways and the
spectrogram along θ = 0 are shown in Fig. 26.

¹⁷One of the major motivations for Paper II was our interest in understanding the origin of the phase shift
between the two twin sidebands. In a small passage in Ref. [107], this shift is mentioned as “trivial”. Perhaps
it was not trivial enough for us, which we are very thankful for.
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Figure 26: Photoionization pathways to the (a) upper twin sideband, and (b) the lower twin sideband, in the experiment by
Maroju et al. [107]. (c) Corresponding photoelectron spectrogram that shows the twin sideband (reprinted from
Paper II), and (d) the asymmetry between the photoelectrons emitted along, and anti-parallel to, the polarization
axis, S+(φ) − S−(φ).

Using the rule of thumb, we therefore model the transition amplitudes as

c
(high)
k = −iJ1 exp[−iφ]− J2 exp[i2φ], (8.7a)

c
(low)
k = −J2 exp[−i2φ]− iJ1 exp[iφ], (8.7b)

where we have assumed that the elementary photoionization processes are equal for the
two FEL harmonics: f>k = f<k = 1. Similar to RABBIT, the two sidebands are populated
from two pathways, but with a difference in the number of interactions in the upper and
lower pathways. This leads to the following probabilities

|c(high)k |2 = ξ2

4
+
ξ3

8
sin(3φ) +O(ξ4), (8.8a)

|c(low)
k |2 = ξ2

4
− ξ3

8
sin(3φ) +O(ξ4), (8.8b)

and it is the unbalanced pathways that lead to the phase shift between the two sidebands.
With the convention of a sine-type vector potential, the interpretation is that the phase
shift comes from the interaction phase. Similar to Maquet et al., Maroju et al. also employ
the cosine phase convention for the field in Ref. [107], and in Ref. [114], Maroju et al.
derive expressions equivalent to Eq. (8.8). Further, in Ref. [115], coherent control of the
population of the twin sidebands on an attosecond time scale have been shown.

9 Above-Threshold Ionization

Above-threshold ionization is the multiphoton ionization process in which the field is
strong enough such that the atom absorbs more than the minimum number of photons to
overcome the ionization threshold. Typically, this is described by the reaction

A+ qγ → A+ + e−, (9.1)
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where q is the number of absorbed photons γ with energy ℏω. This process was first re-
vealed by Agostini et al. [7], see schematic in Fig. 2, in which xenon atoms were illuminated
by a strong laser with a photon energy that would require six photons to be absorbed for an
electron to be ejected. In the photoelectron spectrum, they however measured two peaks:
one corresponding to absorption of six photons, and one corresponding to absorption of
seven photons. This indicated that the photoelectron had absorbed a photon in the con-
tinuum. We have shown ATI spectra in this thesis, e.g. in hydrogen in Fig. 9 and Fig. 10,
in helium in Fig. 13, and neon in Fig. 11, and will in this section give general comments on
the ATI spectra that we have calculated in this thesis¹⁸.

Photoelectrons measured in an ATI experiment are often classified as either direct electrons
or rescattered electrons. Direct electrons are the photoelectrons that are ejected by absorp-
tion of a number of photons and do not interact again with the ion after the ionization
event, while the rescattered electrons are driven back to the ion, off which they may scatter
to attain a higher kinetic energy [52]. The classical kinetic energy bound for direct electrons
is found by calculating the drift energy of an electron in a monochromatic field [52], and
depends on the polarization of the field. For linear polarization, the direct electron may
attain at maximum a kinetic energy ofEk = 2Up, while for circular polarization the bound
is already at Ek = Up. Quantum mechanically, this bound is not as strict, but the classical
limits are useful for assignation of cut offs in ATI spectra. The importance of rescattering
in ATI was recognized by Kuchiev [95] and implemented later by several authors [116, 117].
Above a kinetic energy of 2Up, most of the photoelectrons have scattered off the ion, and
they form a plateau of ATI peaks with a cutoff at 10Up [118, 119]. In this thesis, we cal-
culate ATI spectra within the TDCIS theory and within the KFR theory. As discussed in
conjunction to the theory of KFR, Sec. 6.3, the limitation of not including any interaction
with the photoelectron and the ion restricts the method to direct ionization without tak-
ing into account rescattering off the ion. We have focused on the experiment by Zipp et
al. [120] where the ATI process is probed by a field of half the frequency. The basis for this
experiment, and how it relates to RABBIT is discussed in Sec 9.1.

9.1 Two-color (2ω/ω)

An experiment that in a clear way relates strong-field physics to attosecond physics is the
2ω/ω ATI experiment by Zipp et al. [120]. Argon atoms are photoionized by ATI using a
frequency-doubled 400 nm field and probed by the fundamental 800 nm field, both lin-
early polarized along the same axis. The ATI process creates photoelectron population in
the continuum with a spacing of 2ω, and the probe field creates sidebands that may be

¹⁸We mention that ATI is sometimes referred to experiments where the photon energy is smaller than the
ionization potential of the atom such that multiple photons needs to be absorbed for ionization to happen. We
include also in the definition experiments where one photon would be enough to ionize, but where additional
photons are absorbed in the continuum.
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populated by either absorption from the ATI peak below or emission from the ATI peak
above. The setup for this experiment is depicted in Fig. 27 by pathway diagrams. We show
in Fig. 27a the photoionization pathways to an ATI sideband and in Fig. 27b the photoion-
ization pathways to an ATI peak, together with CEP modulation of the third ATI sideband
compared to a RABBIT sideband in Fig. 27c. When the two fields are delayed relative each
other, modulations of the sidebands (and of the ATI peaks) appear with a period equal to
that of the RABBIT experiment¹⁹, but with a phase shift due to the interaction phase.

It is remarkable that despite the very different premise for this experiment, being based
on the nonlinear ATI process rather than the linear photoionization process ignited by the
XUV harmonics, this experiment have much in common with the RABBIT experiment. In
fact, we use the same definition for the vector potential as in the LAP experiment, Eq. (7.16),
but with theΩ = 2ω being a frequency-doubled field of an amplified Ti:sapphire laser with
angular frequency ω.
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Figure 27: Photoionization pathways of the ω/2ω experiment by Zipp et al. [120] for (a) sideband and (b) ATI peaks. (c)
Comparison of the CEP modulation of the ω/2ω sideband for θ = 0 and θ = 180 to CEP modulation in a RABBIT
sideband along θ = 0.

To model this experiment, we note that for each absorbed photon in the ATI process, an
interaction phase is accumulated according to the rule of thumb. The upper ATI peak has
thus acquired a −π/2 from the surplus of one interaction in the continuum compared
to the lower ATI peak. The rule of thumb then gives the following contributions to the

¹⁹The period is only equal to the RABBIT period provided that the delay stage is implemented in the 800 nm
field, as described below.
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transition amplitudes,

c
(SB)
k = −iJ1 exp

[
−i
(
φ+

π

2

)]
− iJ1 exp[iφ], (9.2a)

c
(ATI)
k = −J2 exp

[
−i
(
2φ+

π

2

)]
+ J0 − J2 exp

[
i
(
2φ+

π

2

)]
, (9.2b)

where photoelectrons in in the up directions are considered. Similar to the experiments
by Laurent et al. [104], and Maroju et al. [107], there is an up–down asymmetry. The
probabilities are then given by

|c(SB)
k |2 = ξ2 cos2

(π
4
+ φ

)
+O

(
ξ4
)
, (9.3a)

|c(ATI)
k |2 = 1− ξ2 cos2

(π
4
+ φ

)
+O

(
ξ4
)
, (9.3b)

where there is a phase shift −π/4 compared to the RABBIT modulations, which indeed is
seen in our simulations in Paper II. This π/4 shift compared to the RABBIT modulations
is on the absolute scale and can therefore only be seen if the experiment is simultaneously
compared to a known reference experiment. In Eq. (9.2)-(9.3), we have made the strong
assumption that the photoelectron peaks of the ATI comb are comparable in strength before
the cut off. We find it remarkable that despite the assumption of equal strength of the
adjacent ATI peaks, the rule of thumb is able to reproduce these modulations.

We mention that the amplitudes presented in Eq. (9.2) are retrieved when using the def-
inition of the vector potential presented in Eq. (7.3), with the delay (or in our case CEP)
referenced from the 2ω ATI (pump) fields. This coincides with the usual definition for
a RABBIT analysis, where the IR field acts as a probe of the XUV pump. Both Zipp et
al. [120], and following work by López et al. [98, 99], introduce however the delay/CEP in
the 2ω arm, and further use the convention of a cosine vector potential. This seemed to
lead to a discrepancy between our work in Paper II and their work. They define the field
from the electric field, neglecting the slowly varying envelope,

E(t) = E2ω sin(2ωt+ φ) + Eω sin(ωt), (9.4)

which compares to the electric field employed by us in Paper II:

E(t) = E2ω cos(2ωt+ π) + Eω cos(ωt+ π − φ). (9.5)

If their definition of the field is used, the sidebands will be located at φ = 0 and the ATI
peaks will be located at φ = π, as opposed to when using the RABBIT field definition
where the sidebands are located at φ = π/4 and the ATI peaks at φ = 3π/4. The
two results are however equivalent and it is possible to relate them by the transformation
t → t − π/(2ω) − φ/ω [97]. It is our experience that the convention used in this thesis
makes the interpretation of attosecond experiments based on LAP or ATI more easy to
understand in terms of multiphoton interaction phases.
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10 Photoionization from aRabi-cycling atom at XUVwavelengths

With the high degree of coherence and shot-to-shot reproducibility of seeded free-electron
lasers such as FERMI [13], experiments with coherent control of light–matter processes at
XUV wavelengths have become possible [121]. This is the subject for Paper Iv, where Rabi
oscillations in helium atoms at XUV wavelengths were directly observed for the first time.
The experiment is performed by illuminating helium atoms with an intense XUV field (I =
2×1013W/cm2) tuned to the 1s2 1S0 – 1s4p 1P1 transition at ℏωba = 23.742 eV, which
couples the ground state to the excited state and periodically drives population between
the two states. In spite of a large intensity of the XUV field, the ponderomotive energy
of the field is low, due to the large central frequency of the XUV field. Yet, we observe in
this experiment both weak-field and strong-field features, the latter requiring a theoretical
description beyond lowest-order perturbation theory. By absorption of one photon from
the excited state or of two photons from the ground state, some electronic population is
ejected and recorded in the photoelectron spectrum, where the Rabi dynamics is directly
measured. We mention that earlier predictions to indirectly observe Rabi dynamics driven
by fields of short wavelengths have been made, in both atoms [122–124] and molecules [125],
where coupling between two manifolds of vibrational states rather than two distinct states,
lead to an AT splitting in the photoelectron spectrum [126]. In this section, we give a
theoretical background to this experiment.

10.1 Rabi dynamics

An important part of Paper Iv was to distinguish photoelectrons stemming from the ground
state |a⟩ from the electrons stemming from the excited state |b⟩. In order to distinguish
between these two ionization paths, we study the Rabi amplitudes in Eq. (1.16), where
initially all the population is in the ground state. At resonance, with ∆ω = 0, the Rabi
amplitudes for the ground state and the excited state modulate as

a(t) = cos
Ωt

2
, (10.1a)

b(t) = −i sin
Ωt

2
, (10.1b)

so that the probability of finding the atom in the ground state, shown in Fig. 28a, hence
modulates off phase with half a Rabi period compared to the probability of finding the atom
in the excited state, shown in Fig. 28b. The relative phases of the amplitudes are shown by
the color of the lines. It is seen that after a completed Rabi cycle the atom returns to its
previous state, but with a phase shift of π. Given the initial condition that the population
is initially in the ground state, the phase jumps occur at every (n+ 1

2)th completed period
in the ground state, and at every nth completed period in the excited state.
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Figure 28: Probability of finding the atom in (a) the ground state and (b) the excited state as a function of time when driving
Rabi oscillations at resonance. The acquired phase is shown by the line color.

The frequency-domain correspondence to the Rabi oscillations is an AT doublet, which is
separated by the generalized Rabi frequency [25]. In the experiment of Paper Iv, the Rabi-
oscillating atom is coupled to a continuum by absorption of one photon from the excited
state or by absorption of two photons from the ground state, via all other accessible states
1snp. These two ionization pathways are shown in the photon diagram of Fig. 29. Each
photoionization event separately yields a unimodal photoelectron distribution with spectral
width determined by the pulse parameters. However, the photoelectrons are ejected with
the phase that was acquired during the Rabi oscillation inherited, see Fig. 28, which means
that electrons ejected at odd cycles and electrons ejected at even cycles interfere to form an
AT doublet.

(a) (b)

Figure 29: Photoionization from (a) the excited 1s4p state by a one-photon resonant process, or (b) via all states other than
1s4p by a non-resonant two-photon process. Figure modified from Paper Iv.

In Paper Iv, the pulse length of 56 fs FWHM compares to the Rabi period of 2π/Ω = 52 fs
at resonance. The experiment is therefore performed in the regime of 1 – 1.5 Rabi periods,
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depending on the exact pulse shape²⁰. If the electron is ejected after one full Rabi period,
but before one and a half Rabi periods, one could distinguish between electrons ejected
from the ground state and the excited state by the number of peaks in the photoelectron
spectrum. The electrons ejected from the ground state would then have completed a full
cycle and have acquired a π phase shift before being ejected, whereas electrons ejected from
the excited state would only have completed half a Rabi period since the excited state is first
populated after half a Rabi period. The electrons that are ejected from the ground state will
therefore interfere destructively, leading to an AT doublet, while the electrons ejected from
the excited state will only show a single peak.

Another way to distinguish the photoelectrons stemming from the ground state from those
stemming from the excited state is to study the asymmetry of the AT doublet. From
Eq. (1.16) it is seen that only the ground-state amplitude has an antisymmetric frequency
component that depends on detuning. In Fig. 30a,c we show photoelectron spectra with
pulse parameters as in Paper Iv and a smooth-flat-top envelope, together with the ground-
state population in Fig. 30b,d, for both the initial condition that the population is in the
ground state (the top row), and that the population is in the excited state (the bottom
row). The three lines correspond to three values of detuning from the photon energy that
results in symmetric AT peaks, ω = ωsym + ∆ω: black, ℏ∆ω = −0.13 eV; orange,
ℏ∆ω = 0; sky blue, ℏ∆ω = 0.13 eV. The asymmetry of the two AT peak with de-
tuning in Fig. 30a indicates that the photoelectrons are ejected, at least partly, from the
ground state. For the field strength used in the experiment, we estimated the ionization
probability ratio between the one-photon resonant ionization process and the two-photon
non-resonant process to be roughly 104 : 1 in favour of the one-photon resonant process.
However, the dipole matrix elements from the set of complement states to the continuum
are stronger than the dipole matrix element from 1s4p to the continuum by a factor of 104

in favour of the non-resonant pathway. This means that the two processes happen with
comparable strength. The two ionization processes interfere such that the kinetic energy
where one finds the symmetric AT peaks is blue shifted. For the other initial condition
that the excited state is populated, shown in Fig. 30c,d, there is no sign of an AT peak. The
ground-state population however modulates in a similar fashion.

We further note that when the frequency is increased, the contrast of the peak increases
in Fig. 30a. A possible explanation to this may be that the population ejected from the
excited state has not had time to develop an AT peak, and the combined signal from the
ground state and the excited state may then result in a lack of contrast. In Fig. 30b, the
ground-state population is shown for three mentioned cases. It is seen that the chosen pulse
parameters give Rabi modulation of close to 1.5 periods, with the red-detuned case below
1.5 periods. However, the loss of contrast may partly be explained by macroscopic volume

²⁰A Gaussian pulse with FWHM equal to the width of a flat-top pulse will result in 1.5 times more Rabi
periods, see the area theorem in Ref. [127].
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average effects of the stretched beam focus.
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Figure 30: Left column: Photoelectron spectra centered about the frequency of symmetric AT peaks, ωsym (orange), and asym-
metric AT peaks obtained with a detuning of ℏ∆ω = −13 eV (black), and ℏ∆ω = +13 eV (sky blue). Right
column: Ground state population as a function of time. In (a) and (b), the population is initially in the ground state,
whereas in (c) and (d) the population is initially in the excited state.

Photoelectron angular distribution

There is a strong angular dependence on to the scaling of the dipole matrix elements. The
104 : 1 scaling in favour to the two-photon process holds for transitions to the d contin-
uum, while to the s continuum, there is only a factor 102 : 1 in favour of the two-photon
process. This renders the one-photon process stronger when measuring s-partial waves, and
there is therefore a strong angular dependence. In Fig. 31 we show a photoelectron spec-
tra measured (a) along the polarization axis and (b) perpendicular to the polarization axis
using the frequency of symmetric AT peaks, ω = ωsym, and detuning ℏ∆ω = −13 eV
and ℏ∆ω = +13 eV, respectively. The clear minimum at the frequency of symmetric
peaks ωsym for the spectrum measured along the polarization axis indicates that more of
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the signal stems from the ground state than in the spectrum measured perpendicular to
the polarization axis. The change in the ground state–excited state emission mixture is fur-
ther seen from the shift of the symmetric-peak frequency, where in the spectrum measured
perpendicular to the polarization axis, the blue detuning required for symmetric peaks is
smaller.
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Figure 31: Angle-resolved photoelectron spectra along (a) the polarization axis, and (b) at θ = 90 degrees from the polarization
axis, obtained with fields of frequency centered about the frequency of symmetric AT peaks, ωsym (orange), and
with a detuning of ℏ∆ω = −13 eV (black) and ℏ∆ω = +13 eV (sky blue).
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11 Summary and outlook

In this thesis we have applied the TDCIS method to study photoionization in noble gas
atoms that are subject to different types of XUV and IR light sources commonly used in
attosecond and free-electron laser sciences. The work has consisted of three prominent
parts with almost uniform distribution of time on these: implementation and validation of
surface-flux methods, development of the TRK correction to velocity gauge TDCIS, and
application to experiments.

Information on the photoionization process is extracted by studying the photoelectron
spectrum, which we retrieve using the surface-flux methods tSURFF and iSURFF that we
have implemented in this thesis. The retrieved photoelectron spectra are fully differential,
which means that all relevant quantum numbers are revealed. The photoelectron spectra
can thus provide insight in a range of experiments. While we have focused on fundamen-
tal processes in a selection of novel interferometric single-ionization experiments made in
noble gas atoms, attosecond and free-electron laser sciences have progressed along many
parallell tracks. The implemented surface-flux methods can in future works be applied to
matter described within frameworks other than TDCIS, to study for instance photodetach-
ment in molecules or pump–probe experiments in solids.

The majority of the results we present is retrieved using TDCIS implemented in the velocity
gauge. While the convergence properties of velocity gauge is enticing, the size-inconsistency
problem due to the truncation of the configuration space hampers its use in experiments
with strong low-frequency fields. This is further the regime where convergence of the length
gauge can be problematic, due to the large number of angular momenta required. This led
us to develop a correction based on the TRK sum rule, which mediates the application to
strong-field experiments, and therefore opens the possibility to use velocity gauge in the
strong-field regime. However, the TRK correction is perturbative in the vector potential
and is expected to fail at very strong fields. It would therefore be of interest to further
improve the correction to higher order (maybe infinite) in the vector potential to unlock
the most extreme regimes of attosecond science. Moreover, one could also be inspired to
use a similar technique of corrections based on effective potentials in other problems to e.g.
include effects of double ionization.

Our theoretical and numerical development have been done in close collaboration with
experimental groups, both the attosecond group in Lund and in a larger collaboration in
Paper Iv. The close connection to experiments has been directly beneficial to the theoretical
development and validation of the implementation. Finally, there are predictions in this
thesis that would be interesting to confirm with experiments in the future. For instance,
the angular distributions in higher-order sidebands in helium and neon that we predicted
in Paper I and the laser-assisted dynamical interference effect that we predicted in Paper vI.
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A Matrix elements in tSURFF

The tSURFF equations in Sec. 6.4 are derived in the formalism of second quantization,
and here we show explicitly how these terms are derived.

A.1 Wick’s theorem and notation

We evaluate the sequence of creation and annihilation operators using Wick’s theorem,
using a notation slightly modified from that of Ref. [26]. A contraction is defined as the
difference between the ordinary product and the normal product of two arbitrary operators,
x̂ and ẑ. Since only contraction of holes with holes and particles with particles yields any
contribution, we distinguish the notation between them. We denote contraction of hole
operators â, b̂, ĉ, ... with lines above and contraction of particle operators p̂, q̂, r̂, ... with
lines below,

âĉ = âĉ− {âĉ}, (A.1a)
p̂q̂ = p̂q̂ − {p̂q̂}. (A.1b)

An arbitrary product Î = îĵk̂... of operators written on normal form {Î} gives zero when
acting on the reference vacuum,

{Î}|Φ0⟩ = 0. (A.2)

Wick’s theorem [128] can be expressed as

Î = {Î}+ { Î }, (A.3)

where { Î } represents all possible single, double, triple, ..., contractions within Î and a
subsequent rearrangement of the remaining operators to normal form.

When we evaluate operator products, we will use Wick’s theorem to exchange the operator
product for contractions and normal forms. In the end we are only interested in the fully
contracted terms, and introduce a new notation that corresponds to this. The notation
signifies that the left- and the right-hand sides are equal upon action on the vacuum,

Î = {Î}+ { Î } ◦
= Î . (A.4)

where Î represents the sum of fully contracted products in Î . Consider the two following
examples of operator products:

â†bâa = {â†bâa}+ {â†bâa} = −âaâ†bδab
◦
= δab. (A.5)
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and

â†aâpâ
†
qâb = {â†aâpâ†qâb}+ {â†aâpâ†qâb}+ {â†aâpâ†qâb}+ {â†aâpâ†qâb}

= â†qâbâ
†
aâp − δabâ

†
qâp − δpqâbâ

†
a + δabδpq

◦
= δabδpq,

(A.6)

The normal forms âaâ
†
b and â†qâp give zero, and only the terms which are fully contracted

are left.

A.2 Matrix elements of the TDCIS Hamiltonian

In this section, we evaluate the matrix element ⟨χk,a|Θ̂Ĥ|Ψ⟩ in detail for each part of the
TDCIS Hamiltonian in Eq. (5.7). Since the expressions are lengthy, we occasionally refer
to parts of the expressions by the subnumbering of the particular expression. For example,
Eq. (A.7a) refers to only the first term on the right-hand side of Eq. (A.7), not including
the left-hand side.

Matrix element of the mean-field Hamiltonian

The matrix element with the mean-field Hamiltonian Ĥ(HF)
0 is given by a zero-particle

term and two one-particle terms,

⟨χk,a|Θ̂Ĥ
(HF)
0 |Ψ⟩ =

∑
p,c,rs,bq

εc⟨r|θ̂|s⟩⟨Φ0|â†aâpâ†râsâ†qâb|Φ0⟩⟨k|p⟩eiSa(k,t)αq
b(t)

(A.7a)

+
∑

p,tu,rs,bq

⟨r|θ̂|s⟩⟨t|ĥ(HF)|u⟩⟨Φ0|â†aâpâ†râsâ
†
t âuâ

†
qâb|Φ0⟩

× ⟨k|p⟩eiSa(k,t)αq
b(t)

(A.7b)

−
∑

p,cd,rs,bq

⟨r|θ̂|s⟩⟨c|ĥ(HF)|d⟩⟨Φ0|â†aâpâ†râsâdâ†câ†qâb|Φ0⟩

× ⟨k|p⟩eiSa(k,t)αq
b(t).

(A.7c)
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For these three terms, we simplify the operator products using Wick’s theorem

â†aâpâ
†
râsâ

†
qâb

◦
= â†aâpâ

†
râsâ

†
qâb = δabδprδqs, (A.8a)

â†aâpâ
†
râsâ

†
t âuâ

†
qâb

◦
=
(
â†aâpâ

†
r

)
âsâ

†
t

(
âuâ

†
qâb

)
◦
= δprδqu

(
â†aâsâ

†
t âb

)
= δprδquδabδst,

(A.8b)

â†aâpâ
†
râsâdâ

†
câ

†
qâb

◦
=
(
â†aâpâ

†
r

)
âsâd

(
â†câ

†
qâb

)
◦
= −δprδbc(â†aâsâdâ†q) = δprδbcδadδqs,

(A.8c)

which simplify the three terms in Eq. (A.7) to

(A.7a) =
∑
c,pq

εc⟨k|p⟩⟨p|θ̂|q⟩eiSa(k,t)αq
a(t) =

∑
c,q

εc⟨k|θ̂|q⟩eiSa(k,t)αq
a(t), (A.9a)

(A.7b) =
∑
tqp

⟨k|p⟩⟨p|θ̂|t⟩⟨t|ĥ(HF)|q⟩eiSa(k,t)αq
a(t) =

∑
q

⟨k|θ̂ĥ(HF)|q⟩eiSa(k,t)αq
a(t),

(A.9b)

(A.7c) = −
∑
b,pq

⟨k|p⟩⟨p|θ̂|q⟩⟨b|ĥ(HF)|a⟩eiSa(k,t)αq
b(t) = −

∑
q

εa⟨k|θ̂|q⟩eiSa(k,t)αq
a(t).

(A.9c)

In total, we have for the mean-field Hamiltonian,

⟨χk,a|Θ̂Ĥ
(HF)
0 |Ψ⟩ =

∑
q

[
⟨k|θ̂ĥ(HF)|q⟩+

(∑
c

εc − εa

)
⟨k|θ̂|q⟩

]
eiSa(k,t)αq

a(t).

(A.10)

Matrix element of the zero-body potential

The matrix element with the zero-body potential V̂0 is evaluated similarly to the term in
Eq. (A.7a) to

⟨χk,a|Θ̂V̂0|Ψ⟩ = −1

2

∑
p,c,rs,bq

⟨c|u(HF)|c⟩⟨r|θ̂|s⟩⟨Φ0|â†aâpâ†râsâ†qâb|Φ0⟩⟨k|p⟩eiSa(k,t)αq
b(t)

= E
(HF)
1

∑
q

⟨k|θ̂|q⟩eiSa(k,t)αq
a(t).

(A.11)
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Matrix element of the one-body interaction potential

Further, the matrix element involving the one-body field-interaction operator is given by

⟨χk,a|Θ̂V̂
(int)
1 |Ψ⟩ =

∑
p,tu,rs,bq

⟨r|θ̂|s⟩⟨t|v̂(int)1 |u⟩⟨Φ0|â†aâpâ†râsâ
†
t âuâ

†
qâb|Φ0⟩⟨k|p⟩eiSa(k,t)αq

b(t)

(A.12a)

−
∑

p,cd,rs,bq

⟨r|θ̂|s⟩⟨c|v̂(int)1 |d⟩⟨Φ0|â†aâpâ†râsâdâ†câ†qâb|Φ0⟩⟨k|p⟩eiSa(k,t)αq
b(t).

(A.12b)

The two hole–particle cross terms, e.g. ⟨t|v̂(int)1 |c⟩ do not contribute since they lead to an
unbalanced number of hole- and particle operators. For instance, the operator product
corresponding to ⟨t|v̂(int)1 |c⟩ gives

â†aâiâ
†
râs

(
â†câtâ

†
qâb

)
◦
= δbcδqt

(
â†aâdâ

†
râs + â†aâpâ

†
râs

)
◦
= δbcδqt

(
δad{â†râs}+ δur{â†aâs}

)
◦
= 0.

(A.13)

We have emphasized the unbalanced set of operators in Eq. (A.13) by expanding the plane
wave on also the core orbitals, and not only the virtual orbitals by writing the plane wave set
of operators as â†aâi, instead of â†aâp. The operator products corresponding to Eq. (A.12a)–
(A.12b) are evaluated using Eq. (A.8b)–(A.8c). We get

(A.12a) =
∑
tqp

⟨k|p⟩⟨p|θ̂|t⟩⟨t|v̂(int)1 |q⟩eiSa(k,t)αq
a(t) =

∑
q

⟨k|θ̂v̂(int)1 |q⟩eiSa(k,t)αq
a(t),

(A.14a)

(A.12b) = −
∑
b,pq

⟨k|p⟩⟨p|θ̂|q⟩⟨b|v̂(int)1 |a⟩eiSa(k,t)αq
b(t) = −

∑
b,q

⟨k|θ̂|q⟩⟨b|v̂(int)1 |a⟩eiSa(k,t)αq
b(t),

(A.14b)

which in total gives us

⟨χk,a|Θ̂V̂
(int)
1 |Ψ⟩ =

∑
q

(
⟨k|θ̂v̂(int)1 |q⟩αq

a(t)−
∑
b

⟨k|θ̂|q⟩⟨b|v̂(int)1 |a⟩αq
b(t)

)
eiSa(k,t).

(A.15)

Matrix element of the two-body potential

The matrix element for the two-body potential is given by the operator product between
the one-body Heaviside operator and the two-body Coulomb potential operator, which
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evaluates to

⟨χk,a|Θ̂V̂2|Ψ⟩ = 1

2

∑
p,rs,ijkl,bq

⟨r|θ̂|s⟩⟨ij|r−1
12 |kl⟩

⟨Φ0|â†aâpâ†râs{â
†
i â

†
j âlâk}â

†
qâb|Φ0⟩

⟨k|p⟩eiSa(k,t)αq
b(t).

(A.16)

Four cases of {â†i â
†
j âlâk}, corresponding to two direct Coulomb interactions, and two

exchange Coulomb interactions will give contributions. These elements have the operator
product

â†aâpâ
†
râs{â†câ

†
t âdâu}â†qâb

◦
=
(
â†aâpâ

†
r

)
âsâ

†
t âd

(
â†câuâ

†
qâb

)
◦
= δprδquδbc

(
â†aâsâ

†
t âd

)
◦
= δprδquδbcδstδad, (A.17a)

â†aâpâ
†
râs{â†câ

†
t âuâd}â†qâb

◦
= −δprδquδbcδstδad, (A.17b)

which yields

⟨χk,a|Θ̂V̂2|Ψ⟩ =
∑
b,pqt

⟨k|p⟩⟨p|θ̂|t⟩
(
⟨bt|r−1

12 |qa⟩ − ⟨bt|r−1
12 |aq⟩

)
eiSa(k,t)αq

b(t)

=
∑
b,qt

⟨k|θ̂|t⟩
(
⟨bt|r−1

12 |qa⟩ − ⟨bt|r−1
12 |aq⟩

)
eiSa(k,t)αq

b(t).
(A.18)

Matrix element of the HF shift

Finally, for the energy shift E(HF) we use the result of Eq. (A.7a)–(A.8a), since it is a zero-
body operator, to obtain

⟨χk,a|Θ̂E(HF)|Ψ⟩ = E(HF)
∑
q

⟨k|θ̂|q⟩eiSa(k,t)αq
a(t). (A.19)
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Final expression of the matrix element of the TDCIS Hamiltonian

In total, the matrix element for the second term in Eq. (6.40) is evaluated to

⟨χk,a|Θ̂(rc)Ĥ|Ψ⟩ =
∑
q

{[
⟨k|θ̂ĥ(HF)|q⟩+

(∑
c

εc − εa + E
(HF)
1

)
⟨k|θ̂|q⟩

]
αq
a(t)

+
∑
b,t

⟨k|θ̂|t⟩(⟨bt|r−1
12 |qa⟩ − ⟨bt|r−1

12 |aq⟩)α
q
b(t)− E(HF)⟨k|θ̂|q⟩αq

a(t)

+ ⟨k|θ̂v̂(int)1 |q⟩αq
a(t)−

∑
b

⟨k|θ̂|q⟩⟨b|v̂(int)1 |a⟩αq
b(t)

}
eiSa(k,t),

(A.20)

which simplifies to

⟨χk,a|Θ̂(rc)Ĥ|Ψ⟩ =
∑
q

[(
⟨k|θ̂ĥ(HF)|q⟩ − εa⟨k|θ̂|q⟩

)
αq
a(t)

+
∑
b,t

⟨k|θ̂|t⟩
(
⟨bt|r−1

12 |qa⟩ − ⟨bt|r−1
12 |aq⟩

)
αq
b(t)

+ ⟨k|θ̂v̂(int)1 |q⟩αq
a(t)−

∑
b

⟨k|θ̂|q⟩⟨b|v̂(int)1 |a⟩αq
b(t)

]
eiSa(k,t).

(A.21)

For a large rc, the matrix element of the one-body HF Hamiltonian tends to the kinetic
term only, and the matrix elements of the two-body Coulomb potential tends to zero, and
we may thus approximate Eq. (A.21) as

⟨χk,a|Θ̂(rc)Ĥ|Ψ⟩ ≈
∑
q

[(
⟨k|θ̂t̂|q⟩ − εa⟨k|θ̂|q⟩+ ⟨k|θ̂v̂(int)1 |q⟩

)
αq
a(t)

−
∑
b

⟨k|θ̂|q⟩⟨b|v̂(int)1 |a⟩αq
b(t)

]
eiSa(k,t).

(A.22)
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A.3 Matrix elements of the Volkov Hamiltonian

We here work out the matrix elements of the two parts of the adjusted Volkov Hamiltonian
in Eq. (6.17). The kinetic part is given by

⟨χk,a|T̂ Θ̂|Ψ⟩ =
∑

p,tu,rs,qb

⟨t|t̂|u⟩⟨r|θ̂|s⟩⟨Φ0|â†aâpâ
†
t âuâ

†
râsâ

†
qâb|Φ0⟩αq

b(t)e
iSa(k,t)⟨k|p⟩

=
∑
q

⟨k|t̂θ̂|q⟩eiSa(k,t)αq
a(t),

(A.23)

where we have used that the operator product evaluates to

â†aâpâ
†
t âuâ

†
râsâ

†
qâb

◦
= δabδptδurδqs, (A.24)

and the field part is given by

⟨χk,a|V̂
(int)
1 Θ̂|Ψ⟩ =

∑
p,tu,rs,qb

⟨t|v̂(int)1 |u⟩⟨r|θ̂|s⟩⟨Φ0|â†aâpâ
†
t âuâ

†
râsâ

†
qâb|Φ0⟩αq

b(t)e
iSa(k,t)⟨k|p⟩

=
∑
q

⟨k|t̂θ̂|q⟩eiSa(k,t)αq
a(t).

(A.25)

In total, we arrive at

⟨χk,a|Ĥ(V)
a Θ̂|Ψ⟩ =

∑
q

(
⟨k|t̂θ̂|q⟩+ ⟨k|v̂(int)1 θ̂|q⟩ − εa⟨k|θ̂|q⟩

)
eiSa(k,t)αq

a(t).

(A.26)
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