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Popular Science Summary

Think about a carbon atom. In the atmosphere it exists as carbon dioxide, and through
photosynthesis it is taken up by a plant and becomes part of a leaf. Autumn comes
and the leaf falls to the ground and turns into litter. The fate of that carbon atom
will now depend on decomposition processes. It might turn back into carbon dioxide
within a few months and return to the atmosphere, or it might stay in the soil for
hundreds of years. Soil stores roughly twice as much carbon as all biomass and the
atmosphere combined. We would like that carbon, and preferably even more, to stay
there. Because as we have learnt in the recent decades, disturbing the balance of the
carbon cycle will have devastating effects on our climate.

It is therefore important for us to understand the mechanisms that control the preser-
vation of carbon in soil and other ecosystems. Such knowledge can help us improve
carbon sequestration and predictions of the effects a changing climate might have.
It is also important for questions concerning farming, soil erosion and the quality of
drinking water. And yet, we cannot explain what controls the fate of that carbon
atom.

Schematic illustration of the carbon cycle.

The remains of living organisms are called organic matter. This is a material rich in
carbon which microbes, such as bacteria and fungi, decompose to obtain energy and
nutrients. The fraction of organic matter which should be the easiest for them to
decompose is called dissolved organic matter (DOM) and is the topic of this thesis.
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DOM is defined as the organic material in a water solution which can pass through a
filter with a pore size of a few hundred nanometres. This means DOM is a mixture of
many different chemical components ranging in size from individual small molecules
up to suspended particles called colloids.

A lot of work has been put into understanding the chemistry of DOM, how it af-
fects microbial decomposition and its role in the interactions between DOM and soil
minerals. However, less is known about the physical structure of DOM, in partic-
ular of DOM colloids, and how structure might affect the fate of DOM. The work
described in this thesis focused on characterising DOM, both chemically using spec-
troscopy techniques, and physically using scattering techniques. This combination
allows access to information about DOM, from small molecules up to colloids. The
conclusions drawn from this characterisation were then used to understand studies
on bacterial decomposition of DOM, as well as the interactions taking place when
DOM is mixed with mineral particles.

Schematic illustration of the organic
colloids found in DOM.

We have found that chemically, DOM
is dominated by carbohydrates, mean-
ing large sugar molecules which should
be an important source of energy for
microbes. Around half of the DOM
carbon is present as colloids, and the
size and physical structure of the col-
loids change depending on physical and
chemical conditions. At ambient tem-
perature, compact clusters are observed.
When the temperature or pH is in-
creased, these clusters disperse into smal-
ler components. Feeding the DOM to
bacteria, about half of the carbon was
decomposed, but the colloids remained intact. When mixing the DOM with min-
eral particles, the colloids were observed to be unaffected, while the small molecules
seemed to adsorb, making the mineral form large aggregates.

This thesis provides new insight into the colloidal fraction of DOM, obtained with
the use of scattering techniques. Our results show that colloidal structure may play
an important role in stabilising DOM, and is thereby a factor which can affect long
term carbon storage. We have a long way to go before we can accurately predict the
fate of different carbon pools in different ecosystems, but hopefully these results add
a valuable piece to the puzzle.
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Populärvetenskaplig sammanfattning

Tänk dig en kolatom. I atmosfären förekommer denna som koldioxid och genom
fotosyntes tas den upp av en växt och blir en del av ett blad. När hösten kommer
faller detta blad till marken. Vilket öde som nu väntar vår kolatom beror på jordens
nedbrytningsprocesser. Den skulle kunna omvandlas tillbaka till koldioxid inom några
månader och återgå till atmosfären, eller så lagras den i jorden i hundratals år. Ungefär
dubbelt så mycket kol som det finns i atmosfären och alla levande växter tillsammans
lagras idag i marken. Vi vill gärna att det kolet stannar just i marken. För är det något
vi lärt oss de senaste decennierna så är det att det har stora effekter på vårt klimat att
rucka på balansen i kolcykeln.

Det är därför viktigt att vi förstår de mekanismer som kontrollerar lagringen av kol i
jorden och andra ekosystem. Sådan kunskap kan hjälpa oss förbättra kolinlagringen
och förutspå effekterna av ett förändrat klimat. Sådan kunskap är också viktig för jord-
bruk, jorderosion och dricksvattenkvalitet. Trots det kan vi fortfarande inte förklara
vad som bestämmer ödet för vår kolatom.

En förenklad bild av kolcykeln.

Döda organismer lämnar efter sig organiskt material. Detta material består till stor del
av kol och bryts ner av olika mikrober så som bakterier och svampar, som på så sätt
får tillgång till energi och näringsämnen. Den fraktion som anses vara lättast för mi-
krober att bryta ner är löst organiskt material, kallat DOM efter den engelska termen
“dissolved organic matter”. DOM är också ämnet för denna avhandling. Definitionen
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av DOM är det organiska material i en vattenlösning som kan passera ett filter med
en porstorlek på några hundra nanometer. Denna definition innebär att DOM är en
blandning av många olika kemiska komponenter som kan variera i storlek, från små
enskilda molekyler upp till stora partiklar som kallas kolloider.

Mycket forskning har ägnats åt att förstå den kemiska sammansättningen av DOM
och hur denna påverkar DOM-nedbrytning och växelverkan med jordmineraler. Vi
vet dock desto mindre om den fysiska strukturen hos DOM och detta gäller särskilt
kolloiderna. Därmed vet vi inte heller hur struktur påverkar nedbrytning och väx-
elverkan. Arbetet som beskrivs i denna avhandling har fokuserat på att karakterisera
DOM, både kemiskt med hjälp av spektroskopi och strukturellt med hjälp av sprid-
ningstekniker. Denna kombination av tekniker innebär att vi kan erhålla information
om DOM från små molekyler upp till kolloider. Lärdomarna från denna karakteri-
sering användes sedan för att förstå bakteriell nedbrytning av DOM, samt vad som
händer när DOM blandas med mineralpartiklar.

Illustration av kolloidalt DOM.

Vi har kommit fram till att DOM ke-
miskt främst består av kolhydrater, det
vill säga stora sockermolekyler som bör
utgöra en viktig energikälla för mikro-
ber. Ungefär hälften av kolet i DOM är
i kolloidal form och storleken och struk-
turen på dessa kolloider ändras beroende
på de fysikaliska och kemiska betingel-
serna. Vid rumstemperatur observerade
vi kompakta kluster men om temperatu-
ren eller pH ökade fragmenterades des-
sa kluster till mindre delar. När DOM
bröts ner av bakterier så förbrukades un-
gefär hälften av det organiska kolet men
kolloiderna förblev intakta. När vi blandade DOM med mineralpartiklar observera-
des inte heller någon effekt på kolloiderna, medan små molekyler adsorberade och
ledde till att mineralet bildade stora aggregat.

Denna avhandling ger nya insikter om den kolloidala fraktionen av DOM, vilka upp-
nåtts med hjälp av spridningsmetoder. Våra resultat visar att den kolloidala strukturen
kan vara viktig för att stabilisera DOM och är därmed en faktor som kan påverka ko-
linlagring över långa tidshorisonter. Det återstår mycket jobb innan vi med säkerhet
kan förutsäga hur olika kolreservoarer i naturen kommer utvecklas men förhoppnings-
vis kan dessa resultat bidra med några viktiga pusselbitar.
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0 Prologue

The work described in this thesis can be thought of as solving a puzzle with an un-
known number of pieces. The picture slowly emerging, is that of dissolved organic
matter (DOM) and its characteristics from the molecular to colloidal length scale. As
these characteristics may influence the bioavailability and mobility of DOM, this pic-
ture can contribute to a deeper understanding of soil dynamics, as part of the carbon
cycle, and of what factors that influence long term carbon storage in terrestrial and
aquatic environments. The pieces put together so far were used to study the bacterial
decomposition of DOM, and interactions between DOM and mineral particles.

We have studied DOM extracted from one soil type: the organic layer of a boreal
spruce forest soil. From this work, the most important observations and conclusions
are:

• DOM consists of both a low molecular weight fraction and a colloidal fraction.
About half of the DOM carbon is present in the colloidal fraction.

• The dominating component of DOM is carbohydrates.

• The structure of colloidal DOM varies depending on extraction conditions.

• The larger size fraction of colloidal DOM is electrostatically stabilised.

• Colloidal DOM is resistant against bacterial decomposition, while the low mo-
lecular weight fraction is highly bioavailable.

• The low molecular weight fraction of DOM adsorb and induce aggregation
and charge reversal of positively charged hematite particles.

1





1 Introduction

“You will die but the carbon will not; its career does not end with you.”
– Jacob Bronowski
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The title of this thesis is “Dissolved Organic Matter from a colloidal perspective”.
Throughout this thesis, I will justify why this perspective is important to consider,
but first I would like to explain the two concepts comprising the title. If we start
with the second part: Colloids are generally described as particles in solid, liquid or
gaseous phase, having at least one dimension ranging between 1–1000 nm, which
are dispersed in a continuous medium that in turn also can be solid, liquid or gas¹,².
Some examples of colloidal systems are paints, milk, detergents, cosmetics, smoke,
blood and, to some degree, soil. Constituting the border between molecules and bulk
phase systems, the study of colloids requires its own techniques and theories, as you
will see throughout this book.

Now, let us move over to dissolved organic matter.

1.1 Soil, organic matter and the carbon cycle

We all have a relation to soil, yet few people have a clear perception of what soil is. In
1998, the International Union of Soil Sciences defined soil as³

“...a continuous natural body which has three spatial and one temporal di-
mension... It is formed by mineral and organic constituents and includes

solid, liquid and gaseous phases... Study of the structures of the soil cover fa-
cilitates perception of the physical, chemical and biological properties; it per-

mits understanding the past and present of the soil, and predicting its future.”

This is a complex definition, reflecting the complexity of soil, but it highlights some
key features that will be important throughout this book. It tells us that soil contains
both organic and inorganic components, which can be solid, liquid or gas, and which
have both physical, chemical and biological properties. It also highlights the aspect
of time, and our quest for understanding the fate of soils.

Studying and understanding soil is becoming increasingly important. Soil constitutes
a large part of our physical world and a provider of major resources, unfortunately be-
coming extensively depleted⁴,⁵. In recent decades, the ability of soil to store carbon,
and the general role of soil in the carbon cycle, has gained a lot of interest due to the
urgency of climate change. It has been estimated that soil is storing twice as much
carbon as the atmosphere and all living plants combined⁶, and the largest carbon
reservoir in terrestrial ecosystems is soil organic matter (SOM)⁷-⁹. Organic matter
(OM) is in principal the remains of all living things. OM constitutes carbon based
compounds which through decomposition are turned into nutrients and a source of
energy for new biomass production. That the dynamics of SOM carbon remains
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stable is central for the balance of the carbon cycle and thus for the climate and our
society¹⁰-¹². This means that the time between OM entering the soil and respiration
of the carbon as CO2 back to the atmosphere should not decrease, but preferable
increase. The same is true for aquatic systems, which also store large amounts of car-
bon¹³. Understanding of the mechanisms controlling storage and decomposition of
carbon is therefore of high importance. Such knowledge would be beneficial for pre-
dicting the effects of a changing climate and improving estimates of carbon fluxes
used in climate models¹³-¹⁶, as well as for developing farming strategies, preventing
soil erosion, optimising carbon sequestration⁴,⁶,¹⁷,¹⁸ and retaining good drinking wa-
ter quality¹⁹,²⁰. However, reaching this level of understanding has proven as complex
as the soil itself.

1.1.1 Organic matter decomposition

So why does soil contain so much carbon? Why is not all OM quickly respired back
into CO2? Well, this is actually still not understood²¹,²². The main decomposers
in soil and water systems are bacteria and fungi¹⁴,²²,²³. These species ”eat” by ab-
sorbing nutrients over the cell membrane, which requires a water environment and
molecules of a suitable size²⁴,²⁵. To obtain such nutrients, microbes secrete various
enzymes that are able to cleave chemical bonds in larger molecules²⁵,²⁶. OM has gen-
erally been considered to consist of two different fractions, one labile fraction which
is quickly mineralised by microbes, and one stable or recalcitrant fraction which ap-
pears to persist for millennia⁷,⁹,¹⁰,¹⁴. It is however widely debated, in both the soil
and aquatic communities, what distinguishes the two fractions, and if OM should at
all be divided into two such fractions¹¹,²¹,²⁷. There are two main views of what de-
termines the stability of OM, one focusing on intrinsic or chemical factors, and one
focusing on extrinsic or physical factors.

1.1.1.1 Intrinsic factors

Historically, there has been a large focus on how the molecular composition or “sub-
strate quality” relate to the decomposition of OM. Studying the SOM fraction dir-
ectly in the intact soil is hard, because of the complexity described above, and therefore
SOM is usually extracted from the soil²⁸-³⁰.

The traditional extraction method when studying SOM has been to use alkaline
solvents, in recent times mainly NaOH³¹, followed by different steps of acidifica-
tion¹⁰. This process originates from when Francois Charles Achard studied peat in
1786, and concluded that the extraction yield was highest when using strong base¹⁰,³².

5



Since then, standardised procedures have been developed and different SOM frac-
tions such as humic acid (soluble above pH 2), fulvic acid (soluble at all pH condi-
tions) and humin (water insoluble) have been operationally defined and thoroughly
investigated³³-³⁶. Humic substances are generally considered to constitute a stable
fraction of SOM and are described as complex high molecular weight aromatic sub-
stances formed during microbial degradation¹⁰,¹¹,³⁷. Some studies suggests however
that humic substances consists of a mixture of known biopolymers and not a chemic-
ally distinct fraction³⁸,³⁹. In the last decades, there has been a growing debate about
to what extent the alkaline extractions recover the intact OM present in soils⁹,¹¹,³¹.

Putting humic substances aside, substrate quality in relation to microbial OM decom-
position can still be evaluated in terms of chemical properties⁴⁰-⁴². Such properties
are for example: size, as only small molecules can be directly absorbed without further
processing; types of chemical bonds in the structure, aromatic double bonds are e.g.
harder to break than ester linkages; irregularity of the chemical structure, as highly ir-
regular structures, like lignin, requires non-specific enzymes; hydrophobicity, as this
will affect the dissolution and passage over the cell membrane; toxicity to microbes
and content of specific nutrients⁴³-⁴⁵. Based on these different characteristics, litter
components are generally considered decreasingly labile in the order from monosug-
ars, amino acids and small organic acids, to cellulose and hemicellulose, and further to
aliphatic and aromatic compounds such as cutin and lignin⁴⁰,⁴³,⁴⁵,⁴⁶. However, it has
been shown that also compounds considered non-labile can indeed be decomposed
under the right conditions⁹,⁴⁷.

1.1.1.2 Extrinsic factors

As mentioned above, microbial uptake has some requirements. If these are not ful-
filled, even a precious monosaccharide will escape decomposition. Extrinsic factors
affecting decomposition can for example be access to moisture, oxygen levels, pH
and a suitable temperature for microbial activity²⁵,⁴⁸-⁵². Apart from this, adsorption
onto mineral surfaces, and the formation of mineral-organic associations (MOA),
is considered a major factor stabilising OM⁹,²²,⁴⁸,⁵³-⁵⁵. The reduced bioavailability
could be due to several different mechanisms such as decreased enzyme efficiency
when functional groups of the OM are bound to minerals, conformational changes
of the OM leading to decreased enzyme recognition or that the enzymes themselves
adsorb⁵³,⁵⁶,⁵⁷. The reduced bioavailability could also be a direct effect of decreased
solubility and diffusion of the OM⁴⁵. There are however studies indicating that OM
in direct association with a mineral surface may still be decomposed without desorp-
tion⁵⁸-⁶⁰. In aquatic systems, formation of MOA is often related to increased sedi-
mentation and burial of OM in sediments⁶¹,⁶², but it may also stabilise the minerals
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in solution, leading to increased mineral transport and water browning²⁰,⁶³,⁶⁴. Sta-
bilisation by formation of MOA will in the long run be an effect of adsorption affinity
and preferential adsorption of high molecular weight fractions, hydrophobic fractions,
aromatic fractions and carboxylic fractions has been reported⁵³,⁶⁵-⁷⁰. This relates back
to the intrinsic properties of OM discussed above.

Another factor considered important for the stabilisation of SOM is the formation of
soil aggregates¹⁷,⁷¹-⁷³. Soil has structure on the cm to nm length scale and contains
both macro (> 250μm) and micro (< 250μm) aggregates with varying degrees of
porosity⁷⁴-⁷⁶. These aggregates can contain OM, microbes and minerals such as clay
or different oxides⁷⁵. The stabilisation by aggregation is attributed to a physical sep-
aration between OM on the inside of aggregates, and microbes excluded due to there
physical size⁷⁷. Also, narrow pores limits the diffusion of water and oxygen inside the
aggregates⁷⁷,⁷⁸.

The importance of extrinsic factors is currently being emphasised within soil science⁹,
¹¹,²², while in the aquatic sciences there is still a strong focus on intrinsic factors⁷⁹-⁸¹.
This discrepancy between different fields of research makes it clear that the factors
controlling the biodegradability of OM, are not well understood²¹.

1.2 Dissolved Organic Matter

Because of the requirements for decomposition described above, dissolved organic
matter (DOM) is considered the most bioavailable fraction of OM⁴⁵,⁵². This fraction,
although constituting only a few percent of the total OM carbon in soils⁸², is also
important because of its mobility. High mobility means it can act as a vector for
nutrients and contaminants, and connects the terrestrial and aquatic environments²⁹,
⁵⁸,⁸²-⁸⁶. In aquatic systems, DOM constitutes the major carbon pool, of a total size
similar to atmospheric carbon⁸⁷-⁸⁹. DOM is also the fraction relevant for formation
of MOA⁶⁵.

DOM is operationally defined as the OM fraction in a solution which is not retained
upon filtration. The filter size used is normally around 0.45μm but can vary from
0.2 to 0.7μm²⁹,⁸²,⁸⁹,⁹⁰. This definition implies that DOM contains a chemical and
structural mixture of components, on a wide size scale from low molecular weight
molecules up to colloids. In the study of DOM, this comprise an aggravating fact, as
different analysis techniques tend to be sensitive to specific size classes.

The operational definition also means that DOM can be obtained in several different
ways, each entailing its own possible artefacts⁸⁵,⁸⁹,⁹⁰. Aquatic DOM may be sampled
directly from streams, lakes or the ocean and then filtered in a suitable way⁸⁹. But
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how does one obtain the solution phase of soil? Methods used in the literature in-
cludes lysimeters²⁹,⁹¹,⁹², containers installed in the soil which collect water at a certain
depth by e.g. suction; centrifugation⁸⁶ of collected field-moist soil, and lab extrac-
tions of soil²⁹,⁸⁵,⁹⁰. Although lysimeter sampling is considered an in situ method,
obtaining large enough sample volumes can be difficult, depending on the soil and
weather conditions²⁹. Lab based extractions are therefore often more reliable and fre-
quently used. The extraction procedures may differ, using either water or dilute salt
solutions, different extraction times, different temperatures and varying degrees of
shaking or stirring³⁰,⁸⁵,⁸⁶,⁹³. The obtained material is sometimes referred to as water
extractable organic matter (WEOM), however we will throughout this book use the
term DOM regardless of the method used. The effect of different extraction proced-
ures has been thoroughly investigated in terms of chemical differences and extracted
concentrations. Generally the concentration of DOM increase with increasing ex-
traction time, temperature and agitation⁸⁵,⁹⁴-⁹⁷. However, not much is known about
the effects on structure and the colloidal DOM.

DOM colloids are suggested to contain a large fraction of the DOM carbon⁸³,⁹¹.
Despite the importance of DOM in both terrestrial and aquatic ecosystems described
above, our understanding of DOM decomposition and adsorption processes, is lim-
ited by a lack of knowledge about DOM structure and dynamics at the colloidal
length scales. This means we are missing an important piece of the puzzle in our
understanding of the carbon cycle.

1.3 This thesis

The work described in this thesis has focused on connecting structural information
about colloidal DOM, covering a wide size range, with chemical information, by
using a multi-method approach for analysis. The studied DOM was extracted by
water from the organic layer of a boreal spruce forest soil.

The samples and main characterisation techniques used are first described in Chapters
2 and 3. Then, Chapter 4, describes the main results and conclusions from the chem-
ical and structural characterisation of DOM, obtained by comparing different ex-
traction procedures. In Chapter 5, we investigate how the colloidal size and structure
affect bacterial decomposition of DOM. Finally, in Chapter 6, we have studied DOM
interactions with mineral particles.
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2 Materials

The sampling location for most of the soil samples, a Norway Spruce forest planted 1957 at
Tönnersjöheden Experimental Forest.
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In this chapter, the materials and processes used to produce samples for the experi-
mental studies are described.

2.1 Soil

Soil samples were collected at Tönnersjöheden Experimental Forest close to Simlångs-
dalen in Halland, south west Sweden (Figure 2.1 A), an area with maritime temperate
climate. Tönnersjöheden was founded 1923 and is operated by the Swedish Uni-
versity of Agricultural Sciences⁹⁸. The sampling location consists of first-generation
Norway spruce (Picea abies) forest planted on previous agricultural land or heath-
land. The soils in the area are classified as Arenosols⁹², meaning they have a texture
of loamy sand or coarser, low water-holding capacity and low nutrient content³. The
ground vegetation is dominated by moss. For Paper I, samples were collected from a
chronosequence of forest stands planted 1983, 1957 and 1928, and adjacent fields as
reference plots. For Papers II-Iv, soil was collected from the forest planted 1957.

Soil is divided into different horizons or layers based on physical, chemical, and bio-
logical characteristics³. The surface layer is the organic horizon (O) which is rich in
organic matter. The depth of the O-horizon depends on litter input, providing fresh
OM, and the rate of OM decomposition. Beneath the O-horizon there is the mineral
soil which can be divided into topsoil (A), subsoil (B), the parent material (C) and
bedrock (R)⁹⁹. Depending on which classification system is used, additional horizons
and variations in naming occur. The fraction of OM decreases and the inorganic frac-
tion increases with soil depth.

Soil profiles were dug up using a spade and the organic layer (including the litter layer),
ending where the soil changed color to darker brown/grey, was sampled (Figure 2.1
B). The surface cover of plant material was removed. The depth of the organic layer
increased with the stand age of the forest, meaning a steady state for the establishment
of the organic layer was not reached after 60–90 years. The soil was sieved through
a 2 mm sieve to remove roots, animals and stones and obtain homogeneous samples.
The sieved soil was kept field moist and stored dark at 4◦C in sealed plastic bags.

2.2 Soil extracts

DOM was extracted from the soil samples. Different extraction protocols were used
and assessed throughout this work (see Papers I-II) but here the general procedure is
described.
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Figure 2.1 A) The red dot mark the sampling location, Tönnersjöheden Experimental Forest in
south west Sweden. B) Soil profile from the forest planted 1957. For soil samples, the organic
layer was used, representing ca. 1–8 cm in this figure.

Soil and water were mixed in a ratio of 1:5 weight to volume, using magnetic stirring
or shaking. Extractions were carried out at different temperatures and for varying
times, after which the soil slurry was pressed by hand through a nylon mesh of 150
μm pore size and centrifuged at 1700 g for 5 min to remove the solid fraction. The
supernatant was filtered through glass microfibre filters of 2.6, 1.6 and finally 0.7
μm pore size using suction filtration. Finally, the solution was filtered through sterile
polyethersulfone syringe filters with a pore size of 0.2 μm, into sterile plastic tubes.
This step was carried out in a clean bench. The liquid volume recovery was generally
around 70%. A pore size of 0.2 μm was chosen in favour of 0.45 μm mainly to reduce
the microbial content as much as possible, to obtain samples which could be stored
and studied for longer periods of time.

2.3 Hematite

As a model system for studying DOM-mineral particle interactions (Paper Iv), hem-
atite nanoparticles were synthesised. Hematite (α-Fe2O3) is one of the thermody-
namically most stable forms of iron oxide under aerobic conditions, and it is therefore
widespread in natural soils¹⁰⁰. Hematite nanoparticles were synthesised by forced hy-
drolysis according to the procedure of Schwertmann and Cornell¹⁰⁰. 0.002M HNO3
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was heated to 98◦C and unhydrolysed crystals of Fe(NO3)3·9 H2O were added under
vigorous stirring to a concentration of 0.02M Fe. The solution was kept in an oven at
98◦C for a week after which the formed particles were centrifuged and washed. The
final hematite solution had a pH of 4.5 and was stored at 4◦C in plastic tubes.

For neutron scattering experiments, with the intent to control the neutron contrast,
the H2O solvent was exchanged for either 100% D2O or 30% D2O. This was done by
centrifugation, exchange of the supernatant to pH adjusted (pH 5.5) D2O or 30%
D2O, and redispersion of the particles. The procedure was repeated 4 times. The
pH=5.5 was chosen to match that of the DOM extracts used in the study.

The hematite product was confirmed by powder X-ray diffraction¹⁰¹ (Figure 2.2
A) and the synthesised particles had a surface area of 53 m2/g as determined from
Brunauer-Emmett-Teller (BET) analysis, using N2 as adsorption species. Transmis-
sion electron microscopy (TEM) showed a rhombohedral particle shape, with a side
length around 25 nm (Figure 2.2 B). This shape and size of the product has been
observed previously from similar synthesis¹⁰²,¹⁰³. However, by the use of cryo-TEM
(see Section 3.2.2) we discovered that the hematite particles were partially aggregated
into clusters with a size of around 100-200 nm (Figure 2.2 C). Further details on the
characterisation of the hematite are found in Chapter 6 and Paper Iv.
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Figure 2.2 A) Powder X-ray diffraction pattern of the synthesised hematite compared with a
theoretical reference pattern whereMiller indices (hkl) are indicated. B) TEM image of synthesised
hematite nanoparticles dried on a surface. The scale bar represents 200 nm. C) Cryo-TEM image
of the hematite aggregates with an inset showing a close up of the marked area (345 x 565 nm).
The hematite solution had a concentration of 50 mg/l. The scale bar represent 1000 nm.
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3 Methods

“The real voyage of discovery consists not in seeking
new landscapes, but in having new eyes.”

– Marcel Proust
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In this chapter we introduce the experimental methods used in the studies presented
in this thesis. We conclude that a combination of several different experimental tech-
niques are indeed necessary to understand the different aspects of DOM. In particular
we acknowledge that a detailed chemical characterisation is a prerequisite to properly
analyse the scattering data of colloidal DOM.

The chemical characterisation of DOM (Section 3.1) included (i) elemental analysis;
(ii) pH; (iii) monosugar composition; (iv) infrared spectroscopy (IR); (v) solid-state
13C nuclear magnetic resonance (NMR) and (vi) solution 1H NMR. For more in-
formation about (iii) and (iv), see the methods section of Paper I. Structural inform-
ation on the colloidal length scale (Section 3.2) was obtained using different scatter-
ing methods (visible light, X-ray and neutron scattering), in addition to cryogenic
transmission electron microscopy (cryo-TEM). For the study of hematite particles
and bacteria, standard TEM and light microscopy respectively were also used. The
colloidal stability was assessed through electrical charge by the zeta potential (Section
3.3). Figure 3.1 presents an overview of the methods used when characterising DOM,
and the main information they provide.

Figure 3.1 Summery of the methods used to characterise chemical and colloidal properties
of DOM, and the respective information obtained. The length scale applies to the colloidal
characterisation methods in the lower part of the figure. SLS and SANS are not included in the
figure, which is taken from Paper I.

16



3.1 Chemical characterisation

3.1.1 Elemental analysis

The concentrations of total organic carbon (TOC), total nitrogen (TN), iron (Fe) and
phosphorus (P) in our soil extracts were determined by elemental analysis. There are
several methods in use for these kinds of analysis. Here we shortly describe the specific
ones used in this work.

TOC and TN were quantified by combustion, after the inorganic carbon fraction
had been removed by acidification. The amount of CO2 produced was quantified by
non-dispersive infrared analysis and the nitrogen oxides by chemoluminescence. A
common quantity to measure in the study of DOM (sometimes used interchangeably)
is dissolved organic carbon (DOC), defined as the organic carbon in solution after
filtration, usually through 0.45 μm filters although other sizes are used¹⁰⁴. As all our
extracts are initially filtered through 0.2 μm filters, the organic carbon fraction could
classify as DOC. However, we use the term TOC throughout this work to highlight
that we quantify all organic carbon present in the samples at the time of analysis,
including material which may have aggregated.

Fe and P were quantified using Inductively Coupled Plasma Optical Emission Spec-
trometry (ICP-OES). In this technique, plasma is used to excite the electrons in an
injected liquid sample. As the electrons relax back to their original state, light is emit-
ted at wavelengths characteristic for the specific element, and the emission intensity
is proportional to the concentration of that element¹⁰⁵. By this technique it is also
possible to assess many other types of trace elements¹⁰⁶, which were not considered
in this work.

3.1.2 Nuclear Magnetic Resonance

Nuclear magnetic resonance (NMR) is a radiofrequency spectroscopy technique, that
can provide information about the atomic composition of molecules and the chemical
environment of specific nuclei¹⁰⁷,¹⁰⁸. It is commonly used to determine the chemical
structure of organic compounds. NMR builds on the principle that atomic nuclei
posses a nuclear spin (if the mass number of the nuclei is odd) giving rise to a magnetic
moment. The following short description will only cover spin 1/2 nuclei such as 1H
or 13C, where the spin can acquire two possible orientations in an external magnetic
field B0. In the absence of an external field, the spins are randomly oriented and the
magnetic moments cancel out. The two possible orientations are either alignment
parallel with the field, which is a lower energy state α, or antiparallel, which is a
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higher energy state β (Figure 3.2). The energy difference between the two spin states
depends on the gyromagnetic ratio, γ, of the nuclei, and is given by

∆E =
hγ

∣∣B0
∣∣

2π
(3.1)

where h is Planck’s constant. It follows from Eq. 3.1 that the stronger the magnetic
field, the smaller energy differences we can resolve.

In an NMR experiment, a short radio frequency pulse is applied over the sample,
giving rise to a magnetic field oscillating at a frequency ν = E/h. If the frequency
matches ∆E, it is called a resonance frequency and the energy will be absorbed pro-
moting spin flips from α to β. Electrons surrounding the nucleus shields it from the
magnetic field, giving rise to a change of the resonance frequency. This is accoun-
ted for by a local correction of Eq. 3.1 called the chemical shift. The chemical shift
depends on the local chemical environment and results in a spectrum allowing for
chemical recognition. An NMR spectrum shows absorption as a function of chem-
ical shift expressed as parts per million (ppm). The energy absorption is proportional
to the number of nuclei coming into resonance, meaning the NMR signal is quantit-
ative.

In this work we have used two different NMR techniques. Firstly, solution 1H NMR
was used to analyse mainly the low molecular weight fraction of DOM, using ex-
citation sculpting with water suppression to remove the very strong signal of the
solvent¹⁰⁹. In solution NMR, the linewidth depends on the rotational dynamics of
the detected species and freely tumbling molecules will result in narrow peaks in the
spectrum. Large components on the other hand tumble slowly and give broad peaks.

For quantification, we constructed a calibration curve based on an external standard
of polyethylene glycol (PEG), as shown in Figure 3.2. To convert from integral area
of an NMR peak to the concentration of that component, the chemical formula of
the component has to be known.

Secondly, cross-polarization magic-angle spinning¹¹⁰ (CP-MAS) solid state 13C
NMR was used on freeze dried samples, to obtain the bulk composition. CP enhances
the signal from the isotopically dilute 13C nuclei and MAS improves the spectral res-
olution by simulating the motional averaging that occurs in liquid samples.
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Figure 3.2 Left: Schematic illustration of the two spin states for a spin 1/2 nuclei, after alignment
in an external magnetic field B0. Right: Calibration curve for quantification of the NMR signal,
constructed from measurements of PEG using water suppression.

3.2 Structural characterisation

3.2.1 Scattering methods

Scattering techniques allows us to determine colloidal structure and interactions in
solution, and they are widely applied in studies of soft matter¹¹¹-¹¹³. They are based
on the principle that when irradiating a sample, the radiation can either be trans-
mitted, absorbed or scattered, i.e. change direction. The scattered radiation carry
information such as size, structure and dynamic behaviour of the scattering object.
As different types of radiation covering different wavelengths can be used, such as vis-
ible light, X-rays or neutrons, length scales from one to several hundred nanometres
can be probed. Scattering techniques are also generally non-invasive, requires very
little sample preparation and can be performed on liquid or solid samples. The in-
formation obtained correspond to bulk properties of the sample, as the detected signal
is an average over all objects and orientations in the radiated sample volume. These
properties make scattering complementary to imaging techniques. However, in order
to obtain useful scattering data, a well collimated beam is necessary. Also, if having
polydisperse samples, large scattering objects will dominate the signal, making it hard
to obtain information about other size fractions in the sample.

In this work, the techniques used were static light scattering (SLS) and dynamic light
scattering (DLS), small-angle X-ray scattering (SAXS) and small-angle neutron scat-
tering (SANS).
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3.2.1.1 Static Scattering

In a scattering experiment, such as schematically illustrated in Figure 3.3, the in-
cident radiation can be described as a planar wave with a wave vector of magnitude∣∣k0

∣∣ = 2π/λ, where λ is the wavelength. An elastic scattering event with a point
scatterer results in a spherical wave with wave vector magnitude

∣∣ks
∣∣ = ∣∣k0

∣∣. Elastic
scattering means that the energy is conserved, such that λ remains unchanged, and
throughout this book we will assume elastic scattering. We also assume that the spher-
ical wave is formed instantaneously meaning that the planar and spherical waves are
in phase, referred to as coherent scattering, and that the incoming radiation is only
scattered once before detection. There will be a phase difference between the spher-
ical waves produced from different scattering events distributed in space, due to the
path length distance at detection. This leads to constructive or destructive interfer-
ence depending on the scattering angle θ (Figure 3.3). In practice, one works with
the so called scattering vector q ≡ ks − k0 which describes the momentum transfer
of the scattering event and, as derived from the scattering geometry (Figure 3.3), has
the magnitude

|q| = q =
4π
λ

sin
θ

2
(3.2)

As q contains both the scattering angle and wavelength, it becomes a practical para-
meter when comparing data between different experimental set-ups and radiation
sources used. q has the unit of length-1 meaning we work in reciprocal space, such
that small values of q (small scattering angles) relate to large structural features in the
sample and vice versa. A scattering experiment covering a q-range of qmin − qmax will
probe structures on the length scale of approximately 1/qmax − 1/qmin. To access
smaller features in a sample, one can either use a shorter wavelength, or detect wider
angles by decreasing the sample to detector distance or use a larger detector, all will
result in an increased q-value.

The probability of a scattering event is described by the scattering length b, which will
vary depending on the type of atom and the radiation used (see Section 3.2.1.2). b
can be thought of as the cross section of a target, larger cross section means higher
probability of hitting, i.e. scattering. The amplitude of the scattering from N atoms
in vacuum, at positions rj becomes¹¹¹

A(q) =
N∑

j=1

bje−iq·rj (3.3)

where e−iq·rj = cos qrj + i sin qrj describes a complex wave. In a real sample, the
scattering objects (particles) consists of many atoms and are surrounded by a medium.
When this is the case, and the length scale probed is much larger than the distance

20



Figure 3.3 Schematic illustration of a scattering experiment and the geometry defining the
scattering angle θ and scattering vector q.

between atoms, as in small-angle scattering, it is convenient to go from a discrete to
a continuum description such that

A(q) =
∫

V
ρ(r)e−iq·r dr (3.4)

where the integral is over the whole irradiated sample volume V and ρ(r) is the scat-
tering length density (SLD), describing the density of b over V. Eq. 3.4 is the Fourier
transform of the scattering length density distribution.

The measurable quantity in a scattering experiment is the intensity I(q) = |A(q)|2,
meaning the phase information is lost. Eq. 3.4 shows that the scattered intensity
actually arises because of inhomogeneities in the scattering length density¹¹¹. Over
time, we collect the scattering from many particles at different locations in space,
having different orientations, meaning our experimental I(q) reflects a time and spatial
average.

The coherent, elastic, scattering intensity of particles in a solution can generally be
expressed

I(q) = ϕpVp∆ρ2P(q)S(q) (3.5)

where ϕp is the volume fraction of particles in the sample, Vp is the particle volume
and ∆ρ = ρparticle−ρsolvent is the SLD difference between the particles and the solvent.
∆ρ describes the contrast between different parts of the sample (see Section 3.2.1.2).
For composite particles having internal structure with domains of different ρj, ρparticle
becomes the volume average SLD of the different domains. P(q) is the single particle
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form factor, a function containing information about the size and structure of the
scattering particle. The structure factor S(q), describes how the scattering is affected
by interactions between particles. Under dilute conditions, inter particle interactions
can be neglected and S(q) = 1. Throughout this book we assume dilute conditions.
We will mainly use Eq. 3.5 with the first two terms expressed as cM/d2NA, where c is
the concentration of particles (in mass per unit volume), M is the particle molecular
weight, d is the mass density of the particles and NA is Avogadro’s constant.

3.2.1.2 Visible light, X-rays or neutrons

As in imaging, contrast is a key parameter determining what we can actually see in
a scattering experiment. If the SLD of our scattering objects is similar to that of the
solvent, ∆ρ ≈ 0 and I(q) ≈ 0 according to Eq. 3.5. The scattering length of a
material depends on how the radiation interacts with the atom.

In light scattering, the interaction occurs with the electron cloud. A dipole moment is
induced by the electric field of the incoming radiation, and the strength of the inter-
action will depend on the polarizability of the scattering material. The polarizability
is in turn ∝ n2, the refractive index of the material¹¹¹,¹¹². X-rays are also scattered by
interactions with electrons, but here the scattering length scales proportionally with
the number of electrons in the electron cloud, since the energy is high enough for
every atom to act as an individual scattering centre¹¹². This means that materials
with higher atomic number will scatter X-rays more strongly. While this can be con-
venient in studies of metals, it poses a problem when you are interested in organic
materials consisting mainly of hydrogen, oxygen and carbon. Their scattering signal
may be completely covered by the scattering of heavier atoms. A possible solution
in this case is to use neutrons¹¹⁴. They are instead scattered by interactions with the
nucleus of an atom and the scattering length varies randomly over the periodic table.
The scattering length for neutrons can be both positive and negative, and also depend
on the isotope. Of particular use is the large difference in scattering length between
hydrogen and deuterium. As H2O (ρ = −0.56 × 1010cm-2) is a commonly used
solvent with similar properties as D2O (ρ = 6.39 × 1010cm-2), one can in many
systems adjust the contrast between the solvent and particles in the sample by mixing
H2O and D2O in different ratios¹¹⁵. This technique is called contrast matching and
is useful when you study a multicomponent system where the components have dif-
ferent SLDs. By matching the SLD of the solvent with one of the components, this
component becomes practically invisible and the scattering pattern will only contain
information about the non-matched component(s). This is schematically illustrated
in Figure 3.4 for the case of DOM and hematite particles.

For a system containing one kind of homogeneous particle (such that only one con-
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trast is involved), I(q) obtained by one type of radiation can be rescaled to the contrast
of a different type of radiation, by the ratio between the optical constants. This is for
example described by Martin-Bertelsen et al.¹¹⁶ in the case of scaling SLS data to
SAXS intensity. In this way, the q-range can be widen by combining data obtained
with radiation of widely different wavelengths.

Figure 3.4 Schematic illustration of neutron contrast matching for DOM and hematite. The
different colours represent different SLDs.

3.2.1.3 Dynamic scattering

In this work, dynamic scattering was mainly used for particle sizing. While static scat-
tering uses the angular dependence of scattered intensity averaged over time, dynamic
scattering probes time-dependent intensity fluctuations due to Brownian motion of
particles¹¹³. This can be done at one or several scattering angles. The interference
pattern captured on a 2D detector at a single time point is called a “speckle pattern”
and as particles move with time, the phase of scattered waves will change, as will
the speckle pattern. By tracking the scattered intensity at a certain scattering angle in
time, one can obtain information about the mobility of the particles. This is expressed
as the normalised intensity autocorrelation function¹¹¹

g2(q, τ) =
⟨I(q, 0)I(q, τ)⟩

⟨I(q)⟩2
(3.6)

where I(q,0) is the scattering intensity at time 0, I(q, τ) is the intensity after a time
step τ, and ⟨I(q)⟩ is the time-averaged scattering intensity. At short time intervals,
before the particles have moved, the correlation is equal to 1 and with time it decays
down to 0.

The information we want to obtain is contained in the field autocorrelation function
g1(q, τ), which is related to g2(q, τ) by the Siegert relation¹¹⁷

g2(q, τ) = 1 + β[ g1(q, τ)] 2 (3.7)
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where β is a system dependent correction factor. For a system of non-interacting
polydisperse colloids, g1(q, τ) will be a sum of exponentials, one exponential for each
size species. The average diffusion coefficient ⟨D⟩ of the colloids can then be obtained
from a cumulant expansion as¹¹³

g1(q, τ) = e−⟨Γ⟩τ[ 1 +
σ

2
⟨Γ⟩2τ2 + ...] (3.8)

where ⟨Γ⟩ = q2⟨D⟩ is the average decay rate of the exponentials and σ is the relative
variance of Γ referred to as the polydispersity index (PDI). At low values of q, the
z-averaged hydrodynamic radius ⟨RH⟩ can be obtained from the average diffusion
coefficient using the Stokes-Einstein relation

⟨D⟩ = kBT
6πη⟨RH⟩

(3.9)

where kB is Boltzmann’s constant, T is the temperature and η is the viscosity of the
solvent.

The hydrodynamic radius describes the radius of a theoretical hard sphere, diffusing
at the same rate as the observed colloid. The z-average is an intensity weighted average
and since scattered intensity scales with the square of the particle volume, ⟨RH⟩ will
be strongly biased towards the largest species in a sample. See also the discussion in
section S2.1 in the supplementary material of Paper I.

3.2.2 Cryo-TEM

Transmission electron microscopy (TEM) is an imaging technique where a beam of
electrons is used instead of light. The short wavelength of the electrons make it pos-
sible to resolve structures down to sub-nm length scales¹¹⁸. As revealed by the name,
the image is formed by electrons transmitted through the sample, providing a 2D
projection. For non-crystalline materials, the contrast is defined by how well the ma-
terial scatters electrons, meaning it scales with the atomic number. As discussed also in
Section 3.2.1.2, this can be a problem when studying organic materials. As a further
complication, the sample is usually deposited on a carbon coated grid.

Standard TEM is performed in vacuum and the sample needs to be fixated to the
grid by, for example, drying. This poses a problem in the study of biological and soft
matter systems as the fixation may jeopardize the integrity of the sample structure and
cause aggregation. The solution to this problem is cryogenic-TEM (cryo-TEM)¹¹⁹,
¹²⁰, where the sample is instead vitrified, i.e. frozen very quickly without formation
of ice crystals (although this is hard to achieve in practice). The vitrified sample will
more closely resemble the structures in the solution state and provides a snap-shot of
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the otherwise dynamic system. As with all imaging techniques, the field of view is
limited and it is hard to know if what is seen in one image is representative of the
whole sample.

3.3 Colloidal stability

For colloidal size particles in solution, Van der Waals interactions are typically not neg-
ligible and the particles need to be stabilised to avoid aggregation. The two main sta-
bilisation mechanisms in colloidal systems are electrostatic stabilisation, arising from
surface charges, and steric stabilisation, resulting from the repulsive force arising when
configurational entropy is reduced as particles come close to each other¹.

3.3.1 Zeta potential

The surface charge of a particle will affect its electrostatic stability and how it interacts
with other charged species. Due to bound counter ions it is hard to directly measure
the surface charge of particles, but it can be assessed in terms of the zeta potential (ζ),
obtained here by measurements of electrophoretic mobility. It is called zeta potential
simply because it is denoted by the Greek letter ζ. A higher absolute value of the
ζ-potential indicates a higher stability¹²¹.

Charged particles in a solvent will be surrounded by an electric double layer¹. The
inner so called Stern layer consists of tightly bound counter ions, and the outer diffuse
layer is made up of less firmly associated ions (Figure 3.5). When the particle moves,
ions within the diffuse layer up to the so called slipping plane, will move with it. The
ζ-potential is defined as the potential at the slipping plane (Figure 3.5).

The electrophoretic mobility UE = v/E was here measured using laser Doppler elec-
trophoresis. The velocity (v) of charged particles moving due to an applied electric
field (E), is determined from intensity fluctuations of scattered light. The frequency
of the intensity fluctuations will be equivalent to the Doppler shift due to particle
motion between the incoming and scattered light. The ζ-potential is then related to
UE through the Henry equation

UE = f(κα)
2ϵϵ0ζ

3η
(3.10)

where ϵ is the dielectric constant of the medium, ϵ0 is the permittivity of vacuum and
η is the viscosity of the solvent. f(κα) in Eq. 3.10 is the Henry function, where α is
the effective radius of the particle and κ-1 is the Debye screening length, which can
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be thought of as the ”thickness” of the electric double layer. For particles much larger
than the electric double layer, f(κα) is equal to 1.5 according to the Smoluchowski
approximation¹, which was used in this work. As the ζ-potential, like ⟨RH⟩, was
calculated from light scattering experiments, it will be strongly biased towards the
charge of the largest particles.

Figure 3.5 Schematic illustration of a charged particle with its electric double layer.
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4 Characterisation of Dissolved
Organic Matter
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In this chapter, we present the main findings from Papers I and II, on the characterisa-
tion of DOM from the molecular to colloidal length scale, using our multi-method
approach. We begin by looking at the chemical composition of DOM (Section 4.1),
to lay out the boarders of our puzzle, and then we move on to the colloidal size and
structure (Sections 4.2 and 4.3). Having established a basic understanding of these
characteristics, we also touch upon the stability of colloidal DOM (Section 4.4), to
add some more pieces to the overall picture. Most of the conclusions described here
were made possible by investigating the variations of DOM, when changing the ex-
traction protocol. In other words, we have studied how dissolution from soil is af-
fected by physico-chemical factors. Indirectly, this may also tell us something about
the properties of the original soil.

As mentioned in the introduction, there is not one clear definition of DOM. In order
not to get lost in acronyms, DOM will throughout the rest of this thesis refer to the
organic material extracted from soil by water or an aqueous solution, which is not
retained upon filtration using a 200 nm pore size. With this upper size cut-off we
obtain samples with minimal contamination of microbes, which can be stored and
analysed for longer periods of time. This is also a suitable size range accessible with
our scattering techniques. Although this is an operational definition of DOM phrased
to be practical in laboratory studies, it has been shown that ca. 70% of particles in
the mobile fraction of soil has a size < 200 nm⁹¹, and would thereby be captured by
this definition.

4.1 Chemical characterisation

To find our corner pieces, let us begin by investigating the chemical composition of
the low molecular weight fraction of DOM, which was studied using solution 1H
NMR. As can be seen from the “forest” of peaks in Figure 4.1, DOM is a complex
multicomponent system. We have been able to identify the specific peaks of a few
individual compounds such as acetic acid (1.9 ppm, singlet), formic acid (8.3 ppm,
singlet), ammonium (7 ppm, triplet), and what we believe to be ethanol (1.1 ppm,
triplet and 3.6 ppm, quartet)¹⁰⁸,¹²²,¹²³. The exact position of the acids vary with pH,
and the ammonium triplet is only visible at low concentrations of NH3, meaning at
low pH.

To characterise the 1H NMR spectrum, we divide it into regions (R) representing
different compound classes as indicated in Figure 4.1. These are defined as R1 (0.6–
1.65 ppm), “aliphatics” (–CH2–); R2 (1.65–2.2 ppm), “acids” (–CH2–COO–); R3
(2.2–3 ppm), “esters” (–CH2–COO–R); R4 (3.0–4.3 ppm) “carbohydrates”, and R5
(6.0–9.0 ppm), “aromatics”¹²²,¹²⁴. The water suppression technique used remove
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the signal around 4.3–5 ppm, and the area of 5.0–6.0 ppm, which show resonances
from alkenes, was excluded from analysis due to residual noise from the suppression.
Note that the subdivision described here is a generalisation. For example, we see that
formic acid and ammonium falls into the region of aromatics. It is also important
to keep in mind that mainly small molecules having fast rotational dynamics will be
detected, and that what we track is the signal from protons. This means that the
sensitivity to substances containing few H will be low. Also, chemical groups where
the protons have fast exchange with water, such as hydroxyl and carboxyl groups, will
not be visible. For more details on the analysis of the 1H NMR spectra, see also the
discussion in section S1.4 in the Supplementary Material of Paper I.

Now that we have established how to read the 1H NMR spectrum of DOM, we can
continue with some observations. First, we see that the dominating component is
carbohydrates (R4). It appears as if both low molecular weight carbohydrates and
some larger molecules are present, respectively giving rise to the sharp peaks and a
broader single resonance at the base. A clear signal from aliphatic components is also
present, while almost no sharp signals from aromatics. The relative intensity of the
different regions, which is proportional to the proton concentration, can be assessed
by dividing the integral of one region, with the sum of integrals from all regions
(hereafter referred to as total NMR intensity). As shown in the inset of Figure 4.1,
this highlights the dominance of carbohydrates.

Figure 4.1 1H NMR spectra of DOM extracted at 4◦C for 24h. Dashed lines mark the regions of
different compound classes. The inset shows the relative concentration of different compounds,
based on NMR intensity of the region.

As an additional chemical characterisation, solid state 13C NMR was used in Paper
I, on freeze dried DOM samples. Also here, the spectra can be divided into regions
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representing different compound classes as shown in Figure 4.2. Similar to what was
observed for the low molecular weight fraction by 1H NMR, carbohydrates appear
to dominate also the bulk signal. Resonances from aliphatic components and some
carboxyls are also present. The aromatic signal is low, which could partially be due to
long relaxation times of aromatic carbon. However, considering the hydrophobicity
of aromatics, finding low concentrations in a water extract is not surprising. IR spec-
troscopy gave similar results as the NMR, indicating the presence of carbohydrates and
aliphatic components, some signs of aromatics and also clay minerals which would
not be detected with the other techniques. We can not estimate how much of these
components that are present, as the IR signal is not quantitative. For more details on
the IR and 13C NMR analysis, see Paper I and sections S1.2 and S1.3 of the accom-
panying Supplementary Material.

Figure 4.2 13C NMR spectra obtained using CP-MAS of freeze dried DOM, extracted at room
temperature for 24h (blue) or 100◦C for 1h (red). Regions of different compound classes are
indicated. Modified figure taken from Paper I.

4.1.1 Effects of extraction protocol

The general results presented above apply to all water extracts investigated. However,
varying extraction protocols have been used in the literature to obtain DOM, as de-
scribed in the introduction, and previously also carefully assessed in terms of chemical
differences⁹⁰,⁹⁴,⁹⁵,⁹⁷. To later interpret the information about the colloidal fraction, it
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was however necessary to also asses with our techniques how the extraction procedure
affected extracted amounts and chemical composition in our extracts. Considerable
variations were indeed observed when changing the extraction procedure, and these
observations were used to better understand the dissolution process of DOM from
soil.

4.1.1.1 Effects of mechanical agitation

Mechanical agitation during extraction has a profound effect on the amount of DOM
extracted. This can be seen in Figure 4.3 where we compare 1H NMR spectra from
extracts obtained at 4◦C with and without the use of stirring during the extraction
procedure. The total NMR integral was ca. 7 times higher with stirring compared to
without. A similar relative difference was also observed in the TOC concentration. In
Figure 4.3 we also see that the stirred extract contains relatively more narrow signals
compared to the unstirred, showing the presence of small rapidly tumbling molecules.
The fraction of carbohydrates also increased considerably, from ca. 30% to ca. 70%
when using stirring. Increasing the extraction time from 24h to 7 days, omitting
stirring, did increase the extracted concentration and number of narrow peaks, but
not nearly as much as with stirring (Figure 4.3). This suggests a slow but continuous
dissolution of DOM.

These observations are consistent with the view that stirring partially fragmented oth-
erwise stable soil aggregates⁷²,⁷⁴,⁹⁶, exposing new surfaces to the water phase, and that
a large part of the extracted DOM originated from these previously inaccessible sites.
This view explains the observation of low molecular weight carbohydrates in the 1H
NMR spectra which may seem surprising, considering that microbes in soil are be-
lieved to be carbon limited¹²⁵,¹²⁶. Soil aggregates⁷⁴,⁷⁵ thus act as a protected reservoir
of such substances as only the surface material is exposed to microbes, while the in-
terior is inaccessible due to very narrow pores as well as lack of water and low oxygen
diffusion⁷⁷,⁷⁸.

For all extractions described hereafter, stirring was used to obtain sufficient concen-
trations for analysis (within reasonable extraction time). This means we asses the soil
material with the potential of becoming DOM, if exposed to the water phase.

4.1.1.2 Effects of extraction time and temperature

Extraction parameters often varied in literature are extraction temperature and time,
with the extremes being room temperature or below (referred to as cold extraction),
and boiling (100◦C, referred to as hot extraction)³⁰,⁸⁵,⁹³. In Paper I, we assessed dif-
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Figure 4.3 1H NMR spectra of DOM extracted at 4◦C with stirring for 24h, and without stirring
for 24h and 7 days. Dashed lines mark the regions for different compound classes. The inset
shows the relative NMR intensity of the different regions. Modified figure taken from Paper II.

ferences between extracting at room temperature for 24h and boiling for 1h. In Paper
II, we increased the data resolution by assessing extracts from 5 different temperatures
between 4◦C and 100◦C, and three different extraction times at each temperature.

Increased extraction temperature greatly increased the concentration of TOC. The
effect was most pronounced at temperatures above 50◦C, where an effect of extraction
time was also visible (Figure 4.4). The extraction behaviour of common nutrients (N,
P, Fe) followed a similar trend (Figure 4.4). An interesting observation is that in
the room temperature extracts, all concentrations were lower, likely due to microbial
decomposition during extraction. This is supported by few narrow peaks observed
in R4 in the 1H NMR spectrum (Paper II, Figure 5), indicating that low molecular
weight carbohydrates were decomposed. At 4◦C, and temperatures above ca. 30◦C,
microbial activity is substantially decreased⁵⁰,⁵¹.

The total 1H NMR intensity increased linearly with TOC for the different time and
temperature extracts (Paper II, Figure S4). The overall composition remained similar,
however, increasing extraction temperature increased the relative intensity from car-
bohydrates, while the intensity of aliphatics was higher at lower temperatures (Figure
4.5). This was also visible in the 13C NMR (Figure 4.2). The pH decreased with
increasing extraction temperature, from almost 6 in the cold extracts down to ca. 3 in
the hot extracts, partially due to extraction of more small organic acids and possibly
oxidation of sugars.
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Figure 4.4 Elemental analysis of DOM extracts. Concentrations of A) TOC, B) TN, C) P and
D) Fe in mg/L for all extraction temperatures and times assessed in Paper II. Times indicated in
A) applies to the whole figure. Error bars represent one standard deviation based on measured
triplicates from the same extract. Figure taken from SI of Paper II.

Figure 4.5 1H NMR spectra of DOM extracted at 4◦C 24h, 50◦6h and 100◦1h. Dashed lines
mark the regions for different compound classes. The inset shows the relative NMR intensity of
the different regions. Figure taken from Paper II.
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4.1.1.3 Effects of high pH

As mentioned in the introduction, alkaline extraction of SOM has been widely used
and is known to give a high extraction yield. As the high pH will lead to deprotona-
tion of many functional groups, we wanted to asses how this affect the dissolution of
DOM.

Extraction at high pH had a similar effect on concentration as increased extraction
temperature. We extracted DOM at 22◦C for 24h using 0.1 M NaOH (pH 13),
subsequently lowering the pH to 5.8 (NaOHpH5.8) or 1.2 (NaOHpH1.2) respectively,
before filtration. The TOC of NaOHpH5.8 was similar to the extract boiled for two
hours and lowering the pH to 1.2 roughly decreased the TOC by half, compared
to NaOHpH5.8. This will be further discussed in Section 4.4. These extracts also
contained high concentrations of TN, P and Fe (see Paper II). Despite the high TOC,
the relative intensity of the 1H NMR regions (Figure 4.6) was similar to that of a room
temperature water extract. This means a relatively low fraction of carbohydrates and
clear signals of aromatic and aliphatic components.

Figure 4.6 1H NMR spectra of DOM extracted at 22◦C 24h using NaOH, pH adjusted to 5.8 or
1.2 respectively. Dashed lines mark the regions for different compound classes. The inset shows
the relative NMR intensity of the different regions. Peaks marked with ≈ are cut in hight.

4.1.2 Monosugar composition

All spectroscopy techniques highlighted the dominance of carbohydrates. To learn
more about these carbohydrates, an analysis of the monosugar composition was per-
formed. Analysis of the original extracts reported on neutral sugars present in mono-
meric form, while polymeric sugar was analysed after acid hydrolysis (see details in the
methods section of Paper I). The 7 different monosugars detected, and their relative
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abundance, are reported in Table 4.1. Sugars in monomeric form were only detected
when extracting at elevated temperature. This could however be an effect of microbial
activity during the extraction at ambient temperature, as discussed above.

Table 4.1 Relative abundance of different neutral sugars (monomeric+polymeric) detected in
DOM extracted at 22◦C for 48h and 100◦C for 1h. Monomeric sugars constituted 15% of the
total sugar concentration in the 100◦C extract, while non were detected in the 22◦C extract.

Sample Fucose Galactose Glucose Xylose Mannose Rhamnose Arabinose Total concentration

22◦C 48h 5.6% 23.3% 23.3% 9.1% 17.2% 13.2% 8.3% 98.7 mg/l
100◦C 1h 3.6% 26.4% 33.8% 6.7% 10.8% 18.7%* 857.0 mg/l

*Rhamnose and arabinose were not separated in the analysis of the 100◦C sample. The calculation of
the combined concentration was based on arabinose.

Let us take a moment to speculate on the origin of the different components observed.
The monosugar composition tells us that the observed carbohydrates are primarily not
cellulose, which only consists of glucose units. This agrees with the low solubility of
cellulose in water, however some partially degraded cellulose fibrils could pass the fil-
tration step. If the carbohydrates are of plant origin, an option could be hemicellulose
which may have a higher water solubility. This option is supported by the presence
of mannose, and especially xylose and arabinose, two monosugars which are seldom
produced by microbes¹²⁷. The soil originates from a spruce forest and could contain
a lot of the hemicellulose galactoglucomannan, which is one of the main compon-
ents of the secondary plant cell wall of conifers¹²⁸,¹²⁹, and also xyloglucan found in
the primary cell wall¹³⁰. However, a large fraction of the carbohydrates may be of
microbial origin. Soil bacteria contains a lot of glucose, ribose, galactose and rham-
nose, while they secrete extracellular polymeric substances (EPS) containing mainly
mannose¹²⁷. It should however be noted that no ribose was detected in the DOM
samples. It is not possible to deduce the exact origin of the different carbohydrates,
they are likely a mix of hemicelluloses and some microbially derived components.

The aliphatic components observed could be lipids or different waxes. Waxes which
contain a variety of different fatty acids, fatty alcohols and alkanes are abundant on
the surface of conifer needles¹³¹,¹³².

Two main questions are raised by the results of the chemical analysis: why do we ex-
tract more DOM at higher temperature and pH, and why do we get a higher fraction
of carbohydrates at higher temperature? To be able to answer these questions and re-
late them to the dissolution process of DOM, information on the effects of extraction
on the colloidal structure is also needed.

35



4.2 The structure of colloidal DOM

Roughly half of the DOM can be accounted to the colloidal fraction, as assessed by the
change in TOC after dialysis experiments (Paper I). A similar observation was made
from assessments of microbial decomposition (Chapter 5 and Paper III). The dialysis
pointed to a lower fraction of colloidal material in hot extracts (around 40%), while
a higher fraction of colloidal material was observed for room temperature extracts
(50–70%). However, as microbial mineralisation during extraction (see previous dis-
cussion) was not considered in this comparison, the result is likely skewed by initial
removal of some low molecular weight substances in the room temperature extracts.
Dialysed samples were still dominate by carbohydrates.

The overall size of the largest DOM colloids was assessed by the z-averaged hydro-
dynamic radius, ⟨RH⟩, obtained from DLS. In agreement with the filter cut-off size of
200 nm used, an ⟨RH⟩ of around 100 nm was generally observed, with a PDI around
0.3 indicating a rather wide polydispersity. The exception was extracts obtained at
100◦C, and partially 75◦C, where ⟨RH⟩ of up to 130 nm were observed and the PDI
was around 0.5. The reason for this will be discussed in Section 4.4. The colloidal
structure was further investigated using static scattering, mainly SAXS but also in
combination with SLS to access the complete size range of the colloidal DOM. We
return to our different extraction procedures to track the effects on colloidal structure.

4.2.1 Effects of mechanical agitation

The colloids extracted with and without stirring had a similar structure. In figure 4.7
we observe the same shape of the SAXS patterns, highlighted also by the approxim-
ately constant value of the ratio between the intensities at all q, shown in the inset.
The intensity is about a factor of 8 higher for the extract with stirring, in rough agree-
ment with the difference in concentration based on TOC. The longer extraction time
of 7 days did not result in a higher scattering intensity, suggesting that the available
colloids were already released early during the extraction. Taken together, these results
indicate that colloids with a similar structure are present both as an easily extractable
mobile phase in the soil, and in occluded form inside soil aggregates.

The scattered intensity followed a power law decay I(q) ∝ q−D over roughly the full
q-range observed, with D ≈ 2.8 (Figure 4.7). Here, D represents a fractal dimension
and D ≤ 3 indicates a mass fractal, describing how the mass of the system scales with
the linear dimension¹¹²,¹³³. For a homogeneous object with a smooth surface only
having one characteristic dimension, e.g. a sphere, D = 4¹¹².
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Figure 4.7 SAXS pattern of DOM extracted at 4◦C with stirring for 24h, and without stirring
for 24h and 7 days. The black line represents a slope of q−2.8. The inset show the intensity ratio
between DOM extracted for 24h with and without stirring. Modified figure taken from Paper II.

4.2.2 Effects of extraction temperature and time

Extraction temperature and time did have a significant effect on the colloidal struc-
ture. As shown in Figure 4.8, the scattered intensity at low q (< 0.03 Å−1), probing
large structures, decreased with increasing extraction temperature. The opposite trend
was observed at high q-values, most pronounced for 100◦C extracts. This suggests a
gradual shift in the concentrations of large and small colloids with increasing extrac-
tion temperature, becoming more pronounced with longer extraction time. Both the
intensity decrease and increase was about one order of magnitude. However, as large
colloids result in higher scattering intensity, a higher concentration of the smaller size
fraction would be needed to result in the same intensity difference, assuming a similar
contrast factor.

To confirm that the change in the scattering pattern observed as a function of tem-
perature was due to a change in concentration of two separate colloidal species, cent-
rifugation was used. Figure 4.9 shows the scattering patterns of one cold and one
hot DOM extract before and after centrifugation. As seen, the intensity at high q
remains constant, while the intensity at low q decrease after centrifugation. This in-
dicate that we can remove a fraction of the larger colloidal species and still retain the
same concentration of the smaller size fraction. Thus, the scattering pattern report on
the presence of two separate colloidal species of different size.

Model calculations were used to quantitatively analyse the static scattering data. The
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Figure 4.8 Scattering patterns of DOM extracted at all temperatures and times assessed in
Paper II. Arrows indicate the general trends observed with increasing extraction temperature.
The black lines represent slopes of q-2.8 and q-1.7 respectively.

model contains two species: mass fractal aggregates, here called clusters, and linear
polymer chains, here called coils. The second species was chosen based on the chem-
ical analysis, showing a large fraction of polymeric sugars increasing in concentration
with temperature, similar to the scattering at high q. In the scattering patterns of hot
extracts in Paper I, a region of D ∼ 1.7 was also observed, indicative of scattering
from polymers¹¹²,¹³⁴. Because of the low concentrations, we neglected particle in-
teractions and assumed S(q) =1 in all calculations. A linear combination of the two
contributions was used, according to I(q) = Icoil(q) + Icluster(q).

The scattered intensity of the respective species can be written as

Ix(q) =
cxMx

d2
xNA

∆ρ2
xPx(q) (4.1)

where x denotes cluster or coil respectively. Here cx is the concentration in mass per
unit volume, Mx is the weight average molar mass, dx is the mass density, NA is Ava-
godro’s number and ∆ρx is the SLD difference between solvent and scatterer. As the
form factor for clusters, Pcluster(q), we used the corrected Beaucage model¹³⁵, charac-
terising the clusters by a radius of gyration, Rg, and a mass fractal dimension, D. The
form factor used for Pcoil(q), describes semi-flexible cylinders with excluded volume
interactions¹³⁶,¹³⁷, giving chain conformations resembling a self-avoiding random
walk. The semi-flexible cylinders are characterised by a contour length L, a cross
section radius r, and a Kuhn length λk describing the local stiffness.
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Figure 4.9 Scattering patterns of DOM extracted at 4◦C for 24h and 100◦C for 1h, compared
with the supernatant after centrifugation at 20000g and 25000g, respectively.

A number of assumptions were required to put numbers on all of these parameters.
The first assumption, was that both coils and clusters are composed of hemicellulose
with an average chemical formula (C5O4H8)n ¹³⁸ and a density of 1.5 g/cm3 ¹³⁹. This
provides a value for ∆ρcoil = ∆ρcluster = 4 × 1010cm-2. The contour length (in Å)
was calculated as L = 5Mcoil/MC5O4H8 , where 5 Å is the approximate effective length
of an anhydroglucose unit¹⁴⁰. Further assumptions were to fix r = 3 Å and λk = 20
Å, corresponding to approximately 4 glucose units. For the clusters, Rg ≈ 70 nm was
obtained from SLS data and D was determined from the slope of the low q-region
of each scattering pattern. This leaves the concentrations and molecular weights of
the coils and clusters respectively, as free parameters. As seen from Eq. 4.1, these
appear as a product and can not be determined individually. However, by assuming a
constant molecular weight for each species, we could obtain concentrations that could
be used for relative comparisons between different extracts. In the different papers,
Mcoil = 3 × 103 − 1.5 × 104 g/mol and Mcluster = 1 × 108 − 1 × 109 g/mol have
been used.

The combined SAXS and SLS data from DOM extracted at different temperatures
was simulated using the described model, achieving good agreement (Figure 4.10). A
contribution from Icoil(q)was only used for DOM extracted above room temperature.
With increasing extraction temperature, ccluster decreased, while the lower molecular
weight assumed for the coils meant the concentration of this species had to increase
considerably to match the scattered intensity (Table 4.2). D used was approximately
constant (Table 4.2).
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Figure 4.10 Scattering patterns of DOM extracted at A) 22◦C 24h, B) 50◦C 6h and 100◦C 1h.
Model calculations of Icluster(q), Icoil(q) and the linear combination are shown. Parameters used
are found in Table 4.2. Figure taken from Paper II.

Table 4.2 Model parameters used for the calculations shown in Figure 4.10. Here Mcluster =
1× 109 g/mol and Mcoil = 3× 103 g/mol were used.

Sample ccluster

(mg/l)
ccoil

(mg/l) D

22◦C 24h 40 0 2.8
50◦C 6h 20 400 2.8
100◦C 1h 7 2200 2.4

4.2.3 Effects of high pH

High pH extraction appeared to have a similar effect on the colloidal structure as
high temperature. As seen in Figure 4.11, the SAXS patterns of NaOHpH1.2 and
NaOHpH5.8 contains a contribution from the small sized colloids modelled as coils.
NaOHpH5.8 also appears to contain a high fraction of clusters and show the highest
scattering intensity recorded for any of our extracts over the whole q-range, although
the TOC was similar to that obtained from 2h boiling. The scattering pattern of
NaOHpH1.2 roughly overlaps with that obtained from 2h boiling despite having half
the TOC concentration. These observations could indicate contributions to the scat-
tering from other high contrast materials.

4.2.4 Contrast variation

A remaining question is the actual composition of the two different colloids. In our
model we assume pure hemicellulose, but the chemical analysis show that also other
types of organic molecules, as well as clay particles, Fe and P are present in the soil
extracts. At low temperature, we only observe one colloidal species in the scattering
pattern. One possibility is thus that this species, the clusters, is a composite material
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Figure 4.11 SAXS patterns of NaOHpH1.2 and NaOHpH5.8 compared with water extracts of
22◦C 24h (the time and temperature used for NaOH extractions) and 100◦C 2h (having a similar
TOC as NaOHpH5.8)

containing all the different chemical components identified. The clusters could for
example be aggregates rich in carbohydrates, held together by some gluing agent such
as EPS⁴⁸ or some waxes. The plant wax nonacosan-10-ol common in conifers, have
been shown to have a melting point around 80◦C¹⁴¹, which is in agreement with
the temperature where clear changes are visible in the scattering patterns of DOM
(Figure 4.8). However, from our data we can not rule out that a low concentration of
coils or other small particles of different chemical components are present also in low
temperature extracts. The scattering contribution from such species could be covered
by the stronger intensity from the larger clusters.

The colloidal composition was investigated using contrast variation SANS (Paper Iv),
as described in Section 3.2.1.2. For a pure compound, I(q) is zero at the match point.
For a composite particle however, I(0) → 0 at the average match point, while contrast
between internal components of different SLDs will result in a variation in the overall
shape of the scattering pattern, at different contrast conditions¹¹¹,¹⁴².

A match point around 40% D2O was estimated for DOM (Figure 4.12 A), in agree-
ment with the overall match point of polysaccharides¹¹⁵, and thereby in agreement
with the main result from the chemical analysis. The SANS experiment was performed
on freeze-dried DOM from hot extraction but based on the similarity in composition
observed, we believe the result to be valid as an average SLD also for cold extracts. The
change in intensity at low q as a function of D2O volume fraction (ϕD2O) followed the
behaviour of a species with SLD= 1.8×1010 cm-2, with two H exchangeable for D at
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increasing ϕD2O (Figure 4.12 A). This agrees with the chemical formula (C5O4H8)n
and a mass density of 1.5 g/cm3, as also used in our previous model calculations.
No change in the shape of the scattering patterns could be observed at the different
contrast conditions. This suggests a similar composition of the two colloidal species,
although the data was very noisy making any reliable determination difficult.

To specifically investigate the composition of the clusters, three different contrast con-
ditions were compared for DOM extracted at room temperature: SANS in a solvent
of ϕD2O=0.3 (low contrast) or ϕD2O=1 (high contrast), in comparison to SAXS. As
observed in Figure 4.12 B, the shape of the scattering patterns were similar for all three
different contrast conditions, and the shape also agreed with our previous model of
mass-fractal clusters. This suggests that the clusters are essentially pure, one compon-
ent colloids, likely composed of carbohydrates. Alternatively, the similarity in shape
at different contrast conditions could also arise if the material was chemically mixed
on a length scale smaller than what is resolved in our experiments. Meaning essentially
on a molecular length scale.

Figure 4.12 A) Variation in scattering intensity at low q (mean value of 10 first data points ±
one standard deviation) for freeze-dried DOM redissolved in 7 different volume fractions of D2O.
The solid line represents a theoretical intensity variation for a species having an SLD of 1.8×1010

cm−2 with 2 exchangeable hydrogen. B) Scattering patterns measured by SANS and SAXS of
DOM extracted at room temperature with ϕD2O=0.3 or 1 respectively. The SANS data is scaled
to the intensity of the SAXS patterns using a constant as noted in the legend. The solid line
represents our model of clusters. Figure taken from Paper Iv.

4.2.5 Conclusions

Our interpretation of the combined results, is that the clusters are aggregates of smaller
components which have a low solubility in water, but are dispersed or fragmented by
higher extraction temperature or high pH (Figure 4.13). The dispersion leads to a
higher concentration of small components able to pass the 200 nm filter, and thereby
to a higher concentration of DOM. Dilution series (Paper I) have shown that the
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clusters are strongly associated, and do not disperse upon dilution. The strength of the
aggregation was also evaluated by ultrasonication of cold extracts, and no difference
was visible in the SAXS patterns before and after sonication.

The size fractionation observed could be a pure solubility effect, where the water solu-
bility of carbohydrates, constituting the main component of the clusters, increase with
temperature, and lead to dissolution into individual polymers. Hemicelluloses have
previously been dissolved at temperatures similar to those where we observe changes
in the scattering pattern¹⁴³,¹⁴⁴, providing some support for this hypothesis. The fact
that the colloidal structure of DOM is altered in a similar way by high pH as by
high temperature could further support this hypothesis. Strong alkaline conditions
have been used for over a century to dissolve or process cellulose¹⁴⁵. The molecular
mechanism behind the increased solubility involves the titration of the carbohydrate
hydroxyl groups¹¹⁶,¹⁴⁶ which could have a similar effect on hemicellulose. Strong al-
kali is also known to dissolve lignin¹⁴⁷, which could be present and act as a possible
gluing agent in the clusters or soil aggregates.

Figure 4.13 Schematic illustration of the colloidal structures observed in DOM, according to
our model of the scattering data. Not drawn to scale.

4.3 The cryo-TEM Zoo of colloidal DOM

In addition to scattering methods, cryo-TEM was used to identify the colloidal struc-
ture of DOM. Several different structures were observed in cryo-TEM images of
DOM extracted at room temperature. Figure 4.14 A-B show structures we believe
to correspond to the clusters identified with scattering. These have low contrast, as
expected for an organic material, a size around 200 nm and show indications of in-
ternal structure. Another, more rarely observed organic colloidal structure is shown in
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Figure 4.14 C. These long stiff fibres of low contrast, where the stiffness indicate that
this is a crystalline material, we assume to be fragments of cellulose fibrils. In addition,
high contrast inorganic colloids were occasionally also observed. Figure 4.14 D show
an example of high contrast particles which could for example be silicon or metal ox-
ides. There is no visible indication of organic material associated with these particles.
Finally, Figure 4.14 E show a high contrast particle identified as clay tactoids¹⁴⁸ and
also here, there is no visible organic material in direct contact.

Figure 4.14 Cryo-TEMmicrographs of different structures identified in DOM extracted at room
temperature for 24h in 30% D2O. A-B) Low contrast clusters, C) structures believed to be cellu-
lose fibrils, D-E) high contrast particles. All scale bars represent 200 nm.

4.4 Stability of colloidal DOM

The colloidal DOM clusters are charge stabilised. All DOM extracts had a negative
ζ-potential and presumably carboxyl groups, which generally have a pKa around 4–5,
determined the pH dependent charge of the colloids. The ζ-potential as a function
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of extract pH is plotted in Figure 4.15 A for different temperature extracts, showing
a linear decrease of the absolute value with decreasing pH. This indicate a decreased
charge stabilisation at low pH. The larger ⟨RH⟩ and PDI observed in extracts from
100◦C and also 75◦C mention in Section 4.2, thus indicate aggregation of colloids
due to low electrostatic stabilisation. Aggregation, indicated by a quickly growing
⟨RH⟩ and PDI, could also be induced in cold extracts by lowering the pH (pH ≈ 2,
ζ-potential ≈ −5 mV).

Tracking the stability of a 100◦C extract over time showed that it is mainly the largest
colloids, the clusters, which aggregate. Figure 4.15 B show no change in the SAXS
pattern after one month storage while the SLS data indicate aggregation of the larger
colloids. When re-boiling the aged extract, the original shape was recovered and thus,
the aggregated clusters appears to be re-dispersed by boiling. Over the time scale
of months to years, sedimentation was observed in both hot and cold extracts. The
higher electrostatic stabilisation at higher pH is thus not sufficient to keep the colloids
stable for very long periods of time.

Figure 4.15 A) ζ-potential as a function of pH for DOM extracted at all temperatures and
times assessed in Paper II. B) Scattering pattern of DOM extracted at 100◦C for 1h, when
measured within 12h from extraction (fresh), after one month storage, and after re-boiling the
stored extract. The data from the re-boiled extract was scaled to the intensity of the previous,
for comparison. Figure taken from Paper II.

The charge stabilisation can also be assessed from the pH adjusted NaOH extracts.
Lowering the pH from 5.8 to 1.2 (ζ-potential ≈ −1.4 mV) resulted in an almost
two orders of magnitude decrease in intensity at low q and one order of magnitude
decrease at high q (Figure 4.11). This agrees with the clusters being charge stabilised
and the low pH likely leading to aggregation, and removal of clusters from solution
during filtration. The strong signal of coils remaining, suggests that this species is not
dependent on charge stabilisation to remain in solution. It is still unclear what leads
to the colloidal stability of the smaller species, but it could remain in solution simply
because of a higher water solubility.
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5 Bacterial decomposition of
Dissolved Organic Matter

“If we knew what it was we were doing, it would not
be called research, would it?”

– Albert Einstein
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In this chapter we describe bacterial decomposition of DOM, based on the findings
presented in Paper III. We make use of our detailed chemical and structural char-
acterisation of DOM presented in the previous chapter, allowing us to compare the
bioavailability of different DOM fractions.

One of the main reasons for the interest in DOM is, as discussed in the introduction,
that this fraction of soil is considered mobile and bioavailable. We have however
seen that DOM is composed of both a low molecular weight fraction and a colloidal
fraction, both of which appear rich in carbohydrates. Does the bioavailability of these
two fractions differ? Do colloidal size and structure affect the susceptibility of DOM
to decomposition?

5.1 The experiment

There are many different types of decomposers present in soil, of which bacteria and
fungi are the main litter decomposers²³. In this study we have focused on bacterial
decomposition, as this can be performed directly in the DOM extracts. An inoculum
was obtained by shaking the same soil as used for the DOM extractions with water,
and filtering the mixture down to a size of 1.6 μm. The size cut of used was the only
restriction on what kind of microbes that were actually present in the inoculum. This
means that apart from bacteria, it may include archaea, viruses and possibly some
predators (bacterivorous protists)¹⁴⁹.

The inoculum was added to DOM extracted at 4◦C for 24h (here referred to as cold)
and 100◦C for 1h (here referred to as hot) respectively, to be able to compare the
bioavailability of our two different identified colloidal species (clusters and coils). The
samples were incubated in the dark at room temperature for 2 months, being aerated
and gently shaken approximately every second day. The concentration of TOC was
initially ca. 10 times higher in the hot extract (≈1150 mg/l) than in the cold (≈100
mg/l) and the pH was ca. 3 unites lower, in accordance with the results presented in
Chapter 4. To increase the electrostatic stability of the colloids and have comparable
conditions, the pH of the hot extract was adjusted to the original pH of the cold
extract (pH=5.9) before inoculation.

5.2 Decomposition kinetics

The extent of decomposition was quantified by the change in TOC concentration. As
shown in Figure 5.1, TOC decreased by approximately 50% during the two months
incubation, in both the cold and the hot extract. In the cold extract, the decrease was
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fast during the first two weeks, after which it remained constant for the rest of the
incubation period. In the hot extract, a more gradual decrease of TOC was observed
and the concentration did not reach a constant value within the two months. These
observations suggest that the bioavailable carbon was mineralised in the cold extract,
while there could still be available carbon remaining in the hot extract.

The 1H NMR spectra of the cold extract showed a removal of all sharp peaks within
one week (Figure 5.2). This indicate that all low molecular weight substances detected
by NMR were decomposed. The spectra of the hot extract decayed slower and some
sharp features remained, in agreement with the idea that available material could still
be present. No new peaks indicative of degradation products were observed in either
of the extracts. Low molecular weight substances belonging to all kinds of compound
classes identified were mineralised. This can be assessed by subtracting the spectra
of the last time point from the initial spectra, as shown in the insets of Figure 5.2,
representing the removed signal.

The degree of mineralisation of the low molecular weight fraction specifically, was
assessed by the change in total NMR intensity (NMRint) over time. Also this quantity
decreased by roughly 50% during the incubation, slightly more in the hot extract
than in the cold (Figure 5.1). A similar decay behaviour as for TOC was observed for
NMRint, in the cold and hot extracts respectively.

DOM mineralisation is often analysed in terms of an exponential decrease of TOC,
or a sum of exponentials, each characterised by a decay rate or a decay time⁴⁰,¹⁵⁰,¹⁵¹.
Here, we have used a similar approach and quantified the decomposition kinetics
according to

A(t)
A0

= fl e−kl t + (1 − fl) (5.1)

where A(t) represents TOC concentration or NMRint at time t and A0 is the value at
t = 0. fl describes the labile fraction of DOM, (1−fl) is a stable fraction that does not
decompose within the two months observation time and kl is a rate constant. Observe
that this is a simplified description as the components of DOM are more likely to
behave according to a continuum of reactivity¹⁵². Eq. 5.1 has been fitted to the data
in Figure 5.1 and the parameters are given in Table 5.1. To better determine the k
value for NMRint of the cold extract, where the initial decay phase was not captured,
complementary measurements were performed during one week on a separate cold
extract referred to as Colds.
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Table 5.1 Labile fraction (fl) and decay rate (kl) with 95% confidence bounds, obtained from
Eq. 5.1, when fitting the decrease in TOC concentration and total NMR intensity (NMRint) over
time, for the cold and hot extracts respectively.

Cold Hot
TOC NMRint TOC NMRint

fl (%) 50 ± 6 56 ± 4 52 ± 7 86 ± 9
kl (day−1) 0.155 ± 0.076 0.303 ± 0.099 0.037 ± 0.009 0.022 ± 0.003

Figure 5.1 Remaining fraction of TOC and total NMR intensity (NMRint) expressed as %, as
a function of incubation time. Symbols represent mean values ± one standard deviation from
triplicates. The data from Colds was not replicated. Lines are fits according to Eq. 5.1, with
parameters given in Table 5.1. Figure taken from Paper III.

The striking similarity in decomposition behaviour tracked by the TOC and NMR
suggests that low molecular weight substances dominated the labile fraction. For the
cold extract, both TOC and NMRint gave a labile fraction of ca. 50%, however
NMR indicated a faster decay rate. The small discrepancies observed could be due
to different H/C ratios of remaining substances, meaning signal response will vary
if tracking C (TOC) or H (1H NMR). For the hot extract, NMRint gave a clearly
higher labile fraction (86%) than TOC (52%). However, these values are highly
uncertain as the data had not yet reached a plateau. The initial overlap suggests that
low molecular weight substances dominated the labile fraction also in the hot extract,
during at least the first month of decomposition. A continued decomposition of small
highly H-containing molecules, contributing to a larger degree to the NMR signal
than to the total carbon content, could explain the discrepancy at later time points.
The ca. ten times lower rate constant obtained for the hot extract is likely an effect of
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oxygen deficiency. Considering the solubility of oxygen in water (ca. 10 mg/l at 20◦C)
and the high concentrations of carbon decomposed, it is possible that the bacteria
experienced anaerobic conditions between aerating occasions. Anaerobic conditions
may slow down the decomposition⁴⁹, and this effect would be more pronounced
in the hot extract than in the cold, due to the initially higher TOC, with similar
concentrations of accessible oxygen.

Figure 5.2 1H NMR spectra of A) cold and B) hot DOM extracts measured over time, during
the two months incubation. Dashed lines represent the regions of different compound classes
described in Section 4.1. The insets show the difference between the spectra of the first and last
time points, representing decomposed material. Figure taken from Paper III.

In order to discuss the functional form of the decay, we may consider some different
simple models or scenarios for the decomposition of a substrate, S, by bacteria, B. An
exponential decay of the concentration [S] implies that the rate d[S]/dt ∼ [S], i.e. is
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proportional to the concentration [S]. In the case that S is decomposed in a simple
binary “reaction”

S + B → decomposition (5.2)

we can write
d[S]
dt

= −k[B][S] (5.3)

where k is a rate constant. Integration of Eq. 5.3 gives

[S] = [S]0 e−k[B]t (5.4)

where [S]0 is the initial concentration at t =0. For the case of respiration, O2 should
also be considered in the reaction scheme (Eq. 5.2). For this discussion, however, we
for simplicity assume a steady state oxygen concentration, or similarly a large excess,
so that this constant concentration can be incorporated into k.

Another model could be that the rate determining step for the decomposition is a
slow machinery in the bacteria, which can than only decompose a limited number of
substrate molecules per unit time. In this case, the rate is not proportional to [S], but
only to [B] and we have instead of Eq. 5.3

d[S]
dt

= −k[B] (5.5)

with the solution
[S] = [S]0 − k[B]t (5.6)

which can also be written
[S]
[S]0

= 1 −
k[B]
[S]0

t (5.7)

The decay of the labile fraction of DOM was analysed essentially according to the bin-
ary reaction model (Eqs. 5.2-5.4). We note, however, that [B] is not strictly constant
but increases with time. Neglecting this, we find in our crude analysis that the rate
constant, kl, is approximately an order of magnitude higher in the case of the cold
extract compared to the hot (Table 5.1). As mentioned above, considering the very
high TOC concentration that is being decomposed in the hot extract, compared to
the aqueous oxygen solubility, this can possibly be explained by an oxygen deficiency
in the hot extract that lowers kl. The second model (Eqs. 5.5-5.7), on the other hand,
approximately predicts that kl ∼ 1/[S]0, which is close to what is obtained (Table
5.1). To summarise, we cannot from the present data set clearly discriminate between
the two kinetic models discussed above. We recall that for a Taylor expansion of
an exponential function to leading order e−kt = 1 − kt. Measuring decomposition
rates varying both [S]0 and [B], under conditions where there is no oxygen deficiency,
would possibly provide information that allows for a more rigorous test of different
kinetic models.
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5.3 Colloidal DOM

The colloidal DOM persists bacterial decomposition. No change was observed in the
scattering patterns of combined SAXS and SLS data from the first and last time points
of incubation, for neither the cold nor the hot extract, as shown in Figure 5.3.

The broad resonances remaining in the 1H NMR spectra after the incubation period
are assumed to originate from the colloidal material, and these resonances were similar
in the two extracts (Figure 5.4). The resonances correspond to carbohydrates (R4) and
likely aliphatic –CH3 and –CH2– groups (0.8 and 1.2 ppm). The origin of the small
signal around 1.9–2.1 ppm is currently uncertain, but it could come from carbon
double bonds in lipids¹⁵³.

We used our calibration curve described in Section 3.1.2 to quantify the NMR signal
remaining after two months. To convert the proton signal to a carbon concentra-
tion, we assumed the full intensity to come from carbohydrates. Using the formula
(C5O4H8)n, assuming two OH-groups which exchange with water as in the previous
chapter, this gave a C/H ratio of 5/6. The resulting calculated carbon concentration
was roughly half of the measured remaining TOC, for both the cold and the hot ex-
tract. It is still unclear how much of the signal from colloidal DOM we are able to
resolve in the 1H NMR spectra, and there are a number of possible reasons for the
factor 2 difference in the quantification, which are more thoroughly discussed in the
SI of Paper III. Primarily, we could have resonances extending far beyond the integ-
rated area of 0.6–9 ppm due to slow motion, which would also give an uncertainty in
the identification of the baseline. There is also an uncertainty in the C/H ratio used
and we may lose some signal in the region excluded due to water suppression.

5.3.1 Revised structural model

From the results described above, we make an important observation regarding our
interpretation of the colloidal structure of the smaller colloids. If these would be free
polymer coils of carbohydrates as previously modelled, they would have fast internal
motion and produce sharp resonances in the NMR spectra (compare for example
with the spectrum of dissolved cellulose in Hagman et al.¹⁵⁴). However, no such
peaks were observed after incubation, while at the same time the scattering signal
from this colloidal species remained unchanged (Figure 5.3). This means that also
the smaller colloids giving rise to the feature around q ≈ 0.1 Å-1 must experience
slow dynamics. The similarity of the 1H NMR spectra from the cold and hot extracts
after decomposition (Figure 5.4) suggests that the two colloidal species have similar
dynamics, suggesting they have a similar structure. This indicate that the smaller
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species is rather fragments of the larger one, and that we need to revise our structural
model. At present, we do not have a clear picture of the structure of the smaller
colloids. For simplicity, we describe them as smaller fractal aggregates, similar to the
larger colloidal clusters.

Figure 5.3 Combined SAXS and SLS data of cold (circles, blue) and hot (squares, red) DOM
extracts from the first (open symbols) and last (filled symbols) time points of the incubation
period. SLS samples were filtered 0.2 μm before measurements. Solid lines represent model
calculations for a linear combination of fractal clusters based on Eq. 4.1, with parameters given
in Table 5.2. Also shown are schematic illustrations of the large and small mass fractal clusters
(not drawn to scale). Figure taken from Paper III.

Table 5.2 Parameters used for the model calculations of scattering data shown in Figure 5.3,
for cold and hot extracts respectively. The TOC left after decomposition was 52 mg/l in the cold
extract and 630 mg/l in the hot.

Large cluster Small cluster
Extract Rg D M c Rg D M c

Colda 60 nm 2.8 5 × 108 g/mol 110 mg/l - - - -
Hotb 60 nm 2.4 5 × 108 g/mol 13 mg/l 3 nm 1.6 1.5 × 104 g/mol 1400 mg/l

aIf using data from a control sample at time 0 which was not filtered before SLS measurements,
agreement was obtained using a large cluster with Rg = 70 nm and M = 8 × 108 g/mol.
bIf using data from a control sample at time 0 which was not filtered before SLS measurements,
agreement was obtained using a large cluster with Rg = 70 nm and M = 7 × 108 g/mol.

The scattering data could be modelled as previously described in Section 4.2.2, but
using a second smaller mass fractal object instead of the coils for the hot extract (Figure
5.3). The scattering intensity of each species depends on the product of concentration
and molar mass (Eq. 4.1). As the TOC remaining after the incubation is assumed
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to be in colloidal form, the concentration used for the dominating colloidal species
in the model calculation, was based on the TOC measured after 2 months (52 mg/l
in the cold extract and 630 mg/l in the hot) multiplied by a factor of 2.2. The factor
of 2.2 is the ration between the molecular weight of the monomeric unit and total
atomic weight of carbon in that unit, for a material like hemicellulose. In the cold
extracts, the large 200 nm clusters constitute the dominating colloidal species, while
in the hot extracts, the smaller colloidal species dominate in concentration, based on
the scattering data. With the model concentrations fixed from TOC, the molecular
weights of the respective clusters were varied to obtain agreement with the scattering
data. The model parameters are given in Table 5.2.

Figure 5.4 1H NMR spectra of the hot and cold extracts at day 56 of incubation. The spectra
of the hot extract is divided by a factor of 10. The sharp resonance at 3.3 ppm in the hot extract
is assumed to come from methanol. Dashed lines represent the regions of different compound
classes described in Section 4.1.

5.4 Conclusions

The results of this chapter has provided us with an important piece of information to
add to our puzzle. That is: the colloidal material constituted the stable fraction of our
extracts. Our previous observation, that the colloidal fraction constitutes roughly half
of the DOM (Section 4.2), meaning half of the TOC was non-colloidal, agrees nicely
with the total fraction of TOC that was removed during incubation. At the same time,
the scattering results suggest that colloids remained intact. This combined with the
removal of all sharp peaks in NMR, and the similarity in decomposition kinetics for
TOC and NMR intensity, leads us to the conclusion that molecular DOM is readily
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decomposed by the bacteria, while colloidal DOM persists decomposition.

The decomposition experiment thus provided us with the opportunity to investigate
the isolated colloidal fraction. From this we concluded that the smaller colloidal spe-
cies found in hot extracts is likely not free polymer coils, as this structure would result
in sharp peaks in the 1H NMR spectra. We therefore revise our structural model and
describe the colloids as two different size fractions of mass fractal clusters.
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6 Interactions of Dissolved
Organic Matter and
Hematite nanoparticles

TEM micrographs of synthesised hematite and goethite particles.
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In this chapter, we discuss the interactions between DOM and hematite particles,
based on the findings presented in Paper Iv. As DOM and minerals are in close
proximity throughout terrestrial and aquatic systems, these interactions are import-
ant for the fate of both species. The formation of mineral-organic associations⁴⁸, with
accompanying changes in size, charge and colloidal stability, could influence for ex-
ample mobility, sedimentation rate and bioavailability. With our understanding of
colloidal and molecular DOM, based on the puzzle pieces of Chapter 4, we here util-
ise cryo-TEM and the contrast variation possibilities of neutron scattering, to study
mixtures of organic and inorganic components.

6.1 The hematite particles

Hematite nanoparticles were synthesised and the solvent exchanged to aqueous solu-
tions having a pH=5.5, and a volume fraction of D2O (ϕD2O) of 1 or 0.3, as de-
scribed in Section 2.3. These two compositions correspond to low (HEM1) and
high (HEM0.3) neutron scattering contrast respectively, based on a neutron SLD of
ρn = 7.2×1010cm-2, calculated from the chemical formula Fe2O3 and a mass density
of 5.26 g/cm3 ¹⁰⁰. The synthesised hematite particles had an isoelectric point around
pH 8.5 and showed a positive ζ-potential of ca. 25 mV at the pH used.

As described in Section 2.3, cryo-TEM showed that primary hematite particles were
aggregated. The aggregates had a ⟨RH⟩ of ca. 70 nm, meaning they are of a similar size
as the colloidal DOM. The aggregates were stable over a wide range of dilutions and
pH, and no further aggregation was observed with time. We hence conclude that the
aggregation was effectively irreversible and a consequence of the synthesis protocol.
The reason for this aggregation was not further investigated.

The SANS pattern of HEM0.3 is shown in Figure 6.1. The data is compared with,
and fairly well described by, a model calculation of particles forming mass fractal
aggregates¹⁵⁵. The model aggregates are described by a correlation length, ξ = 45
nm, a fractal dimension D = 2.2, and a radius R = 10 nm of the primary particle,
which for simplicity is assumed to be spherical.
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Figure 6.1 SANS pattern of hematite at ϕD2O =0.3 and a concentration of 528 mg/l. The data
is compared with a model calculation of mass fractal aggregates of spherical particles.

6.2 DOM-hematite mixtures

DOM was extracted at room temperature, also using solutions of ϕD2O =1 or 0.3 re-
spectively (DOM1, DOM0.3). As discussed in Section 4.2.4, the extracted DOM has
a match point around 40% D2O, meaning the different contrast conditions used
allow us to highlight the scattering from hematite (at ϕD2O =0.3) or DOM (at
ϕD2O =1) individually. The DOM extracts had a pH of 5.5 and both showed a
ζ-potential of ca. −15 mV. As colloidal DOM and the hematite nanoparticles are
oppositely charged, one may expect attractive interactions.

SANS patterns of HEM0.3, mixed with DOM0.3 at different concentrations, are
shown in Figure 6.2 A. At high q, corresponding to the primary particle size, the scat-
tering pattern is practically unaffected by the addition of DOM. At lower q-values on
the other hand, there is an increase in intensity and the region of power law scattering
is extended. This indicate that the hematite flocculated into structures larger than the
resolution limit of the experiment. The scattering contribution from DOM0.3, also
shown in Figure 6.2 A, is negligible.

Cryo-TEM images of the mixtures confirmed the SANS data (Figure 6.2 B). Large
hematite flocs (several μm) are observed, without any distinguishable DOM clusters
incorporated. The ζ-potential of the mixtures was ca. −25 mV, and as the light
scattering signal is dominated by the mineral particles (ca. five times higher scattering
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intensity than DOM at equal concentrations), this suggests a charge reversal of the
hematite in the flocculated state.

The structure of colloidal DOM was unaffected by the presence of the hematite
particles. SANS data of DOM1, mixed with different concentrations of HEM1, is
shown in Figure 6.2 C. The scattering pattern agrees with our previous model of col-
loidal DOM clusters, and no change is observed over the full q-range for any hematite
concentration measured.

So what makes the hematite flocculate? As the colloidal DOM seems unaffected by the
mineral particles, it is likely the low molecular weight fraction of DOM which adsorb
and cause charge reversal and flocculation of the mineral. This could be due to faster
diffusion and adsorption kinetics of smaller species. Once a net negative charge is
obtained, negatively charged colloidal DOM is repelled from the flocs. Such a charge
reversal can be caused by the binding of polyanions, leading to an overcompensation
of the surface charge¹⁵⁶. Polyanions may also cause bridging¹ between the original
hematite aggregates, promoting the flocculation. Possibly, such polyanions in DOM
could be oxidised carbohydrates. That mainly the low molecular weight fraction of
DOM adsorb and promotes the flocculation of positively charged mineral particles
has been proposed previously¹⁵⁷. It would be interesting to perform similar studies
using dialysed DOM, where the small molecules have been removed, to further test
this idea.

In Chapter 5, we concluded that the low molecular weight fraction of DOM con-
stituted the main part of the labile fraction. Here we observe mainly this fraction
to adsorb onto mineral particles. If the adsorption provides a physical protection
of DOM against microbial decomposition⁴⁸,⁵³,⁵⁵, the formation of such MOA may
play an important role for the preservation of this DOM fraction. This remains to be
further investigated in future studies.
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Figure 6.2 A) SANS patterns of hematite at a concentration of 528 mg/l, mixed with DOM at
TOC concentrations of 10, 50 and 115 mg/l for ϕD2O = 0.3. Also shown is the scattering signal
of DOM alone, at a TOC concentration of 115 mg/l. B) Cryo-TEM image of HEM0.3 at a concen-
tration of 528 mg/l mixed with DOM0.3 at a TOC of 10 mg/l. The scale bar corresponds to 1 μm.
C) SANS patterns of DOM at a TOC of 123 mg/l mixed with hematite to final concentrations of
10, 50 or 100 mg/l, for ϕD2O = 1. Figure taken from Paper Iv.
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6 Epilogue

With this thesis, we have made an attempt to solve the puzzle of DOM, and paint
a picture of its characteristics from the molecular to colloidal length scale. I can not
say that we have reached our final goal, but we have made progress. By means of our
multi-method approach, we have established a model for DOM, based on which we
have assessed bacterial decomposition and mineral interactions. We have shown that
scattering techniques constitute a valuable tool in this kind of DOM studies. Our
combined results demonstrate that colloidal properties needs to be considered when
trying to predict the fate of DOM.

Several questions still remains to be addressed. We have concluded that the main
chemical component of the investigated DOM extracts correspond to carbohydrates,
based mainly on NMR characterisation. Are there chemical species which we have
missed due to our choice of method? What would we find if using e.g. mass spec-
trometry? Also, in Chapter 5 we saw that our smaller colloidal species is likely not a
random-walk polymer coil. The precise structure remains to be resolved and this could
possibly be done using scattering techniques, if it is possible to isolate this species, or
by using atomic force microscopy. If the “coils” and “clusters” could be isolated, it
would also be possible to study their individual composition more closely. An altern-
ative for this could be to use a spectroscopy technique with spatial resolution, e.g.
electron energy loss spectroscopy in a cryo-TEM.

Further studies are needed to resolve the impact of different microbial species on the
decomposition of colloidal DOM, e.g. a comparison between the effect of fungi and
bacteria. It would also be interesting to see the effect of mineral particles on the
DOM decomposition and how isolated colloidal DOM would interact with mineral
particles.

The most important question however, is probably how our results relate to real pro-
cesses taking place in different environmental systems. We have only studied DOM
extracted from one type of soil using a pre-defined size cut-off. Would we find vastly
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different colloidal species using different filter sizes? Are there large differences in the
properties of colloids from different soils? Do our results apply also to DOM from
aquatic systems? To resolve these kinds of questions would require extensive screening
studies, likely involving the use of a synchrotron source.

As we continue changing the conditions for life on this planet, a thorough under-
standing of something as fundamental as the carbon cycle is needed. For those who
think we already know what is needed about soil, I hope that after reading this thesis
you agree with me when I say: we have only scratched the surface.
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DISSOLVED ORGANIC MATTER (DOM) is an important component in the 
carbon cycle. To understand the mechanisms and kinetics controlling carbon 
storage, we must therefore also understand DOM. This thesis describes my 
work to characterise DOM from the molecular to colloidal length scale, using 
a combination of spectroscopy and scattering techniques. With this research, 
we try to combine the views of ecology and physical chemistry, to understand 
the role of colloidal size and structure in environmental processes.
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