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Abstract 

Monolithic heterogeneous integration of III-V semiconductors with the 
contemporary Si Complementary Metal Oxide Semiconductor (CMOS) 
technology has instigated a wide range of possibilities and functionalities in 
the semiconductor industry, in the field of digital circuits, optical sensors, 
light emitters, and high-frequency communication devices. However, the 
integration of III-V semiconductors is not trivial due to the differences in 
lattice parameters, polarity, and thermal expansion coefficient. This thesis 
explores two integration techniques to form III-V nanostructures with 
potential applications in the infrared detection field. 

The first technique implemented in this thesis work is the Rapid Melt Growth 
technique. InSb, which has a large lattice mismatch (19 %) to Si, is used to 
demonstrate the RMG integration technique. A flash lamp with a millisecond 
annealing technique is utilized to melt and recrystallize amorphous InSb 
material to form a single crystalline material. The development of the 
fabrication process and the experimental results for obtaining a single 
crystalline InSb-on-insulator from a Si seed area through the RMG process 
are presented. Electron Back Scatter Diffraction (EBSD) technique was 
employed to understand the crystal quality, orientation, and defects in the 
RMG InSb nanostructures. The InSb nanostructures have a resistivity of 10 
mΩ cm, similar to the VLS-grown InSb nanowires. Mobility ranging from 
3490 - 877 cm2/ V sec was extracted through Hall and Van der Pauw 
measurements. Finally, we report the first monolithic integrated InSb 
nanostructure photodetector on Si through the RMG process. Detailed optical 
and electrical characterization of the device, including the spectrally resolved 
photocurrent and the temperature-dependent dark current, is studied. The 
thesis presents an InSb photodetector with a stable photodetector with a 
responsivity of 0.5 A/W at 16 nW illumination and millisecond time 
response. 

The second integration technique implemented in this thesis work is 
Template Assisted Selective Epitaxy. Here, the versatility of TASE 
technique to integrate InAs nanowires on W metal seed is demonstrated. This 
technique enables the feasibility of integrating III-V semiconductors to back 
-end of the line integration with Si CMOS technology. EBSD technique was 
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utilized to study and obtain the statistics on the single crystalline InAs 
nanowires grown from different diameter templates. We also demonstrate the 
possibility of achieving an nBn InAs detector using TASE on W approach. 
This technique is a promising step towards developing high operating 
temperature (HOT) monolithic integrated mid-infrared detectors. Thus, the 
results of this thesis provide the perspective into two viable CMOS-
compatible III-V integration techniques that could be utilized for 
photodetector applications at a reduced cost.  
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Popular Science Article  

Infrared radiation is an electromagnetic wave in a wavelength region longer 
than the visible light wavelength. All kinds of objects emit infrared radiation, 
which is invisible to the human eye. For example, a human body at 37 °C 
radiates infrared energy. One would require a material sensitive to infrared 
radiation to detect it.  Infrared detection is used in several applications in 
science, communication, medicine, agriculture, industry, military, and 
remote sensing from space. For instance, in the optical communication 
system, infrared radiation is used to measure the light intensity from the 
lasers. They are used in flame monitors to detect light from flames. They are 
used to detect automobile exhaust gases like carbon monoxide (CO) and 
carbon dioxide (CO2), emission control gases like CO and nitrogen dioxide 
(NO2), and fuel leakage gases like methane (CH4). Infrared imaging systems 
can be used to detect seawater pollution by oil. Scientific applications where 
water resources, currents, and volcanoes can be studied using infrared 
radiation. Infrared imaging diagnosis in the medical field and night vision 
cameras use infrared imaging detection systems. 

The commercialized state-of-the-art material for infrared detectors is 
mercury cadmium telluride (HgCdTe or MCT). The detection range can be 
varied significantly by tuning the cadmium content in MCT. However, MCT 
detectors are costly, and the Restriction of Hazardous Substances (RoHS) of 
the European Union regulates the allowed concentration of mercury and 
cadmium in electronic devices. Hence, the researchers are looking into 
alternative materials for infrared detection. Furthermore, the III-V 
semiconductors do not contain RoHS-restricted substances; therefore, they 
can be fabricated from infrared photodetectors. 

Silicon (Si) semiconductor is the base of any electronic devices and growing 
III-V semiconductors on Si (monolithic heterogeneous integration) would 
effectively reduce the cost of manufacturing infrared detectors. In addition, 
such an integration technique would reduce the size of detector elements, 
increase the number of detector elements incorporated in a chip and thus 
improve the performance of the infrared detector. This thesis demonstrates 
two integration techniques of III-V semiconductors – Rapid Melt Growth 
(RMG) and Template Assisted Selective Epitaxy technique (TASE).  
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Indium Antimony (InSb), a III-V semiconductor, is used to demonstrate the 
fabrication of high-quality InSb on Si using the RMG technique. In the RMG 
technique, an amorphous InSb (low electrical conductivity) is deposited on a 
stack containing Si single crystalline (high electrical conductivity) and an 
insulating material layer (IL1). Next, InSb is made to contact the Si through 
a small opening. The InSb is then covered by an insulating layer (IL2). The 
final stack of materials containing Si, IL1, InSb and IL2 is heated to the 
melting point of InSb, causing the InSb to melt and subsequently cool. On 
cooling, the melt encounters the Si through the nanometer opening and grows 
into a single crystalline InSb. This single crystalline InSb is then fabricated 
into an infrared detector, and the properties and performance of the detector 
are studied. 

Indium Arsenide (InAs), another III-V semiconductor, is used to demonstrate 
the growth of single crystalline InAs on metallic surfaces using the TASE 
technique. In TASE technique, vapors of Indium (In) and Arsenic (As) raw 
materials are used to grow nanowires inside a hollow nanotube fabricated 
using an insulating material. The nanotube’s bottom is exposed to a metallic 
surface. The atoms from the vapors get collected at this metallic surface, 
creating a single crystalline InAs nanowire. A barrier detector can be 
fabricated by introducing another material inside the InAs nanowire. The 
InAs nanowire and the barrier detector's material and electrical properties are 
also studied. 

Overall, the research demonstrates the possibility of integrating single 
crystalline InSb and InAs on Si and metallic surfaces using RMG and TASE 
techniques. In addition, the insights gained from this study would be valuable 
for future infrared detection systems. 
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Preface 

This thesis is the culmination of five years of work in the Electromagnetics 
& Nanoelectronics division at the Department of Electrical and Information 
Technology at Lund University. The work was supervised by Associate 
Professor Mattias Borg (main supervisor), Dr. Johannes Svensson (assistant 
supervisor), and Professor Lars-Erik Wernersson (assistant supervisor). 

Structure of the thesis 
The thesis is divided into three main parts. The first section presents a 
background on the various challenges of heterogeneous integration 
techniques, different types of integration techniques, and a brief discussion 
on infrared detectors. Following this section, the research on the RMG of 
InSb is presented along with the results of the first monolithic integrated InSb 
photodetector on Si. The figure of merits, such as the spectral response, 
responsivity, and response time of the photodetector, is investigated in this 
chapter. The third section will explore the results of the InAs TASE on W 
metal, where the crystallinity of the InAs is studied in detail using EBSD. 
The orientation relationship between the nucleated InAs and the underlying 
W seed is also investigated. Finally, the initial promising results of the InAs 
barrier detectors are also presented. 

Introduction 

The main body of the thesis consists of the publications appended in the back. 
The Introduction provides a more comprehensive view than the very focused 
publications and ties their work together. The Introduction is intended to be 
understandable for aspiring researchers with a master’s degree in physics or 
a related subject. 

Appendix 

Thermodynamic modeling of RMG process 

This section provides a detailed description of the thermodynamic modeling 
of the RMG process conducted. 
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Acronyms and Symbols 

Here, important acronyms, abbreviations, chemical formulas, and physical 
quantities are listed, which are recurring throughout the thesis. Some 
parameters, which only occur in a narrow context, are intentionally omitted; 
some parameters are used in multiple ways, but the context is always 
explicitly clarified in the corresponding text.  

 

Acronyms and Abbreviations 

APB                                        Anti Phase Boundary  

APD                                        Anti-Phase Domain  

ART                                        Aspect Ratio Trapping  

BOE                                        Buffered Oxide Etch  

CB                                           Conduction Band  

CCD                                        Charge Coupled Device  

CMOS                                     Complementary metal oxide semiconductor  

EBL                                         Electron Beam Lithography  

EBSD                                      Electron Backscatter Diffraction  

EBSP                                       Electron Backscatter Diffraction Pattern  

EDS                                         Energy Dispersive Spectroscopy  

ELO                                         Epitaxial Lateral Overgrowth  

FLA                                         Flash Lamp Annealing  
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FTIR                                       Fourier Transform Infrared Spectroscopy  

HRTEM                                 High-Resolution Transmission Electron 

Microscopy 

IC                                           Integrated Circuits  

ICP-PECVD                          Inductively Coupled Olasma Enhanced      

Chemical Vapor Deposition  

ICP-RIE                                Inductively Coupled Reactive Ion Etching  

IPF                                         Inverse Pole Figure  

IR                                           Infrared  

MBE                                      Molecular Beam Epitaxy  

MCT                                      Mercury Cadmium Telluride  

MOVPE                                 Metal Organic Vapor Phase Epitaxy  

MWIR                                   Mid Wavelength Infrared  

NEP                                       Noise Equivalent Power  

NETD                                    Noise Equivalent Temperature Difference  

NWs                                       Nanowires  

R                                             Responsivity  

RMG                                      Rapid Melt Growth  

ROIC                                     Read Out Integrated Circuit  
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RTA                                       Rapid Thermal Annealing  

SAG                                       Selective Area Growth  

SEM                                       Scanning Electron Microscope  

SRH                                       Shockley Read Hall  

TASE                                     Template Assisted Selective Epitaxy  

TDDs                                     Threading Dislocation Density  

TDs                                        Threading Dislocations  

VB                                          Valence Band  

XRR                                       X-ray Reflectometry  

 

Physical Quantities and Chemical Formulas 

µ                                            Mobility  

Al2O3                                    Aluiminium Oxide  

CH4                                       Methane  

CHF3                                     Trifluoro Methane  

Ec                                           Conduction Band Energy  

Eg                                           Bandgap  

Ev                                           Valence Band Energy  

Ge                                          Germanium  

Hg1-xCdxTe                            Mercury Cadmium Telluride  
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InAs                                       Indium Arsenide  
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N2                                            Nitrogen  

Pb1-xSnxTe                              Lead Tin Telluride  

Si                                            Silicon  
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SiH4                                        Silane  

SiO2                                        Silicon Dioxide  
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1 

Background 

1.1 Infrared Detection- Background  
 

The history of heat detection dates back to the 17th century when Herschel 
demonstrated the existence of radiation beyond the visible red spectrum 
using glass thermometers1. The most critical development of infrared (IR) 
detectors was initiated with thermal detectors such as thermocouples, 
thermopiles, Golay cells, bolometers, and pyroelectric detectors. These 
detectors operate at room temperatures and are used extensively even today, 
but their drawbacks are their relative insensitivity and slow response times 
(ms for current bolometers2). These drawbacks propelled research toward 
semiconductor photon detectors. Since then, numerous studies and 
developments have focused on intrinsic and extrinsic semiconductor infrared 
material systems. One of the most important phases of semiconductor IR 
detector research occurred between the late 1960s and 1970 when a linear 
array of one hundred compound semiconductor Pb1-xSnxTe and Hg1-xCdxTe 
(MCT) detector elements were demonstrated. Then began the research 
towards the large detector arrays aiming for a one-to-one correspondence 
between the detector elements and the electronic addressing circuits3.

The detector image elements (also called pixels) located at the focal plane of 
the imaging system are commonly referred to as the focal plane array (FPA), 
and it is the key constituent in an IR instrument. Inventions and developments 
of CCD drives and Si complementary metal oxide semiconductor (CMOS) 
technology significantly impacted the development of FPAs. For example, if 
64 x 64 pixels were available in the 1980s, now it is about 108 pixels3. Larger 
array formats would require shrinking the pixel size, which improves the 
system's resolution and reliability. Complex epitaxial structures have enabled 
efficient FPA design, but the fourth-generation IR system, with a target of a 
high pixel count of >108, still has technological challenges to overcome. 

IR FPAs need to connect an IR-sensitive semiconductor structure with a 
complex CMOS read-out-integrated circuit (ROIC) for each pixel and thus 
are very well suited for 3D integration. Two common FPA chip fabrication 
approaches are hybrid and monolithic3 (Fig 1.1). The former is the 
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conventional approach, where the detector is optimized separately and 
integrated on top of the ROIC chip using flip-chip bonding. The achievable 
interconnect density limits the pixel density in this case. In the latter case, the 
detector and the read-out circuit are realized in a single monolithic 
component. This approach reduces the number of processing steps and costs 
and improves the system's overall efficiency. The current IR FPA 
technology, below 10 µm pixels, is aligned and hybridized efficiently4,5. 
However, it will be very difficult to achieve pixel sizes less than 5µm due to 
the extreme challenges of aligning the two chips. Instead, this could be 
enabled by a thin monolithically integrated absorption layer directly onto the 
ROIC to achieve pixel sizes in the range of 1-5µm. 

 

Figure 1.1 Schematic illustrating (a) FPA chip using conventional hybrid 
process (b) Heterogeneous monolithic integration of detector elements on Si. 

MCT FPAs dominate the current IR photodetector for mid-wavelength 
infrared radiation (MWIR) applications. These detectors can be used for a 
wide range of IR wavelengths by tuning the cadmium content in the material. 
Although MCT detectors demonstrate unparalleled device performances 
such as high detectivity (~1012 cmHz1/2 W-1), high quantum efficiency (> 
70%), and fast response time (ns), they are limited by high cost, array size, 
low operating temperature, and material fragility6. Moreover, the Restriction 
of Hazardous Substances (RoHS) of the European Union regulates mercury 
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and cadmium concentrations and only permits the use of MCT with 
temporary exemptions7. On the other hand, III-V materials are more robust 
when compared to MCT, have high uniformity, and are stable. Furthermore, 
III-V material semiconductor photodetectors are RoHS compatible. They are 
easy to process and offer a cost-effective advantage over MCT detectors. The 
most promising competitor to MCT IR detectors is III-V type II superlattices 
such as InAs/GaSb and InAs/InAsSb8,9 and InSb IR technology10–13. 
However, all these detectors still use hybridization of III-V semiconductors 
with Si processors using indium bonding.  

The bonding process is limited by the maximum thermal budget of the 
CMOS wafer. The maximum thermal budget of the CMOS wafer is 
estimated to be 425 °C for 2-6 hours or 400 °C for 8-10 hours 14. 
Additionally, significant stress can be produced in the detector's active region 
due to the thermal expansion mismatch and the difference between the 
bonding and cryogenic operating temperatures. One solution to overcome the 
issues related to bonding and alignment issues for pixel elements <5 µm will 
be to implement 3D integrated monolithic heterogeneous IR detectors on the 
Si CMOS platform.  

1.2 3D Heterointegration 
3D integration technologies enable packing diverse functionalities into small 
form factor systems that require ultra-fine interconnects and interfaces. There 
are three main approaches to implementing 3D integration to achieve 
multiple diverse functionalities: 3D stacking of ICs/wafers, 3D integrated 
packaging, and 3D monolithic IC integration 15.  

In 3D- stacking of IC dies, wafers, and packages are created by vertical 
stacking of die-on-die, die-on-wafer, wafer-on-wafer, package-on-package 
(PoP), or a combination of multiple stacking techniques through bonding 
techniques. For instance, PoP is enabled by wire bonding and flip-chip 
bonding. In the case of die-on-die and wafer-on-wafer integration, bonding 
and through silicon via (TSV) interconnects are used for integration. Fig 1.2 
(a-c) illustrates the PoP, die-on-die, and wafer-on-wafer integration 
technique16.  
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Figure 1.2 a) Die-on-Die integration b) package-on-package integration c) 
wafer-on-wafer integration d) 3D integration packaging (System on 
Package) e) 3D monolithic integration. 

3D integrated packaging (Fig 1.2d) realizes all the system functions on an 
ultra-miniaturized, multi-functional, and high-performance micro-
electronics package by integrating passive and active components into a 
single package substrate. It provided miniaturization of a system by substrate 
integration with high-density I/Os, micro vias, and embedded components. 
A higher number of active dies can be embedded into the thinner package 
substrate. This technique provides high reliability with low cost17. 

In 3D monolithic IC integration (Fig 1.2e), devices using different 
technologies are integrated monolithically on a single semiconductor wafer. 
This technique enables lower power consumption and high-speed operations 
when compared to using separate circuits. In addition, the material properties 
of compound semiconductors can be used to fabricate electrical and opto 
electronic devices and can be integrated with the Si system. One of the first 
‘True’ 3D integrated devices was reported by Kazior et al., where InP HBT 
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devices were heterogeneously integrated adjacent to a CMOS transistor on a 
Si wafer18. Monolithic 3D hetero integration of III-V semiconductors is 
reviewed in detail in Chapter 2. 

This thesis demonstrates the monolithic integration of infrared photodetector 
with the Si and W metal. The integration techniques used in this thesis– 
Rapid Melt Growth (RMG) and Template Assisted Selective Epitaxy 
(TASE) are described in Chapters 2, 5, and 6. 

1.3 InSb and InAs Properties  
1.3.1 Electronic Band Structure  
The origin of the electronic band structure can be illustrated using the 
Kronig-Penney model (Fig 1.3) in approximating a 1D periodic rectangular 
barrier potential. The solution to the Schrödinger equation in this type of 
periodic potential gives rise to energy bands with a traveling wave solution 
and forbidden bands with an exponential decaying solution. 

If we consider the energy-momentum relation following wave mechanics, 

𝐸 = 𝑚𝑣2

2
                                             (1.1) 

 

where v is the velocity, the electron momentum p = mv, and the k space 
vector is given by k=2π/h. Thus, rewriting the electron energy in k space for 
one dimension. 

𝐸 = ћ2 𝑘2

2𝑚0
                                             (1.2) 

Thus, the E-k relation for a free electron is a simple parabola. 

Figure 1.4 a-b shows the band structure of the indirect bandgap of Si and the 
direct bandgap of InSb. The E-k relation at the bottom of the conduction band 
(CB) is approximated by 

𝐸𝑐 =  𝐸𝑔 + ћ2

2𝑚𝑐
(𝑘𝑥

2 + 𝑘𝑦
2 + 𝑘𝑧

2)                              (1.3) 

𝐸𝑣 = − ћ2

2𝑚𝑣
(𝑘𝑥

2 + 𝑘𝑦
2 + 𝑘𝑧

2)                                 (1.4) 

𝐸𝑔 = 𝐸𝑐 − 𝐸𝑣                                                             (1.5) 
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Figure 1.3 (a) Crystal-lattice potential with lattice constant a0 (b) Idealized 
rectangular barrier potential used in Kronig-Penney model. 

where Ec is the energy of the bottom of the CB, Ev is the energy of the bottom 
of the VB, and Eg is the bandgap (direct or indirect). The influence of ions in 
the motion of electrons in the conduction band is given by mc, which is 
referred to as the effective mass of the electron. A similar expression can also 
be derived for the valence band, where mv represents the holes' effective 
mass. The effective mass depends on the material's crystal structure and the 
electron's direction of travel in nonisometric crystals. 

 

Figure 1.4 Cross-sectional E-K diagram of (a) Si and (b) InSb. Absorption 
in c) direct d) indirect bandgap semiconductors  
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In all regular crystals, the maximum of the valence band is located at the Γ 
point where an electron has zero momentum. A direct bandgap 
semiconductor is a semiconductor for which the conduction band minimum 
is also located at the Γ point. In direct bandgap semiconductors, an electron 
in the conduction band can transfer into the valence band by emitting a 
photon with the same energy as the band gap Eg. In the same way, an electron 
in the valence band can absorb a photon with energy at least equal to Eg to 
transfer from the valence band into the conduction band (Fig 1.4c). On the 
other hand, semiconductors such as Si whose conduction band minima and 
valence band maxima do not correspond to the same value of the 
wavenumber are called indirect bandgap semiconductors. In indirect 
bandgap semiconductors, photon emission is unlikely. This is because the 
transition from near bottom of the conduction band to near bottom of the 
valence band requires a momentum exchange. However, the momentum can 
be conserved by phonon participation. On the other hand, photon absorption 
can occur in indirect bandgap semiconductors (Fig 1.4d). This usually 
happens in two steps where an electron is first excited to a high energy level 
in the conduction band, which then quickly relaxes through the 
thermalization process by transferring momentum to phonons. Therefore, 
this requires the emission/absorption of a phonon to/from the crystal lattice 
and is less efficient compared to a direct optical transition.  

1.3.2 Cutoff Wavelength 

The energy (E = hν), where 𝜈 is frequency and h is Planck’s constant, of the 
incident photon and the wavelength are related as  

𝜆 = 1.24
𝐸

 µ𝑚                                        (1.6) 

Suppose the incident photon has energy greater than the bandgap of a 
semiconductor; in that case, an electron is excited from the valence band to 
the conduction band, causing a generation of an electron-hole pair (EHP). 
The excess energy (hν-Eg) is dissipated as heat in the semiconductor.  

If the wavelength of the incident beam is longer than the critical wavelength 
(i.e., hν < Eg), the photo response decreases abruptly as there is no available 
target state for the electron to transfer to. This critical wavelength 
corresponds to the bandgap of a semiconductor (in the case of an intrinsic 
detector). For example, the bandgap of InSb at 77 K is 0.22 eV, 
corresponding to a wavelength of 5.6 µm. If the InSb is bombarded with 
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longer wavelength photons, these photons will pass through the InSb detector 
undetected. However, InSb would efficiently absorb photons with shorter 
wavelengths. The wavelength at which the photo response decreases abruptly 
is called the cutoff wavelength. The band gap in most semiconductors is 
temperature dependent, and so is the cutoff wavelength. For InSb, the cutoff 
wavelength is 5.6 µm at 77 K. 

The spectral region where the material changes from relatively transparent 
(hv<Eg) to strong absorption(hv>Eg) is referred to as the absorption edge. 
Direct bandgap semiconductors have an abrupt absorption edge compared to 
indirect bandgap semiconductors. The weaker absorption above the 
absorption edge in indirect semiconductors is due to the requirement for a 
phonon-assisted indirect transition, which is less probable at low 
temperatures when phonons are scarce. In extrinsic detectors in which doping 
has been introduced to create localized states near the conduction band edge, 
the absorption efficiency will be limited by the concentration of these 
localized states19. 

1.3.3 Absorption Coefficient 

A semiconductor material's absorption coefficient (α) represents the 
wavelength-dependent average penetration depth of a photon into the 
material before it is absorbed. Understanding the α of different materials is 
crucial as it will impact the geometrical design of the photodetector. For 
instance, if a material has a low absorption coefficient, light will penetrate 
far into the material before it is absorbed. On the other hand, if the material 
is too thin, it will appear transparent to that wavelength. 

If a semiconductor is illuminated by a photon flux intensity I0 at x= 0, then 
the emerging photon flux at a distance x is given by 

  𝐼(𝑥) =  𝐼0𝑒−𝛼𝑥                                      (1.7) 

where α is the absorption coefficient. This indicates the intensity of the 
photon flux decreases exponentially within a distance x through the 
semiconductor. 
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Figure 1.5 Calculated absorption coefficient as a function of wavelength. 
The calculation is based on the equation for the absorption coefficient for 
band-to-band transition given in [19].  

The characterization of α as a function of wavelength aids in predicting the 
optical behavior of the semiconductor material. The absorption coefficient is 
related to wavelength as 

α =  4𝜋𝐾
𝜆

                                                  (1.8) 

where K is the extinction coefficient, and λ is the wavelength20. Figure 1.5 
shows the calculated absorption coefficient for InSb, highlighting the cutoff 
wavelength of InSb at RT. 

1.4 Aim of the Thesis    
This research study aims to demonstrate the monolithic 3D integration of III-
V materials such as InSb and InAs onto heterogeneous substrates such as Si 
and W metal; characterize and apply these nanostructures for infrared 
photodetection.  

The first part of the thesis focuses on integrating InSb-on-insulator devices 
on Si substrates using the Rapid Melt Growth technique. Chapter 3 provides 
an overview of this technique and a survey of the previous works in RMG. 
A detailed description of the fabrication process, thermodynamic 
consideration for the RMG process, and the results are presented in Chapter 
5. The work involves a significant material characterization, and the 
descriptions of the techniques used are provided in Chapter 4. The 
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heterogenous integrated InSb is used to fabricate a metal-semiconductor-
metal infrared photodetector, whose characteristics are discussed in Chapter 
5. 

The second part of the thesis focuses on the direct growth of vertical InAs 
nanowires on W metallic substrates via template-assisted selective epitaxy. 
The overview of this research work and the analysis of the same is given in 
Chapter 6. In addition, the progress towards fabricating an InAs nBn barrier 
detector for the infrared regime (2-3 µm) using this material is also presented 
in Chapter 6.
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2 

Heterogeneous III-V Integration 

Si-based CMOS technology is the fundamental building block in 
contemporary digital electronics. It is a mature technology that has 
dominated over the years due to the high availability of Si, relatively good 
electron transport properties, and low-defective Si/SiO2 interface, allowing 
for reliable devices to be made at scale. On the other hand, applications in 
optoelectronics and high-frequency communication III-V semiconductors 
have superior properties owing to their direct bandgap and high electron 
mobility. However, the raw materials that make up the common III-V 
semiconductors (Ga, In, Sb) are scarce, and it has been challenging to make 
defect-free III-V wafers larger than six inches in diameter which increases 
the manufacturing cost. Therefore, the hetero integration of III-Vs with Si 
technology has been widely studied to leverage the benefits of both Si and 
III-V materials.  

There are several approaches developed over the years to integrate good 
quality III-V materials with minimum defects on Si. These techniques 
include wafer bonding, buffer layer growth, aspect ratio trapping, VLS 
nanowire growth, and selective area growth of nanowires. This chapter 
presents an overview of the challenges of III-V integration with Si and some 
of the well-studied integration techniques as a background to the description 
of the integration techniques used in this thesis: Rapid Melt Growth and 
Template Assisted Selective Epitaxy.

2.1 Challenges of III-V Heterogeneous 
Integration 
The heterogeneous integration of III-V is a promising field; however, it is 
accompanied by a few challenges. Obtaining a defect-free single crystal 
through an integration technique is not trivial. The main challenges are lattice 
mismatch, thermal mismatch, and the polarity difference between the III-V 
material and Si. These challenges and issues during the integration of III-V 
on Si are briefly discussed in this section. 
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2.1.1 Lattice Mismatch 
Lattice mismatch occurs when two crystals with different lattice parameters 
(a0) are combined during heterogeneous integration. For example, Si exhibits 
a diamond crystal structure with a lattice parameter of 5.4 Å, and InSb has a 
zinc blende structure with a lattice parameter of 6.4 Å. When combined, the 
unit cells at the interface are either compressed or elongated due to the lattice 
mismatch. The lattice mismatch (misfit) is given by: 

𝑓 = 𝑎𝐿−𝑎𝑆
𝑎𝑆

                                            (2.1) 

Where aL is the lattice parameter of the layer and aS is the lattice constant of 
the substrate. For the Si-InSb system, the lattice mismatch is 19 %.  The 
effect of lattice mismatch when aL>aS is presented in Fig 2.1a. In this case, 
the layer is compressed in the lateral direction leading to elongation in the 
axial direction21. 

2.1.2 Thermal Mismatch 

Heteroepitaxial growth is always performed at temperatures far above room 
temperature to provide sufficient mobility for the adatoms on the growth 
surface. Since the Si substrate and the III-V materials have different thermal 
expansion coefficients, thermal stress will be induced while cooling to room 
temperature. Thermal stress may result in wafer bowing or even thermal 
cracks in the sample22,23. 

2.1.3 Anti-Phase Boundaries 
The crystal structure of Si is nonpolar, indicating no difference between the 
<111> directions. On the other hand, III-V semiconductors are polar in 
nature. Therefore, the growth of polar semiconductors on non-polar 
substrates may result in Anti Phase Domains (APD) formation. During the 
initial stages of the growth, the III-V nucleations will align at their random 
[011] direction to <011> direction in Si. The regions with different [011] 
orientations will grow to form APDs and be bounded by Anti Phase 
Boundaries (APBs)22,23.  

2.1.4 Dislocations 
Dislocations are a type of line defect virtually present in any crystal. When 
two different semiconductor layers are combined, the strained epitaxial layer 
may relax by introducing misfit dislocations. To reduce the compressive or 
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tensile strain in an epilayer, the introduction or omission of the lattice is 
favorable. The dislocation line can neither begin nor end at the surface; 
therefore, dislocations from the substrate are replicated in the layer to form 
threading dislocations21. 

 

Figure 2.1 a) Compressively strained layer in the lateral direction due 
to lattice mismatch b) Formation of Antiphase boundaries at single 
steps in Si (adapted from Ref 15) c) Representation of misfit 
dislocation. 

2.2 Common Heterogeneous integration 
Techniques 
2.2.1 Buffer Layer Growth 
The most straightforward way to integrate III-V semiconductors on Si is to 
directly grow a thin film of III-V material onto a Si substrate.  However, due 
to the large lattice mismatch and difference in polarity between the III-V 
material and the substrate, defects generated from the interface cause misfit 
and threading dislocations in the grown III-V layer. These defects will 
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degrade the epitaxial material's properties, so they are avoided by growing 
thick buffer layers (µm in case of uniform buffer layers) between the Si 
substrate and the top (device) layer. These buffer layers reduce the defects in 
the device layer by annihilating dislocations within the thick buffer layer. 
Dislocations that meet can be annihilated by the formation of dislocation 
loops that do not progress further upwards in the growing crystal. It is 
observed that the dislocation density is inversely proportional to the layer 
thickness because of the annihilation of the dislocations24.  

Several additional buffer layer techniques have been extensively studied, 
such as the Si buffer layer25, two-step growth, graded buffer layers, and 
superlattices. Two-step growth, for example, in GaAs/Si26,27 and InP/Si28 
systems, is initiated with a low-temperature nucleation growth step, which 
leads to a thin and rough layer. This is followed by annealing to smoothen 
the layer and growth at higher temperatures to grow a buffer layer containing 
fewer defects. Studies have also reported using intermediate buffer layers by 
inserting other materials (whose lattice constants and thermal expansion 
coefficient are similar to Si) between the Si and III-V layers29,30. However, 
the threading dislocation density (TDDs) in both techniques produces ~ 108 
cm-2.  

Graded buffers are also reported to be used for strain relaxations31. 
Continuous or stepwise changes in the lattice constant of the material inside 
the buffer layer form these buffer layers. The tuning of the lattice constant is 
done by tuning the composition of the material. As a result, strain relaxation 
in graded buffer layers is more efficient than uniform buffer layers, and 
therefore graded buffer layer offers a significant reduction in TDDs32. 

In the case of strained layer superlattices (SLSs), multilayer structures with 
alternating compressive and tensile strains are formed. SLS has been widely 
studied in GaAs/Si heteroepitaxy using InGaAs/GaAs, InAlAs/GaAs 
strained layers33,34. If the thickness of each SLS layer is less than a certain 
critical thickness, the elastic strains are contained within each SLS layer. The 
strains in the superlattice will cause the bending of the dislocation line, which 
favors the annihilation of the dislocation. Overall, buffer layer growth is 
associated with high cost due to the growth of additional thick epitaxial 
layers. Furthermore, the technique does not suppress the antiphase domains 
and might lead to cracks in III-V layers due to the buildup of thermal strain.  
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2.2.2 Selective Area Growth 
The Selective Area Growth (SAG) technique was first developed and used 
for Si-ICs in the 1960s35. It is a template method that involves epitaxial 
growth and lithography approach. In this technique, templates fabricated 
from oxide or nitride cover most of the substrate except for small, patterned 
openings. At high temperatures, the adatoms arriving on the mask see the 
template surface, which is not energetically favorable for nucleation; 
therefore, the adatoms diffuse on the surface. This leads to growth within the 
openings of the mask. Taush and Lapierre, and Rai Choudhury investigated 
initial studies on SAG GaAs36,37. Jones and Lau reported one of the early 
reports on lithography-defined SAG GaAs38. Later on, this technique was 
further developed into the epitaxial lateral overgrowth (ELO) technique 
which is briefly discussed in the next section. Nowadays, the SAG approach 
is used to grow III-V nanowires (NWs)39. The main disadvantage of this 
technique is that it requires a high growth temperature to prevent the growth 
on the template mask to get good selectivity. 

 

 

Figure 2.2 Schematic illustration for a) graded buffer layer growth b) 
epitaxial lateral overgrowth c) aspect ratio trapping. 

2.2.3 Epitaxial Lateral Overgrowth 

Epitaxial lateral overgrowth (ELO) is a technique based on selective area 
growth (SAG) and is used to inhibit the propagation of the threading 
dislocations of the III-V epitaxial layers. This technique first uses metal-
organic vapor phase epitaxy (MOVPE) or molecular beam epitaxy (MBE) to 
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grow a thin III-V film on Si substrates. This layer acts as a seed layer (buffer 
layer) for the ELO growth and has a high density of dislocations produced 
due to the lattice mismatch with Si. Then, a SiO2 layer is deposited, and 
trenches down to the III-V seed layer are formed by lithography and etching. 
The exposed III-V surfaces within these openings will act as the nucleation 
sites for the second III-V epitaxial growth, which fills the trenches and grows 
out on top of the mask (Fig 2.2b). By tuning the growth parameters, lateral 
growth is promoted such that the materials from each trench can grow 
together, leading to a complete film on top of the mask. As a result, most 
threading dislocations (TDs) are blocked at the bottom of the SiO2 mask and 
thus confined in the seed layer. As a result, only a small fraction of the defects 
propagate through the openings into the top III-V layer. Outside of the trench 
regions, the quality of the laterally grown III-V material can thus be very 
high. For instance, a study on ELO GaN by MOCVD reports the reduction 
of TDD by 3-4 orders of magnitude when compared to bulk growth of GaN 
grown by MOCVD40. Several studies have reported this technique on GaAs 
and InP on Si systems41–43. The studies have explored different aspects of the 
ELO technique, such as the ELO growth condition optimization44, 
investigation of ELO layer dimension with growth temperature45, and lateral 
and vertical growth rate with mask stripe orientation46. The ELOG technique 
has also been explored for optoelectronic applications such as AlN LEDs47, 
GaN lasers47 and GaAsP/Si-based solar cells48. Various studies have also 
reported ELO of InP on Si for enabling photonic integrated circuits with Si 
CMOS49,50. The drawbacks of these techniques are the presence of voids 
above the mask, the high density of defect levels in the trench region, and 
defects created by merging lateral growth fronts. 

2.2.4 Aspect Ratio Trapping 

Aspect ratio trapping (ART) is an evolution of the buffer layer method and 
ELO to improve further the quality of the III-V heteroepitaxial films grown 
on Si. This technique involves forming high aspect ratio trenches in silicon 
oxide or similar dielectric material on top of the Si substrate (Fig 2.2c), into 
which selective epitaxy occurs. Compared to ELO, the trenches have a much 
larger height than width, and the growth process ends soon after the material 
grows out of the trench and does not merge into a complete film on top of 
the mask. Instead, each structure is used as an individual device. The core 
idea in ART is that defects originating from the III-V – Si interface will 
terminate at the sidewalls of the high aspect ratio trenches so that the material 
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at the top of the trench is relatively defect free. ART relies on the fact that 
threading dislocations and stacking fault defects tend to glide on {111} 
crystal planes which on Si (001) substrates are inclined 51,52. One remaining 
drawback of ART is that APB along {110} planes and {111} planar defects 
along the trench direction are not naturally confined and may thread all the 
way to the top of the trench. Mitigating these defects requires considerable 
effort and skill.  For example, the bottom shape of the trenches can be 
engineered to create a double-step formation using a thin Ge buffer layer to 
solve the formation of APB when integrating III-V on (001) oriented Si 
substrate53. The study on ART with GaAs on Si has highlighted the effect of 
different shapes of bottom trenches on the defect reduction process and 
shown that a V-shaped bottom trench results in the lowest defect density54. 
Thus, by confining the defects at the bottom of the trenches, high-quality 
crystals can be utilized for high-performing electronic and optical devices55–

57. 

High-performance Ge devices and III-V devices fabricated from shallow 
trenches isolation (STI) templates using the ART technique have been 
previously reported. Waldron et al. demonstrated the first fully integrated 
InGaAs n MOSFET by ART technique58. Recently, GaAs/InGaP 
heterojunction bipolar transistors using STI templates were shown on a 300 
mm Si substrate for 5G and mm-wave applications59. The ART technique has 
also implemented optoelectronic devices such as lasers and photodetectors. 
Wan et al. reported an on-chip InAs/InGaAs quantum dot waveguide 
photodetector with an internal responsivity of 0.9 A/W60. A monolithically 
integrated InGaAs/GaAs multi-quantum well waveguide photodetector 
illustrated an internal responsivity of 0.65 A/W61. GaAs/InGaAs quantum 
well lasers have also been demonstrated with ART technique62.  

2.3 Template-Assisted Selective Epitaxy  
Template-assisted selective epitaxy (TASE) is a technique that can be viewed 
as derived from ART that utilizes SAG inside tubular oxide structures 
(template) to achieve heteroepitaxy of III-V nanomaterials on Si63. TASE 
was first developed at IBM’s Zurich Lab and was first used to realize vertical 
InAs nanowires on Si substrates with a multitude of crystal orientations while 
not having to adjust the same growth parameters.64. In this study, templates 
were formed by covering sacrificial Si nanowires with SiO2 and then etching 
back the Si to form nanotubes containing a Si seed surface at the bottom. The 
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Si seed acted as a starting point for nucleation and thereby initiated the 
growth of the InAs, which grow to fill out the space of the nanotube. The 
process requires a long diffusion length of the precursor molecules to reach 
into the entire template cavity without risking nucleation on its inner walls, 
and therefore, a growth technique such as MOCVD is best suited for TASE. 

 

Figure 2.3 Illustration of the schematic of the final structure in a TASE 
process for growing InAs from a W seed layer. 

Misfit dislocations, threading dislocations, and APBs are major challenges 
faced during integrating III-V materials with Si due to the large lattice 
mismatch, thermal mismatch, and polarity differences between the materials. 
Buffer layers, ELO and ART, are used to repress these defects to different 
degrees. However, in these methods, the approach to repress APBs is to 
maximize nucleation density at the onset of film growth to self-terminate the 
APBs early in the film. However, in TASE, the approach is the opposite; 
here, the conditions are tuned to only have a single nucleation event in each 
template tube. This is guaranteed by reducing the dimensions of the mask 
opening to an area much smaller than the precursor diffusion length such that 
once a nucleation event occurs, it will consume all additional material 
arriving at the seed area.  

TASE process was first demonstrated for vertical structures, focusing on 
InAs nanowires and InAs-InSb heterostructures65,66. Later the TASE process 
was extended with horizontal and stacked templates with complex shapes. 
By opening templates in sequential growth runs, extremely dense integration 
of GaSb and InAs nanostructures could be realized, allowing for fully III-V 
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CMOS67. TASE has also been used to realize state-of-the-art nanosheet 
transistors68,photodiodes69 and lasers70, and the technique is now used in 
several labs70–72.  However, twin defects and stacking faults are commonly 
observed defects in TASE grown structures68,73. Other drawbacks of the 
technique are slow growth rate74 and limitation to dimensions of the 
structures by a few microns.  

2.4 Rapid Melt Growth 
Rapid Melt Growth (RMG) is a monolithic heterogeneous integration 
technique pioneered by the Plummer group at Standford University in 
200575. This technique was developed for high-quality Ge-on-insulator 
(GOI) films on Si substrates and allows for much larger structures to be made 
compared to both ART and TASE.  

In the RMG technique (Fig 2.4), an amorphous target material (i.e., Ge or 
III-V) is structured and confined within a micro-crucible and then exposed 
to a rapid thermal anneal above its melting point such that the material melts 
within the crucible. The target material would contact the substrate via a 
small opening, while most of the material otherwise resides on top of an 
insulating dielectric layer. The opening is generally referred to as the seed 
area. Upon cooling, the melted phase recrystallizes, starting from the seed 
area, and epitaxially grows from the seed area and propagates to the end of 
the patterned structure. The "necking" caused by the narrow region and 
change of direction close to the seed confines dislocations and stacking faults 
to the area close to the seed, allowing the rest of the crystal to be of high 
quality. The RMG technique can be viewed as being derived from the 
Czochralski growth technique, used for macroscopic growth of large single 
crystals from a liquid melt, but at the microscale: The three key elements of 
the Czochralski growth method also exists in RMG, i.e., 1) a crystalline seed 
that provides a template for the epitaxial growth from 2) a liquid melt that 
supplies material for the solidification process, and then finally, 3) a necking 
mechanism which traps defects and allows for very large defect-free crystals 
to be grown. For Si crystals, these can be 300 mm in diameter and more than 
a meter long. Therefore, materials grown using the Czochralski method are 
also potential candidates for RMG. 

RMG was first introduced to produce high-quality GOI crystals. To achieve 
single crystalline Ge, it is important that crystallization is initiated on the 
seed area and afterward only occurs on the solid Ge surface and not on the 
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inner walls of the crucible (unseeded nucleation). It was reported that a 
temperature window exists where the epitaxial growth rate of Ge seeded by 
the Si substrate dominated over the unseeded nucleation. The process 
window lies closer to the melting point of Ge. There were several studies on 
how different undercooling could result in different grain sizes of Ge. Liu et 
al. demonstrated a 20 µm single crystalline Ge region with the same 
orientation as the Si substrates using the RMG process and reported the 
possibility of obtaining single crystals longer than 20 µm without any 
random nucleation76. This propelled the research towards wide and ultra-long 
GOI crystals using RMG77–81. For instance, Hashimoto et al. demonstrated 
40 µm long single crystal Ge wires77, whereas Miyao et al. reported 400 µm 
long and 2-5 µm wide Ge stripes using RMG80. Finally, with the development 
of hexagonal mesh patterns (Ge strips comprising of crossing strips), large 
area crystalline Ge networks (500*250 µm2) were implemented82. 

 

Figure 2.4 Schematic illustration of the RMG process 

The literature on RMG studies has also highlighted the achievability of 
defect-free single crystalline structures. In the RMG process, the dislocations 
and stacking faults that appear due to lattice mismatch between Si and the 
Ge at the interface of Si-Ge tend to terminate at the top of the Ge film above 
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the seed area, while the remainder of the Ge film will be defect free76. 
However, the Ge crystals tend to exhibit a twist/rotation along the long axis 
of the crystal. This phenomenon has been widely reported, and the 
dependence of cooling rate and melting temperature on lattice rotation of Ge 
crystals have been studied83,84. Details of this phenomenon will be later 
discussed in Chapter 5. 

More recently, RMG has also been used in more material systems than Ge. 
For example, stochiometric III-V semiconductors with congruent melting 
temperatures like GaAs, and GaSb85, binary alloys like SiGe86, and ternary 
semiconductors like InGaAs87 have been successfully demonstrated. A large 
miscibility gap exists in the case of alloys such as SiGe. The large liquidus-
solidus gap indicates that on cooling, the first solid formed from SiGe liquid 
will have lower Ge content while it increases along the length of the structure. 
As a result, laterally graded SiGe films are formed using the RMG process88. 
In the case of ternary semiconductors such as InGaAs, whose melting point 
lies closer to Si, a large amount of Si dissolves from the seed into the melt, 
creating Si islands within the InGaAs crystals that have been reported89. 

 

Figure 2.5 Phase diagram of InSb 

In this work, we apply RMG to InSb, which has the highest lattice mismatch 
(19 %) to Si among the III-Vs. InSb is a binary stoichiometric III-V 
compound semiconductor, and the phase diagram of InSb (Fig 2.5) is 
characterized by two eutectic points that occur at In- InSb (0.7 %) and Sb-
InSb (69.5 wt % Sb).  InSb melts and solidifies congruently, indicating that 
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when the material melts, the liquid and solid phases will have a congruent 
(same) composition. At the congruent temperature, there is no segregation 
between the liquid-solid interface during the crystal growth. Furthermore, 
even with a minor deviation from In:Sb (1:1) in the melt would still be able 
to produce stoichiometric single crystals.
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3 

Infrared Detectors 

Infrared radiation is a region in the electromagnetic spectrum whose 
wavelength ranges from 770 nm to 1 mm. Depending on their temperature, 
all objects emit electromagnetic radiation with energy in this range, called 
radiative heat. The history of heat radiation detectors dates back to the 17th 
century when Herschel demonstrated the existence of radiation beyond the 
visible red spectrum using glass thermometers. Since then, numerous studies 
and developments have focused on infrared radiation, detectors, and emitters. 
A broad classification of the infrared spectrum is as follows: 

▪ Near-infrared (NIR, 770 nm - 3 µm) 
▪ Mid wavelength infrared (MWIR, 3 - 5 µm) 
▪ Long wavelength infrared (LWIR, 8 - 14 µm) 
▪ Far infrared (FIR, 16 µm - 1 mm) 

The main applications of NIR include optical communication, 
reflectography, surveillance, and optical coherence tomography. In addition, 
MWIR and LWIR are, to a large degree, used for military surveillance 
applications, environmental monitoring, and medical screening, whereas FIR 
is used in astronomy, long-wavelength heaters, and medical therapy90,91.  

Most infrared detectors can be classified into thermal detectors and photon 
detectors. In this chapter, we briefly discuss these types of IR detectors and 
the important parameters to consider while analyzing the performance of IR 
detectors.  

3.1 Thermal Detectors 
The schematic of a thermal detector is shown in Fig 3.1. When infrared 
radiation is incident on a material, the absorbed radiation changes the 
temperature of the material, and the temperature change is measured 
electrically using a temperature-dependent mechanism such as 
thermoelectric voltage, resistance, or pyroelectric voltage92. The two most 
commonly used thermal detectors are bolometers and pyroelectric detectors. 
In the case of bolometers, the change in the heated material’s electrical 
resistance is detected, whereas, in pyroelectric detectors, a change in internal 
polarization upon heating is detected.
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Figure 3.1 Schematic of pyroelectric thermal detector 

Thermal detectors generally operate at room temperature, unlike photon 
detectors, even for far infrared detection. The thermal effects depend on the 
radiative power and are independent of the wavelength of the radiation. Due 
to that, the detectors rely on an intermediate process (heating) between 
radiation and electrical signal, the signal may be lost in the process (heat 
dissipation), and additional noise would be added, making these detectors 
relatively insensitive. In addition, long thermal time constants slow the 
detection speed at best a few 100 Hz, but they are cheap and easy to use3. In 
the last decade, however, there has been enormous development in the field 
of thermal detectors. Recent studies on micromachined silicon bolometers 
and pyroelectric detector arrays show promising results in the development 
of thermal imagers2,5. 

3.2 Photon Detectors 
In a photon detector, the absorbed radiation triggers an electronic transition 
within the materials, which is then observed as an electrical output. All types 
of semiconductor-based IR detectors fall into this category. The basic 
excitation processes in these detectors involve a transition of an electron from 
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the valence band to the conduction band (A, intrinsic absorption), from a 
dopant level to a conduction band/valence band (B, extrinsic absorption), or 
from a free carrier in the conduction band (C, free carrier absorption). Photon 
detectors exhibit selective wavelength dependence in contrast to thermal 
detectors. As seen in Fig 3.2, the spectral response increases gradually until 
a cut-off wavelength at which the response quickly drops. The cut-off 
wavelength is generally specified as a wavelength at which the detectors 
responsivity falls by 50% of the peak responsivity. 

 
 

Figure 3.2 (a) Excitation process in bulk semiconductors (b) Relative 
response time for a thermal and photon detector 

Photon detectors generally exhibit a good signal-to-noise ratio and have fast 
response times. However, they often need to be cooled to a cryogenic 
temperature to reduce the thermally induced electronic transitions, which 
would otherwise mask the optically generated signal. Such cooling 
requirements make these IR systems bulky, expensive, and inconvenient to 
use. 

The photon detectors can be classified into intrinsic, extrinsic, and photo 
emissive detectors, according to the nature of the radiation interaction and 
electronic transition. Furthermore, depending on the structure of the photon 
detector, they can be further divided into photoconductors, p-n junction 
photodiodes, nBn detectors, metal-insulator-semiconductor (MIS) 
photodiodes, and Schottky barrier photodiodes. This thesis explores 
photoconductors and nBn detectors and will be discussed in detail below. 
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3.2.1 Photoconductor 
In its simplest form, a photoconductor is a semiconductor, generally a thin 
film or bulk form contacted by metal at the two ends (Fig 3.3). When IR 
radiation illuminates this semiconductor, an electron-hole pair is generated, 
thereby increasing the semiconductor material's charge carrier concentration 
and conductivity. Photoconductors are classified as intrinsic detectors if the 
excitation is from the valence to the conduction band. On the other hand, if 
the excitation is into the conduction band from impurity states within the 
band, they are called extrinsic detectors.  

 

 
 

Figure 3.3 Schematic of a photoconductor 

 
The current produced from a photoconductor is given by: 
 

𝑖 =  𝜂𝑞𝐺𝑝𝑃
ℎ𝜈

                                                  (3.1) 
 

𝐺𝑝 = 𝜏𝑟
𝜏𝑡

                                            (3.2) 
 
where η is the quantum efficiency (number of electron-hole pairs created for 
each incident photon), and P is the radiation power. Gp is the 
photoconductive gain, which is given by the ratio of carrier lifetime until 
recombination (𝜏𝑟) and the time for the carrier to transit to the electrode (𝜏𝑡). 
As equations 3.1 and 3.2 show, a photoconductor may have finite gain. This 
can be understood by the following. An incident photon flux with energy 
higher than the semiconductor's bandgap generates an electron-hole pair. The 
generated electron is swept quickly into the positively biased electrode 



                                                                                                                                    3. Infrared Detectors 

29 
 

because of its higher mobility than the hole. A new electron immediately 
replaces this electron from the other electrode to maintain charge neutrality. 
This process continues until the hole has been collected, resulting in a 
photoconductive gain. Even though these types of detectors would provide 
high responsivity, they lack response time due to the long lifetime of the 
carriers. Additionally, these detectors have high dark current, require 
electrical bias for operation, and are associated with non-uniformity in the 
detector element when operated at lower temperatures due to the 
recombination mechanism at the electrical contacts. 

3.2.2 nBn photodetector 

An nBn detector is a barrier detector consisting of a semiconductor 
heterostructure in which a large band gap-depleted barrier layer separates an 
n-type absorbing layer and an n-type contact layer (Fig 3.4 b-c)93. The barrier 
layer blocks the transport of the majority carrier type (electrons in the case 
of nBn) and allows an unimpeded flow of the minority carriers. Therefore, 
the barrier in an nBn detector should be engineered meticulously to have 
nearly zero valence band offset (VBO) and large conduction band offset 
(CBO). In addition, for the majority carrier dark current to be blocked and 
minority carriers to flow toward the contact (cathode), it is essential to have 
the barrier located near the contact layer and away from the optical absorber. 
The thickness of the absorbing layer should be roughly equivalent to the 
absorption length of the device to maximize absorption efficiency, and the 
barrier layer must be thick enough to suppress electron tunneling. 

A significant disadvantage of a photon detector, especially for long 
wavelength infrared radiations, is that the background (dark) current 
produced due to the thermally excited carriers becomes significant compared 
to the photocurrent, which is detrimental to the detectivity. There are three 
main contributors to the dark current: 

• Diffusion current associated with Auger or radiative processes (Idiff) 

• The surface current associated with conduction via states on the 
surface of the device (Isurf) 

• Shockley-Read-Hall (SRH) current (ISRH)- A current associated 
with the thermal excitation and recombination of the carriers that 
occur in the depletion region of a p-n junction. The defect or 
impurity centers in the depletion region, which form a different 
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energy level within the forbidden energy gap, could also trigger 
SRH currents. 

The diffusion current is the primary source of dark current in an nBn 
photodetector. The diffusion current is expressed as: 

𝐼𝑑𝑖𝑓𝑓 ∝ 𝑞𝑛𝑖
2 

𝑁𝑑𝜏𝑑𝑖𝑓𝑓
𝐴𝐿                                    (3.3) 

  

𝑛𝑖
2 ∝ 𝑇3 exp (−𝐸𝑔

𝑘𝐵𝑇
)                                  (3.4) 

 

𝐼𝑑𝑖𝑓𝑓 ∝  𝑇3exp (−𝐸𝑔

𝑘𝐵𝑇
)                                (3.5)  

where τdiff is the carrier lifetime, Nd is the n-type doping, ni is the intrinsic 
carrier concentration, and L is the width of the neutral region. 

The surface leakage current is approximately temperature independent and 
has an ohmic current-voltage relationship. This current is mainly due to the 
surface charges that form an n-type layer that covers the narrow band gap 
semiconductor regardless of its doping. Therefore, proper passivation of the 
device by native oxides may reduce the surface leakage current and surface 
recombinations.  

The primary source of dark current in a cooled photodiode is the SRH 
current. In a conventional p-n junction, the diffusion of the majority of charge 
carriers across the junction creates a space charge region that is depleted of 
free charge carriers. This diffusion continues until the electric field created 
from the depletion region is large enough to inhibit the diffusion of the charge 
carriers. In thermal equilibrium, the fermi level is uniform throughout the 
device and can act as the center for the SRH current, which is one of the main 
contributors to the dark current (Fig 3.4 a).  

𝐼𝑆𝑅𝐻 = 𝑞 𝑊𝑑𝑒𝑝𝑛𝑖𝐴
2𝜏0

                                       (3.6) 
 
𝑛𝑖 ∝  𝑇

3
2exp ( −𝐸𝑔

2𝑘𝐵𝑇
)                                    (3.7) 
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𝐼𝑆𝑅𝐻 ∝  𝑇
3
2exp ( −𝐸𝑔

2𝑘𝐵𝑇
)                                 (3.8) 

where Wdep is the width of the depletion region, and τ0 is the electron-hole 
lifetimes. 

The key to minimizing the SRH current is to remove the fermi level from the 
middle of the band gap. By introducing a wide bandgap barrier layer in 
between an n-type absorbing and contact layer, the fermi level position can 
be varied from the middle of the band gap. Effectively, the dark current 
associated with the SRH process and the surface leakage current is reduced 
by this device architecture. As a result, it exhibits a higher signal-to-noise 
ratio enabling the detector to operate at higher temperatures when compared 
to conventional diodes.  

 

Figure 3.4 (a) p-n junction and band diagram illustrating the SRH process(b) 
Band diagram of nBn detector (c) schematic of nBn detector illustrating the 
current components which are blocked and passed in the presence of the 
barrier. 

3.3 Figures-of-Merit 
To analyze, quantify and adequately compare the performance of the IR 
photodetectors, it is essential to understand their figures of merit. The figure 
of merits of the detectors describes the signal-to-noise ratio and the signal 
from the detector in terms of the power of the incident radiation and the 
wavelength. The work of defining suitable figures-of-merit for IR 
photodetectors was first initiated in the year of 1950s by Jones94. The widely 
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used figures-of-merit are spectral response, responsivity, noise equivalent 
power (NEP), detectivity, frequency response, response time and time 
constant, and noise equivalent temperature difference (NETD). 

(i) Spectral response: 

 

Figure 3.5 Spectral response of a photodetector 

The spectral response (Fig 3.5) gives information about how the detector 
changes its output signal in response to changes in the wavelength of the 
input signal95. The vertical scale can either be the rate of arrival photons per 
unit wavelength interval or unit incident radiant power per unit wavelength. 
The latter is commonly used for infrared detectors. 

(ii) Responsivity: 

The responsivity R gives information about the signal gain of the detector96. 
It is defined as the output signal (typically voltage or current) of the detector 
produced in response to a given incident power on the detector. Responsivity 
is given by 

𝑅 = 𝐼𝑝ℎ

P∗A
                                                     (3.9) 

where Iph is the photocurrent, P denotes the incident power density, and A is 
the effective illuminated area. The usual units of responsivity for infrared 
detectors are either V/W or A/W. Although responsivity gives a good 
indication of the fundamental performance of the IR detector, it does not 
provide information about the intrinsic noise in the device and, thus the 
sensitivity of the detector. For instance, due to high noise levels, a detector 
with high R might still be unable to detect low-intensity IR radiation signals 
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or distinguish between IR sources of closer intensities. Therefore, it is 
important to also rely on other figures of merits in addition to responsivity. 

(iii) Noise equivalent power: 

The NEP is defined as the radiant power incident on the detector that 
produces a signal equal to the root mean square of the detector noise. It is a 
measure of the minimum radiant flux that the detector can measure. A low 
value of NEP would mean better sensitivity of the detector. The following 
equation can describe it: 

𝑁𝐸𝑃 = 𝐼𝑁
𝑅∗√∆𝑓

                                              (3.10)   

where IN is the rms noise current (voltage) measured within the required 
bandwidth. If the noise amplitude is frequency independent, the noise 
spectral density will have an inverse dependence on the square root of 
frequency. The unit of NEP is, therefore, W Hz -1. The NEP value could be 
misinterpreted if the frequency is not specified, and therefore measured NEP 
values should always be represented either in full operational bandwidth or 
1-Hz bandwidth. 

(iv) Detectivity: 

The detectivity of defined as the reciprocal of the NEP and is a measure of 
the signal-to-noise ratio per unit of radiant power. 

𝐷 = 1
𝑁𝐸𝑃

                                                  (3.11) 

 

The root mean square of the detector noise is proportional to the area of the 
detector Ad, indicating that both NEP and detectivity are functions of the 
device geometry. Thus, one can define a normalized detectivity of the 
detector by considering Ad, which is called the specific detectivity D*. 

𝐷∗ =  (𝐴𝑑∗∆𝑓)
1
2

𝑁𝐸𝑃
                                        (3.12) 

Therefore, D* is defined as the detector output signal-to-noise ratio at 1 Watt 
of input IR radiation normalized to the detector with unit area and unit 
bandwidth. A high value of detectivity would indicate that the detector can 
detect even low signal amplitudes. 
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(v) Response Time and Time constants: 

The response time and the time constants of the detector are extracted from 
the response of the detector when illuminated with pulsed radiation.  

 

Figure 3.6 Illustration of the response time of a photodetector when 
illuminated with a pulsed optical beam 

When a pulsed optical beam is an incident on the detector sample, a 
photocurrent is generated, and the response time is calculated as either the 
rise or fall time required for the output current to change from 10% to 90% 
of the final current value or vice versa (Fig 3.6). The response time depends 
on two factors: the RC constant of the detector circuit and the transit time of 
the slowest type of generated charge carriers, i.e., the holes97. The carriers' 
transit time indicates the time required to collect the carriers at the electrodes. 
The transit time of the photodetector is given by: 

𝜏𝑡𝑟𝑎𝑛𝑠𝑖𝑡 = 𝐿2

𝜇𝑑𝑟𝑖𝑓𝑡𝐸
                                  (3.13) 

where µ is the mobility of the carriers, L is the electrode spacing, and E is the 
applied bias98–100. The transit time thus depends on the carrier mobility and 
the electrode spacing. 

The second factor limiting the response time could be the time constant of 
the detector equivalent circuit(τRC). For a photoconductor is given by: 

𝜏𝑅𝐶 = (𝑅𝐿 + 𝑅𝑠)𝐶𝑝                           (3.14) 
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where RL is the load resistance, Rs is the series resistance, and Cp is the 
parasitic capacitance. 

The presence of surface and trap states can also affect the response time of 
the photodetector. When a light is incident on the detector, excess holes and 
electrons are generated. As a consequence, two fermi levels are generated. 
As the intensity of the light increases, these quasi-fermi levels move either 
to the conduction band and valence band, creating an increased number of 
trap states into recombination centers. These trap states prolong the lifetime 
of the photoexcited carriers as these trap states are first filled up to reach 
maximum and then contribute to the steady photocurrent101,102. 
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4 

Process and Characterization 
Methods 

This chapter introduces key processing and characterization methods used 
throughout this thesis work. First, the flash annealing technique utilized for 
the RMG process is described in detail. Following this, the material 
characterization tools, such as electron backscatter diffraction and energy 
dispersive spectroscopy, along with the description of the optical 
characterization technique of Fourier transform infrared spectroscopy, are 
provided in this chapter. 

4.1 Flash Lamp Annealing 
Thermal annealing techniques are an integral part of the semiconductor 
processing industry and are generally used to relieve stress in Si, reduce 
defects and activate dopants. Challenges evoked by the scaling of the CMOS 
devices now require a technique that minimizes the diffusion of the dopant 
impurity into the device area103,104. Flash lamp annealing is a technique that 
uses arrays of flash lamps to produce pulses of intense light in the range of 
10 µs-100 ms. The energy is provided by Xe flash lamps which emit a broad 
spectrum of light with maximum intensity in the violet spectral region

To understand the concept of annealing and the temperature distribution in a 
material, it is vital to discuss a few thermodynamic values related to it. 
Thermal diffusivity (Dth) describes how quickly heat conduction occurs in a 
material and is given by 

𝐷𝑡ℎ = 𝜆𝑇
𝜌𝐶𝑝

                                               (4.1) 

where λT is the thermal conductivity, ρ is the mass density, and Cp is the 
specific heat capacity. The thermal response time (τth) is given by: 

𝜏𝑡ℎ = 𝑠2

𝐷𝑡ℎ
                                                (4.2) 
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where s is the thermal diffusion length which is practically the characteristic 
length of interest. For instance, it can be either the width of the doping profile 
or the wafer thickness. For Si, the thermal diffusivity is 0.9 cm2s-1 at RT and 
0.09 cm2s-1 at 1600K. This indicates that the thermal response time will be in 
the range of 3 to 30 ms for a Si wafer of thickness 525 µm.  In rapid thermal 
annealing (RTA), the annealing time (1-100 s) is longer than the τth for Si, 
and during the annealing process, both the front side and backside of the 
wafer are at the same temperature. Whereas FLA has an annealing time of 
10 µs-100 ms and is in the same range of τth, and hence only a narrow region 
close to the surface is annealed to a maximum temperature, and there is a 
decaying temperature profile towards the backside of the sample.  

 

Figure 4.1 Schematic of FLA tool with backside preheating by halogen 
lamps and flash lamp array on the top. 

Figure 4.1 shows a basic schematic of an FLA tool. It consists of a process 
chamber with a substrate holder, quartz windows protecting the lamps, a 
bank of Xe flash lamps, a bank of halogen lamps used for preheating the 
sample if required, and a reflector that directs the light towards the substrate. 
Quartz windows are used to protect the lamps against potential material 
evaporated from the sample and to protect the sample and pump in case of 
lamp explosion. The flash lamps are triggered by a pulse-forming network 
consisting of large capacitors and coils, which determine the flash pulse's 
shape and duration. Pulse intensity and duration are the critical parameters 
of an FLA. The typical values of the pulse times vary from 0.1 ms - 20 ms, 
with the energy density variation from 10-100 J/cm2. Depending on whether 
the flash pulse is short or long, the backside temperature is closer to RT or 
the surface temperature. For a long pulse time, FLA can turn into an RTA-
type process, and for a very short time, there is a possibility that FLA can 
turn into a laser annealing-type process. 
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4.2 Electron Backscatter Diffraction 
Electron backscatter diffraction (EBSD) is a characterization technique used 
to acquire information about individual grain orientation, local texture, point-
to-point orientation correlation, and phase identification of individual 
grains105. This technique extracts the orientation information from the 
electron backscatter diffraction patterns (EBSP)   formed on a phosphor 
screen when the stationary column of electrons illuminates the steeply 
inclined crystalline sample in a scanning electron microscope (SEM).  

The EBSP was first reported in 1954 by Alam, Blackman & Pashley. They 
referred to the pattern as a high-angle Kikuchi pattern, which was recorded 
on an electron-sensitive film. Later in the 1970s, they were recorded on a 
fluorescent phosphor screen placed inside an SEM chamber. They were 
photographed directly from the screen, and analysis was based on this 
photograph. Modern EBSD tools have a fully automated system where 
EBSPs are captured on a fluorescent phosphor and imaged live by a camera 
while the patterns are indexed automatically. 

The experimental setup of an EBSD system is shown in Fig 4.2. EBSD is 
usually used in conjunction with a scanning electron microscope, where an 
electron beam is focused on a small area. The electrons interact with the 
sample, and a fraction of these are diffracted due to the arrangement of the 
atoms in a crystal. Some of the backscattered electrons collide with a 
fluorescent phosphor screen, which is about 1-2 cm away from the sample 
holder. The phosphor screen is parallel to the electron beam and the stage's 
tilt axis. A sensitive CCD camera is used for viewing the diffraction pattern 
on the phosphorous screen. A tilted geometry of the sample is preferred to 
obtain the maximum number of backscattered electrons. When the diffracted 
electrons intersect the phosphor screen, they produce pairs of lines. Each pair 
of lines is known as the Kikuchi lines, and the diffraction pattern is referred 
to as the Kikuchi diffraction pattern. The phosphor screen is parallel to the 
electron beam and the stage's tilt axis. A sensitive CCD camera is used for 
viewing the diffraction pattern on the phosphorous screen. 
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Figure 4.2 Schematic illustrating the EBSD setup. 

4.2.1 Formation of EBSP 
As the electron beam enters the sample, the electrons are subjected initially 
to a diffuse inelastic scattering of electrons in all directions. The atomic plane 
of the material is thus exposed to electrons in all directions. Some of the 
electrons satisfy Bragg’s Law. 

𝑛𝜆 = 2𝑑ℎ𝑘𝑙𝑠𝑖𝑛𝜃𝐵 

Where λ is the electron's wavelength, and θB is the Bragg angle. The electrons 
that impinge the crystal's parallel planes and satisfy the Braggs condition will 
scatter elastically and form two cones of diffracted electrons (-θB and θB). The 
pair of cones are essentially hyperbola recorded on the screen. Since the 
Bragg angle is small (0.5 -2°) and the opening angle of the cones is (90- θB), 
the hyperbolas appear as two straight lines known as Kikuchi lines. A 
particular crystal plane in the crystal gives rise to a pair of Kikuchi lines. The 
Kikuchi bands intersect at locations known as the zone axes, which indicate 
the actual crystallographic direction within a unit cell of a crystal.  
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Figure 4.3 a) Schematic illustration of Bragg's Law b) EBSD generated 
Kikuchi pattern of InSb wafer indicating the Kikuchi bands and one of the 
zone axis. 

The intensity of each band relative to the intensity of other bands is extracted 
using a structure factor Fhkl. This is a key parameter for processing Miller 
Indices of the bands in EBSPs. As the figure above shows, The EBSPs 
contain many Kikuchi bands formed at different angles and positions. To 
extract the band positions, the Hough Transform106 is used. Using the Hough 
transform, the center of the bands can (i.e., the center line) can be extracted, 
and thus the band position. Note that every point in the EBSP is a pixel and 
is associated with a coordinate (x,y). The Hough transform technique 
converts every pixel into Hough space (illustrated in Fig 4.4). For example, 
here, points 1,2, and 3 would correspond to different pixels on a band center 
line. Each point is converted into a sinusoidal curve that intersects in Hough 
space. The intersected point gives the position of the band. Once the bands 
are detected and indexed, the algorithm then compares the detected band 
geometry with the known crystallographic information of the sample. As a 
result, the crystallographic phase and orientation are determined. 

The sample must be tilted to a high angle to maximize the fraction of the 
backscatter electrons. Typically, the backscatter electrons that form the 
EBSP originate from a small volume below the specimen. The depth of 
volume is about 20 nm for 20 kV accelerating voltage. Therefore, the 
sample's surface is crucial for the quality of the EBSP obtained.  
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Figure 4.4 Schematic representation of Hough Transformation 
implemented in EBSPs 

Tilt angles between 60-85° give good contrast for the Kikuchi patterns. 
However, at 85°, the electron beam spot is elongated along the sample, 
resulting in diffuse patterns. A good compromise is to use 70° to obtain good 
Kikuchi bands. Due to the sample tilting, the spatial resolution parallel to the 
tilt axis is better than perpendicular to the tilt axis. Usually, the resolution 
perpendicular to the tilt axis is three times the resolution parallel to the tilt 
axis when the tilt angle is 70°, and the factor is 5.7 times when the tilt angle 
is 80°. In regard to the accuracy of the measurement technique (how well the 
orientations are measured with respect to the reference frame) is generally 
quite poor, as the accuracy of the measurement could be affected by the 
EBSD setup and how the sample is cut and placed in the holder. However, 
the angular precision of the measurement is high and is close to 0.5° 

4.2.2 Display and Interpretation of EBSD Data 
(i) Inverse pole figure 

The Inverse Pole Figure (IPF) shows the prevalence of crystallographic 
planes in an EBSD data set along one of the sample’s cartesian (x, y, z) axes 
as a stereographic projection. Here, each crystallographic orientation is 
displayed as a single point. Figure 4.5 shows an IPF plot for the sample 
normal direction (z-direction). In the example, only one crystal plane is 
observed, and it is close to the [001] direction. In case the sample is a cubic 
material, it would mean that the (001) plane is almost parallel to the sample 
surface. 
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Figure 4.5 Inverse pole figure plotted for sample normal (IPF Z), which 
displays the orientation of a crystal direction with respect to the normal. 

(ii) Inverse pole figure map  

By assigning a color to each direction in the stereographic triangle, an 
orientation map can be created from the EBSD data by mapping the 
orientation of each pixel in the data by the appropriate color key from the 
IPF. 

 

Figure 4.6 (a) Schematic illustration of crystal orientation indicated using a 
color variation. (b) EBSD generated an IPF map showing grains with 
different orientations according to the orientation color key. 

For instance, Fig 4.6 b shows an actual measured IPF map of a W (Tungsten) 
thin film in the z-direction, indicating the position of the grains and their 
different orientations. The black regions separating two grains appear 
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because the software could not reliably index the pixels to a specific crystal 
orientation due to overlapping signals from the two grains and can be viewed 
as representing grain boundaries.  

4.3 Energy Dispersive Spectroscopy 
Energy dispersive spectroscopy (EDS) is a method used in conjunction with 
scanning electron microscope (SEM) or scanning transmission electron 
microscope (STEM), where a focused electron beam is used to produce x-
ray signals from the materials which can be analyzed to enable elemental 
mapping of the sample105. Figure 4.7 shows a schematic diagram of the inner 
atomic shells and how characteristic x-rays are produced. An incident 
electron can interact with the atom to expel an electron from an inner shell, 
creating a vacancy that is filled by a transition of another electron from an 
outer shell into the vacant position. In this process, characteristic energy, 
depending on the shell structure of the atom, is released in the form of X-
rays. The resultant photon energy is in the range of a few to several keV and 
is thus specific to each element. 

 

Figure 4.7 Schematic illustrating x-ray generation used in EDS. 

During characterizing nanostructures, it is important to consider the region 
from which the X-rays are generated from the sample. The sample's 
interaction volume and the X-ray generation region can be controlled by 
adjusting the acceleration voltage. Low acceleration voltage would result in 
a small interaction volume, and smaller features of the sample can be 
detected. Note that the interaction volume would vary from sample to 
sample. But, the general rule of thumb is to use a low acceleration voltage to 
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obtain low interaction volume. It is also important to remember that the 
reduced acceleration voltage should be high enough to excite the required 
characteristic X-ray from the sample. 

4.4 Fourier Transform Infrared Spectroscopy 
Fourier transform infrared spectroscopy is a technique that measures the 
spectrally resolved absorption, transmission, and photocurrent with a high 
signal-to-noise ratio. The method utilizes the interferogram formed by the 
interference of two light beams to extract the infrared spectrum. 

 

Figure 4.8 Simple schematic illustration of FTIR setup 

The typical FTIR spectrometer consists of an IR light source, a Michelson 
interferometer, a sample compartment, a detector, and an amplifier. The light 
source generates a beam that bombards the sample after passing through the 
interferometer. The interferometer splits the beam into two using a beam 
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splitter. The beam splitter is a semitransparent mirror that transmits half of 
the beam striking it and reflects the other half. The beam transmitted through 
the beam splitter hits the fixed mirror, and the reflected beam reaches a 
movable mirror. The fixed and movable mirrors reflect the light beam back 
to the beam splitter, where it is combined to form a modulated beam 
comprising all wavelengths. The beam is then focused onto the sample, 
which in our case, is mounted in a cryostat integrated into the sample 
compartment of the FTIR setup. The sample itself is used as a detector. The 
beam produces a modulated photocurrent from the sample, which is 
amplified by a fast current-voltage amplifier. The interferogram consists of 
the modulated output voltage, and the mirror position is then converted to a 
spectrally resolved photocurrent by using Fourier transform algorithm. 

The photocurrent measurements in this work were carried out using the FTIR 
model Vertex 80v from Bruker. The spectrometer has a pulse tube closed-
cycle cryostat (Janis PTSHI-950-FTIR) for measurements down to 5 K. A 
MIR source with a KBr beam splitter was used for our samples.
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5 

InSb-on-insulator by RMG 

This chapter describes and discusses the thesis results on InSb-on-insulator 
synthesis by the RMG method. It consists of four main sections; a general 
description of the fabrication process along with the discussion regarding the 
observed fabrication challenges; thermodynamical modeling giving insights 
into the feasibility of using InSb for the RMG process; electrical and material 
characterization of the rapid melt-grown samples; realization of an InSb-on-
insulator metal semiconductor metal photodetector. 

5.1. Fabrication Process 
The fabrication process to realize the InSb-on-insulator microstructures is 
divided into four major steps and discussed in the following.

(a) Seed Area Patterning: The fabrication process was initiated on full 
three-inch Si (100) as the starting substrate. This is covered by a thin (40 nm) 
Si3N4 layer, deposited using inductively coupled plasma-enhanced chemical 
vapor deposition (ICP-PECVD) using SiH4 and N2 precursors at 250 °C. The 
Si3N4 layer will act as the electrically insulating and separating layer between 
the InSb and Si, and it was chosen due to its resistance to the wet etching 
chemistries used later in the process. First, the Si3N4 layer is patterned with 
long narrow trenches to prepare for the formation of the seed area (nano-
sized opening into the Si substrate). For this, electron beam lithography 
(EBL) using a positive resist (AR-P 6200.09) was used, and the trenches 
were dry-etched using CHF3:N2-based inductively coupled reactive ion 
etching (ICP-RIE). Following this, a V-groove is formed in the Si exposed 
in the trenches by using a heated TMAH 25% etch. This step is introduced 
for two reasons; firstly, the appearance of the V-groove can be verified by 
SEM and verifies that the trench etch step was deep enough. Secondly, the 
etch ensures that the Si surface is clean and free of dry-etch induced damage 
which may otherwise interfere with the nucleation of crystalline InSb on the 
surface. After this step, the wafers were sent to our collaborators (the 
University of Glasgow or EPFL) for deposition of an amorphous layer of 
InSb (1:1), either 30 nm or 120 nm thick using molecular beam epitaxy 
(MBE) (Fig 5.1 a-d). 
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It is essential to ensure that the interface between the deposited amorphous 
InSb material and the Si substrate is pristine and undamaged. Therefore, the 
rapid oxidation of Si surfaces in the air is challenging. In addition, the native 
oxide, even if very thin, may prevent epitaxial InSb growth. It was, therefore, 
crucial that the native oxide was removed using a BOE or HF wet etch 
directly prior to loading the sample into the vacuum of the MBE chamber. 
Even so, any delay could negatively impact the yield of this step, which made 
it important to collaborate with MBE growers with experience in III-V 
heteroepitaxy on Si. 

(b) Patterning of InSb: Now, the seed area is fully formed, enclosing the Si 
V groove and the amorphous InSb layer. InSb is sensitive to hydroxide-based 
chemicals. They tend to get etched by resist removers and buffered oxide 
etch and therefore need to be protected from subsequent processing steps. 
Hence, the InSb layer is covered with a thin (3 nm) Al2O3 layer by atomic 
layer deposition to protect it from subsequent processing. The 3-inch Si 
wafer was diced at this stage to 10*8 mm samples to perform further 
processing steps. By having a long seed area trench, were now had the 
flexibility to desired InSb structures with good alignment to the seed area. 
The InSb was then patterned into structures with dimensions 10 µm long and 
with different widths (200 nm-1µm) with EBL using a negative resist (ARN 
7250.17). Severe adhesion problems were observed when this resist was used 
on the Al2O3 surface; therefore, to improve the adhesion of the resists, the 
samples were treated in an HMDS oven at 110 °C for 5 min. The patterned 
InSb structures were then etched using CH4/H2/Ar chemistry in ICP-RIE at 
110 °C. The etch step was conducted at higher temperatures to assist the 
desorption of the byproduct trimethylindium from the sample surface. 
Following the dry etch step, the resist was removed using acetone and 
isopropanol and prolonged oxygen plasma (30 min) to ensure there were no 
organic residues on the sample. The Al2O3 protective layer on InSb prevents 
it from getting oxidized during this step. 
 
(c) Micro crucible deposition: Once the InSb is patterned, the structures 
need to be covered with a thick dielectric layer (also referred to as a capping 
layer) to hold the structures' shape and prevent leakage of the material during 
the annealing process. The material quality and the thickness of the dielectric 
layer have a crucial role in the RMG process. In this work, ICPCVD SiO2 
and Si3N4 were two options for the capping layer. X-ray reflectometry 
measurement (XRR) and BOE etch tests were used to determine the best 
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possible capping layer for the RMG process. With SiO2 as the capping layer, 
significant leakage of the InSb material was observed after the annealing 
process. This is attributed to the low density of SiO2 films. On the other hand, 
Si3N4 is an efficient diffusion barrier and results in less material leakage. But, 
the quality of the ICPCVD deposited Si3N4 is not dense on the step structures 
or the vertical surface, thus leading to leakage at the edges of the InSb 
structures. To mitigate this issue, we first deposit a conformal Al2O3 layer 
which would act as an intermediate capping layer before the Si3N4 layer. The 
thickness of the Al2O3 layer should be 10 nm. Layers thicker than 10 nm 
would lead to crystallization of the Al2O3 layer at random surfaces, which is 
hard to etch away without damaging the InSb underneath.   

 

Figure 5.1 Schematic illustration of RMG process a) Si (001) substrate b) 
Deposition of bottom dielectric (PECVD Si3N4 layer) c) Si3N4 and seed area 
patterning d) Deposition of amorphous InSb using MBE e) Patterning of InSb 
c) Capping of the InSb using a top Si3N4 dielectric layer g) Flash annealing 
of the sample leading to the formation of single crystalline InSb h) Removal 
of Si3N4 revealing the single crystalline InSb 

(Note: It is vital that the micro crucible must be able to hold the melted target 
material without any leakage. A conformal deposition is not always 
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necessary if the crucible can provide good sidewall coverage. In this work, 
the ICPCVD deposited Si3N4 has poor sidewall coverage, and therefore, a 
thin layer of Al2O3 was used before Si3N4 deposition to overcome the leakage 
of material when annealed. The stack containing the bottom Si3N4 layer, 
Al2O3 intermediate capping layer, and top Si3N4 capping layer is referred to 
as the micro crucible.) 

(d) Thermal Annealing: After the capping of the InSb structures, InSb is 
annealed above the melting point using  FLA. The sample is preheated to 335 
°C and pulsed with 1.5 ms of white light with 19.5 J cm-2 energy density. 
This work prefers FLA over rapid thermal annealing (RTP) for two reasons. 
Firstly, in the RTP annealing process, the InSb is held in a liquid state for a 
longer time when compared to FLA, and thus causes the formation of voids 
in InSb structures due to the diffusion of In and Sb into the crucible during 
the annealing process. The FLA, on the other hand, mitigates this issue due 
to the millisecond annealing time. Secondly, FLA is more CMOS compatible 
as the preheating temperature is below 400 °C, and the annealing is 
completed in milliseconds without affecting the underlying Si. 

The melting temperature has a key role in the RMG process. If the annealing 
temperature is less than the melting temperature of InSb, InSb will not melt, 
and there will be no rapid growth. InSb will remain in an amorphous state. 
The main requirement for rapid melt growth is that the material should be in 
a melt state.   Annealing temperatures greater than the melting point may 
affect the thermal mismatch. For ternary semiconductors and alloys, 
annealing temperature must be selected carefully as an increase in annealing 
temperature could increase the Si diffusion into the melt. Since the InSb 
melting point is low, we do not have to consider the problem of Si 
interdiffusion. 

(e) Removal of Micro Crucible: Following the flash annealing of the InSb 
structures, the capping layer is removed. The capping layer should be such 
that it can be easily removed after the annealing step. Since InSb is etched 
by BOE (1:10) and HF, wet etching of the Si3N4 cannot be adopted. 
Therefore, the Si3N4 capping layer is removed with reactive ion etching (RIE) 
using SF6 and O2 chemistry. Following this, Al2O3 intermediate layer is 
partially etched using BOE (1:30), leaving 5 nm of Al2O3 on top of InSb, 
which serves as a passivation layer for the crystalline InSb. Once the crucible 
is removed, the annealed target material is characterized using a scanning 
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electron microscope, electron backscatter diffraction, and electrical 
characterization. 

5.2 Thermodynamic Modelling for RMG InSb 
To understand the crystal growth process in RMG, it is essential to 
understand the thermodynamics involved using the macroscopic quantities. 
To this end, I have applied the thermodynamic model introduced by Liu et 
al. 107 to the RMG of InSb.  

RMG is similar to liquid phase epitaxial growth in that the main phases 
involved in an RMG process are the liquid and crystalline solid. When the 
material is annealed and cooled down, nucleation of the solid phase from the 
melt is driven by the undercooling of the liquid. If the cooling process is 
extremely fast, there may not have been time for nucleation, and the liquid 
will be frozen, resulting in amorphous material. At more reasonable cooling 
speeds, thermodynamic driving forces are in play, and to understand these, 
we must investigate the classical theory of nucleation. APPENDIX provides 
an in-depth discussion of all the equations and concepts used in this section. 

Parameters required for crystallization.  

The crystallization process involves two key concepts: the driving force for 
crystallization and atomic motion. To understand the crystallization process, 
we consider the classical nucleation theory.  

 

Figure 5.2 Schematic illustration of random nucleation (homogeneous and 
heterogeneous) and epitaxial growth front. 
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The growth of the crystalline layer happens when it is initiated by a 
nucleation process. Once a stable nucleus is formed, the crystal grows. There 
are two types of nucleation according to the classical nucleation theory: 
homogeneous and heterogeneous nucleation. In homogeneous nucleation, 
nucleation occurs spontaneously and randomly in a homogenous initial 
phase. In heterogeneous nucleation, the nucleus is formed at a preferential 
site (foreign particles, walls of the container, or other interfaces). An in-depth 
discussion on this section is available in APPENDIX. Nucleation can occur 
in three places, homogeneously inside the melt, heterogeneously on the 
inside walls of the crucible, or on the Si seed surface where we want it (Fig 
5.2). The first step is to calculate the critical radius of the nucleus and the 
critical free energy for the formation of the nucleus using eq I.9 and eq I.10 
(in APPENDIX). The driving force for crystallization can be extrapolated 
from eq (I.6) in terms of J/atom unit as: 

                                    ∆𝐺𝐴 = ∆𝐻𝐹∆𝑇
𝑁𝑎𝑣𝑇𝑚

                                              (5.1) 

Where Nav is Avogadro’s constant, for InSb, the enthalpy of fusion ΔHF = 
47.73 kJ/mol108, and the melting temperature Tm is 800 K. Once the driving 
force ΔGA is calculated, the next important parameters to determine are the 
liquid-solid interface energy, the activation energy ΔGM’  for the atomic jump 
from liquid to solid109, and the atomic jump frequency. The interface energy 
is calculated following the equations of Turnbull110, and the value obtained 
is 0.152 J/m2. The self-diffusion activation energy of the liquid InSb is not 
trivial to find.  A theoretical and experimental value of liquid InSb activation 
energy was reported by Wu et111. These values correspond to 0.2 eV and 0.3 
eV. For our simulation, we assume a range from 0.1 eV - 0.3 eV. The 
activation energy of 0.1 eV corresponds to 1.76*10-20 J for each atom, and 
for 0.3 eV corresponds to 4.8*10-20 J for each atom. The calculations below 
correspond to  ΔGM = 1.76 *10-20 J for each atom. Finally, the value of the 
atomic jump frequency is assumed to be a standard 1 *1012 Hz. With these 
parameters, the homogeneous nucleation rate can be determined (eq I.14 
APPENDIX). 

Moving on, to calculate the heterogeneous nucleation rate, the next critical 
parameter is the contact angle of InSb with the crucible wall. This parameter 
significantly influences the heterogeneous nucleation rate, and it is 
challenging to get the exact contact angle value. However, there are a few 
reports of the contact angle of semiconductors on oxides. For example, InSb 
on SiO2 has a contact angle of 110°, whereas GaAs has a very similar contact 
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angle of 115° on SiO2 and a contact angle of 111° for Al2O3 surfaces112. 
Interestingly, the contact angle of Ga droplets on GaAs substrates under high 
vacuum ranges from 90 -130° for different crystalline surfaces. Therefore, 
for our model, we assume the contact angle of InSb to be in the range of 90 
-110° is reasonable since the heterogeneous nucleation starts at larger 
undercooling at larger angles. It should be noted that no references on the 
contact angle between InSb and Si3N4 were obtained; therefore, a contact 
angle of 90° is assumed for the heterogeneous nucleation calculations on 
Si3N4 surfaces. 

Once all the key parameters are known, we can calculate the growth velocity, 
homogeneous and heterogeneous nucleation rate. Figure 5.3 a-b illustrates 
the heterogeneous and homogeneous nucleation rate with temperature. The 
magnitude of the growth velocity is in the same order of magnitude as 
reported for the Ge RMG process by Liu et al. The onset of the heterogenous 
nucleation rate is at a higher temperature than the homogeneous nucleation 
rate since heterogeneous nucleation requires smaller undercooling when 
compared to homogeneous nucleation. Also, it is worth noting that the 
magnitude of the heterogenous nucleation rate is higher than the 
homogeneous nucleation rate. Figure 5.3 c shows the plot of growth velocity 
as a function of temperature together with the homogeneous and 
heterogeneous nucleation rates for the undercooled InSb with dimensions 
0.03*1*5 µm on Si3N4 as the bottom insulator. The growth rate is in the order 
of m/sec, meaning the epitaxial growth starting from the seed area can 
dominate over the random nucleation during the crystallization period. The 
process window for the epitaxial growth is between 343 °C and 526 °C, 
resulting in a maximum undercooling of ΔTm = 184 °C. In this discussion of 
growth velocity for RMG, the nucleation of InSb crystal at the Si-InSb 
interface in the seed window is neglected, and only the formation of InSb 
layers on InSb crystal is considered. The growth rate is in the range of m/sec 
within the process window, and it is thus sufficient to grow crystals of tens 
of microns in size for both the rapid thermal annealing process (seconds of 
cooling time) and flash annealing process (with milli second cooling time). 



Infrared photodetectors based on InSb and InAs nanostructures via heterogeneous integration 

54 
 

 

Figure 5.3 Nucleation rate variation with temperature for InSb (a) 
Heterogeneous nucleation on Si3N4 (b) Homogeneous nucleation (c) 
Variation of the growth rate of InSb crystal with temperature 

5.3 Crystallography 
EBSD, SEM, HRTEM, and micro-Raman spectroscopy were used to 
characterize InSb crystals. EBSD was the primary technique to investigate 
the single crystallinity and orientation of the melt-grown InSb crystals. TEM 
characterization offers excellent spatial resolution, high precision orientation 
measurement, and high sensitivity to strain; however, it cannot be used for 
gathering statistical data, as it requires complicated and tedious sample 
preparation, and only a limited sample area can be investigated. In contrast, 
with EBSD, the orientation and single crystalline material statistics can be 
collected using many devices. 
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5.3.1 EBSD analysis of InSb structures: 
Figure 5.4 shows the inverse pole crystal orientation map of InSb in all three 
directions obtained using the EBSD method. In this example, the crystal 
grown from the Si seed has the same orientation as that of the Si at the 
beginning of the seed area. The straight vertical line indicates the seed area, 
and the horizontal structure is the crystalline InSb. Additionally, the presence 
of randomly nucleated crystals within the InSb structure is not present, 
indicating the single crystallinity of the InSb structure.  

The information regarding the crystal orientations and defects, such as lattice 
rotation and twin defects, can be extracted from the crystallographic maps of 
InSb structures and are described in the upcoming sections.  

 

Figure 5.4 a) SEM image of the EBSD scanned InSb structure after flash 
annealing and removal of the dielectric layer. IPF crystal orientation maps 
of 5µm long InSb structure in b) X direction, c) Y direction, and d) Z 
direction. 

(i) Analysis of Lattice Rotation in RMG InSb  

A commonly reported crystallographic defect in rapid melt-grown structures 
is lattice rotation. EBSD provides a visual representation of the lattice 
rotation/ twist that can happen during the melt growth process. In this 
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example, the crystal grown from the Si seed has the  orientation closer to the  
Si seed orientation. However, towards the middle of the InSb structure, the 
gradual development of a color change is visible (Fig 5.5 b). This gradual 
difference represents a twist of the InSb crystal along the growth direction, 
and here we further discuss the twist and lattice rotation appearing in RMG 
crystals. 

 
Figure 5.5 a) SEM image of lattice rotated InSb crystal b) EBSD IPF Z map 
illustrating the lattice rotation c) Misorientation angle with respect to seed 
orientation along the length of the crystal. Inset showing the lattice rotation 
in the stereographic projection using inverse pole figure. 

Several studies have reported the possible driving forces for lattice rotation 
in RMG. For example, Toko et al. demonstrated the growth of lattice rotated 
Ge crystal from Si (111) seed to (100) orientation113,114. The study concluded 
that the rotation occurred to minimize the interface energy between the SiO2 
crucible and Ge as the (100) surface had the minimum surface energy. 
Another study reported by Tweet et al. explained the increase in lattice twist 
in the melt growth crystal with the increase in excess annealing temperature 
above melting115. Wen et al. observed Ge lattice rotation directly related to 
the cooling rate during the annealing process116. They concluded that with a 
higher cooling rate, a steeper temperature gradient at the growth front results 
in a higher thermal strain, producing lattice rotations in the Ge crystal. 

Furthermore, Tanaka et al. have observed lattice rotation in RMG SiGe. The 
study reported the presence of lattice rotation when the Si concentration 
gradient is greater than 0.1 % /um117. Several other research works on RMG 
have also studied the effect of Si diffusion on lattice rotations118. 
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Figure 5.5 c exhibits the lattice rotation of the InSb crystal and the 
misorientation analysis. The misorientation analysis measures the lattice 
orientation at the measurement point and the angular distance with the lattice 
frame at the reference point (seed area). By making this measurement at 
points along the length of the InSb structure, a misorientation profile 
representing the lattice's total angular deviation from the seed orientation is 
obtained. The maximum rotation angle is defined as the maximum deviation 
from the seed orientation. It can be seen that the orientation stabilizes closer 
to (001) orientation.  

In our work, we speculate that lattice rotation may occur due to the high 
thermal strain between the liquid-solid interface. For example, in Ge RMG, 
the thermal conductivity of solid Ge is higher than in liquid Ge; thus, the 
latent heat produced at the growth front during annealing is effectively 
carried away by solid Ge. This effect is even more pronounced for InSb, as 
the thermal conductivity of solid-InSb is almost twice that of liquid-InSb. 
This difference in thermal conductivity would create a strong temperature 
gradient at the liquid-solid interface, resulting in high strain. This increased 
strain, accompanied by a high crystallization rate, could be the reason for the 
significant lattice rotation observed in our InSb crystals. 

(ii) Presence of Twin Defects  

A twin defect is a two-dimensional defect that can be recognized in that the 
crystal plane order appears mirrored along a certain crystal direction. The 
defect is commonly observed in III-V compounds, notably In-containing 
compounds such as InSb, InAs, and InP. The probability of twinning is high 
for materials with atomic bonds that carry a high degree of ionicity( highly 
ionic in nature, an element has more electrons than the other).  

The creation of a twin defect in diamond and zincblende crystal structures is 
closely related to facet formation and involves the formation of a new atomic 
layer. This layer is commonly specified by a rotation of the lattice by 60° 
about <111> axis. Numerous factors can enhance the presence of twin 
defects during melt growth: temperature instabilities, the presence of 
impurities, foreign particles on the melt surface, the contact angle with the 
inner container, and morphological instabilities of the crystallization front. 
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Figure 5.6 a) SEM image of twinning InSb nanostructure b) EBSD IPF Z 
map illustrating twinning in InSb nanostructure c) inverse pole figure 
showing the orientation of twin grains in the InSb nanostructure. 

Twin defects occur in some of our RMG InSb structures, however, at a 
relatively low concentration (Fig 5.6). Hulme and Mullin have studied 
twinning in InSb and reported that In-terminating (111) A direction is more 
prone to twinning than the Sb-terminated (111) B direction. Growth in (111) 
A direction would correspond to (111) B edge facet. Thus, a large 
supercooling and high surface energy of In-terminating facets would result 
in twinning in InSb crystals. They also reported that facet size, foreign 
impurities, presence of scum on the melt surface, and met supercooling could 
be key factors enhancing the twinning in InSb. In our RMG InSb crystals, 
there was the presence of In droplets in the amorphous InSb layer, indicating 
that the material was In-rich. This was also confirmed by EDS 
measurements. Thus, a stochiometric shift in the melt and rough crucible 
surface could, in our case, could be factors contributing to the disturbance in 
the growth front resulting in twin defects. 

(iii) Epitaxial Relationship 

Interestingly, not all the InSb structures indicated an epitaxial relationship 
with Si at first glance. Therefore, to investigate the crystal orientation 
relationship between the Si seed and the crystalline InSb, the orientation of 
55 InSb nanostructure above the seed area was collected using EBSD. The 
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collected statistics of the orientations are plotted in the IPF (Fig 5.7) with the 
intensity of color extending to 5° outside specific orientation.  

 

Figure 5.7 Inverse pole figure showing InSb orientations closer to the seed 
area for 55 structures. 

InSb and Si have a high lattice mismatch of 19% which could introduce strain 
fields at the interface of the InSb melt and Si seed. This could introduce a 
few degrees of lattice twist, and therefore the spread in the orientations 
collected is to be expected119 . However, a cluster of orientation around four 
specific crystallographic orientations ( [001], [113], [9 1 10], and [122]) was 
observed.  [001] orientation represents direct nucleation of InSb melt on the 
Si [001] plane, indicating an epitaxial relationship. Interestingly, we also find 
another orientation cluster close to [122], a twin of [001] plane. Twinning 
and lattice rotations are often observed in the InSb nanostructures have 
already been discussed in previous sections.  

The dominant cluster of orientations is close to [113]. In accordance with 
previous studies reported by Mori et al., the heteroepitaxy of InSb on V 
groove Si (001) indicated a 30° rotation around the <111> facets of the V 
groove. It is observed that such a rotation tends to decrease the lattice 
mismatch from 19 % to 3.3 %120,121.  The RMG InSb [001] crystal, if rotated 
at 30°, would yield an orientation [1 1.3 3.7] that is close to [113]. The twin 
of this orientation is close to [9 1 10] and is also one of the main clusters in 
the orientation.  
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5.4 Electrical Characteristics 

 

Figure 5.8 Summary of the resistivity of InSb nanostructures annealed using 
different techniques. 

To fully understand the electronic properties of the InSb nanostructure grown 
by RMG, Ni/Au contacts were evaporated on the devices to make the 
electrical measurements. Electrical measurement techniques like the 
Transfer Line Method (TLM), Four probe measurement, Van der Pauw 
measurement, and Hall measurements were used to obtain the resistivity and 
the mobility of RMG-grown InSb nanostructures. The resistivity obtained 
from TLM, Four probe, and Van der Pauw measurements correlated well 
with each other. Furthermore, the resistivity of the structures was the same 
regardless of the width of the structures (p=0.001). 

Figure 5.8 shows the summary of resistivity extracted from the InSb 
nanostructures. As-deposited resistivity of InSb refers to the resistivity of the 
pre-annealed amorphous InSb deposited using MBE. They exhibit the 
highest mean resistivity of 3.2 Ωcm among all the considerations, which 
clearly indicates the amorphous nature of the material. As mentioned in the 
earlier section, both RTA and FLA were utilized to anneal the InSb 
structures, and a significant difference in the resistivity between both cases 
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can be observed. RTA-processed InSb structures had a mean resistivity of 
1.2 Ωcm, only slightly lower than the amorphous material. In contrast, the 
resistivity of FLA annealed structures varied very much, from the highest 
mean value of 0.5 Ωcm (Tpre=236 °C) to the lowest mean value of 0.04 Ωcm 
(Tpre=265 °C). These FLA annealed samples (I, II, III, and IV) were 
polycrystalline due to an interfacial oxide layer between the Si and InSb. 
Therefore, the variation between devices is rather large, indicating a broad 
distribution of transport properties, possibly due to a distribution in grain 
size. Nevertheless, the resistivity of the polycrystalline InSb was, in the best 
cases, similar to InSb nanowires grown by VLS growth. Single crystalline 
InSb structures were obtained when the interfacial layer was removed, 
resulting in less variation between devices and a mean resistivity of only 0.01 
Ωcm. Table 5.1 compares the resistivity of InSb nanowires with the RMG 
InSb.  

Table 5.1 Comparison of resistivity of nanowires with RMG InSb 
nanostructure 

Material Ref Method Resistivity (mΩcm) 
InSb 

 
122 Au seeded InSb NW, 

MBE 
93 

InSb 
 

122 Au seeded InSb NW, 
MBE 

66 

InSb 
 

122 Au seeded InSb NW, 
MBE 

45 

InSb 
 

123 CVD, self-catalyzed 
growth 

100 

InSb 
 
 

    124 CVD 10 

InSb 
 

    125 Electrochemical 70 

InSb This work RMG 10 
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Figure 5.9 SEM image of Hall mobility measured device 

Further analysis of the RME InSb was done though Hall and Van der Pauw 
measurements, through which the electron mobility and the carrier 
concentration of the InSb nanostructures were extracted in the same 
geometry. Figure 5.9 shows the SEM image of the contacted InSb hall bar 
structure, and Table 5.2 summarizes the parameters extracted from the 
devices.  

Table 5.2 Carrier concentration and mobility of InSb nanostructure 

Sample Carrier 
Concentration 

(cm-3) 

Mobility(cm2/Vs) Thickness (nm) 

FLA II 2.53*1017 3490 60 
FLA V 6.6*1018 877 120 

 

The mobility values of the RME InSb are higher than the reported values of 
InSb nanowires grown using the electrochemical method and CVD124,125. 
However, these values are lower than the bulk InSb. In regards to the thin 
films, a 0.1 µm InSb thin film grown on GaAs substrate using MBE 
reportedly has an electron mobility of 1800 cm2/Vs126. RME InSb FLA II 
sample, in this case, has higher mobility, but in the case of the FLA V sample, 
it is lower due to a rather high carrier concentration. In addition, the lower 
value of mobility could be attributed to the higher surface roughness in this 
case127,128. 
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Despite the RMG InSb exhibiting low resistivity and high mobility, these 
values can still be improved. The low-temperature deposition of amorphous 
InSb on the bottom dielectric Si3N4 has a rough surface, and this surface 
roughness propagates toward all the layers deposited above the a-InSb layer. 
As a result, the single crystalline InSb formed after annealing has a surface 
roughness associated with it. Surface roughness impacts the resistivity of the 
nanostructure, and they can induce changes to the electronic band structures, 
which in turn acts as scattering potential, thereby reducing the mobility of 
the carriers129,130.  Chemical mechanical polishing (CMP) of a-InSb layers 
prior to processing could mitigate the issue of surface roughness and thereby 
could improve the resistivity and mobility of the rapid melt-grown InSb 
structures.   

5.5 Metal-Semiconductor-Metal Photodetector  
A metal semiconductor metal single nanostructure InSb photodetector was 
fabricated via the RMG process. The optical characterization and the figures 
of merit, such as the detector's responsivity and time response, were 
measured and discussed in detail in this section. 

5.5.1 Spectral Response 

The Spectral response is a vital parameter of the detector performance, and 
here we have used FTIR to obtain the spectrally resolved photocurrent. 
Figure 5.10 shows the photocurrent response from an area of 500 nm *1.1 
µm when illuminated by an IR source at 77 K. The bandgap of InSb at 77 K 
is 0.23 eV, corresponding to a wavelength of 5.6 µm. A photocurrent peak at 
this energy level indicates the contribution of the photo responsivity of the 
detector is from an energy level corresponding to the bandgap of InSb. 
Interestingly, the onset of the photocurrent peak is redshifted to 0.12 eV, and 
the photo response abruptly decreases beyond 0.18 eV, resulting in a cut-off 
wavelength of 6.8 µm. This validates that the InSb detector absorbs 
wavelengths shorter than its critical wavelength and is transparent to longer 
wavelengths. 

The redshift in the onset could correspond to a band tail (Urbach tail) and 
bandgap narrowing. These effects could be ascribed due to the interaction of 
electrons and holes with defects, impurity atoms, lattice disorders, and 
phonons. It is reported InAs bandgap, electron, and hole effective masses 
showed a 38% decrease due to biaxial tensile stress. This is in line with the 
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fact that we observe the presence of significant lattice strain (lattice rotation) 
along the structure and twin defects. Raman spectroscopy measurements 
have also corroborated the lattice strain and thus confirm this as a possible 
reason for the band gap narrowing in the detector (Paper III). Strain-induced 
band gap narrowing is also reported in many other nanostructures and could 
be advantageous in some cases.  

 
Figure 5.10 a) Schematic of MSM InSb photodetector illuminated by a 

1550nm laser beam b) Spectrally resolved photocurrent. 

5.5.2 Responsivity 
Responsivity measures how many electron-hole pairs are created by incident 
photons and which are collected by the external circuit. Figure 5.11 a shows 
the variation in photocurrent with different laser power intensities when a 
1550 nm laser is illuminated on the detector. The detector's responsivity can 
be extracted from the slopes of Fig 5.11 b. The responsivity extracted was 
0.5 A/W at 1 V bias for a given illumination area of (0.5*1.1 µm2) when a 
power of 16 nW is incident on the device.  

 



                                                                                                                      5. InSb-on-insulator by RMG 

65 
 

 
Figure 5.11a) I-V curves under 1550nm illumination with different power 
densities b) Photocurrent obtained for different power densities for different 
biases. 

To improve the responsivity, we need to maximize the absorption of the 
incident photons in the semiconductor material. The absorbed photons are a 
function of reflectivity and the thickness of the semiconductor material. For 
a given semiconductor material with an incident photon intensity I0, the 
absorbed photons are given by I0(1-e-αd), meaning the absorbed photons 
decay exponentially within the semiconductor material. For our InSb 
detector, the thickness is 120 nm indicating an absorption of just 20 % for a 
wavelength of 1550 nm.  

Another noteworthy observation of our photodetectors is that there is no anti-
reflection (AR) coating on the surface of the semiconductor material. Often, 
all the incident light is not absorbed within the semiconductor material, a 
portion of the light is always reflected due to the change in refractive index. 
For instance, the reflectivity of the surface without a coating is given by: 

𝐑 = (𝐧𝐨−𝐧𝐬)𝟐

(𝐧𝟎+𝐧𝐬)𝟐                                            (5.2) 

where ns is the refractive index of the material on the other side of the 
interface, and no is the refractive index of the material of propagation. If we 
consider the top surface of the RMG InSb photodetector, which includes a 
thin Al2O3 layer, i.e., without an AR coating, 40% of the incident light is 
reflected from the top surface. Introducing an AR coating on both the 
detector's top and back surfaces could improve the detector's performance. 
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Table 5.3 summarizes the characteristics of single InSb NW and nanosheet 
detectors reported in the literature. These InSb detectors involve a 
mechanical transfer of the nanosheet or NW onto a Si substrate on which it 
is processed and contacted. RME InSb detector illustrates monolithic 
heterogeneous integration of detectors on Si, which is advantageous over 
other techniques.   

Table 5.3 Summary of InSb single nanowire and nanosheet detector 
performance parameters 

Material Technique Temp Power 
incident 

Responsivity 
(A/W) 

Rise time Ref 

InSb  
nanosheet 

MBE 77 K 1.6 nW 14.9 4.2 sec 131 

InSb  
nanosheet 

MBE 77 K 1 pW 311.5 2.3 msec 131 

InSb  
nanowire 

Electrochemical RT 0.49 
mW/cm2 

8.4*104 0.26 sec 132 

InSb 
nanostructure 

RMG 77 K 16 nW 0.5 65 msec This 
work 

 

Finally, we investigate the response time of the InSb detector. The detector's 
response time is usually limited by RC of the equivalent circuit or the carriers' 
transit time. However, the capacitance formed in our circuits is in the range 
of pF, resulting in an RC constant of nanoseconds. This indicates that our 
detector is not RC limited. In a photoconductor, due to the high electron 
mobilities, the electrons are captured quickly at the electrodes. This leads to 
the generation of more carriers until the hole generated is collected at the 
other end of the electrode. This generally leads to longer carrier 
recombination time and diffusion time in a photoconductor. In our sample, if 
we consider the diffusion length to be 1 µm (electrode spacing) and the 
diffusivity as 22 cm2/Vs (for holes), the diffusion time results in the range of 
nanoseconds. However, our detectors have a response time in the range of 
milliseconds, similar to other NW detectors. Thus, we speculate that the msec 
range response time of our detector is due to the large surface/volume ratio 
in the device leading to high surface trap states that can slow down the 
detector’s response.
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6 

InAs Nanowires on Metal by 
TASE 

Chapter 3 discussed template-assisted selective epitaxy (TASE) on different 
material systems and its applications in high-speed electronics and 
optoelectronics. In TASE, generally, III-V is grown from a Si seed inside a 
lateral or vertical predefined template, which defines the shape of the grown 
crystal. This chapter will discuss how metals can be utilized as seed areas for 
the TASE process. Such direct integration on metals, instead of reliance on 
a crystalline Si substrate, would enable III-V device integration onto a metal 
layer stack, which could be part of the back end of the line of a Si CMOS 
chip or a part of a substrate for flexible electronics. 

The chapter briefly describes the fabrication process used to prepare the 
templates for enabling TASE of InAs nanowires onto W metal. Following 
this section, growth specifics and material characterization of the grown InAs 
will be discussed. The chapter then concludes with a preliminary 
demonstration of an InAs barrier detector and its advantages over the InAs 
photoconductor. 

6.1 Fabrication Process 
Below is a brief outline of the different steps in the fabrication process of 
TASE InAs NWs (Fig 6.1):  

(a) Formation of the metallic seed layer and template stack: To 
establish the seed layer and template material stack, W was first 
sputtered on a SiO2 pre-deposited 2-inch Si wafer. A thin (3-10 nm) 
Al2O3 was deposited using atomic layer deposition (ALD) to act as 
an etch stop for the later steps. Following this, a 380 nm thick Si3N4 
film was deposited using ICPCVD with SiH4 and N2 precursors at 
250°C. 
 

(b) The patterning of the template: Once the template stack layers are 
deposited, EBL is used to define the positions for opening holes in 
the Si3N4 layer. Here AR-P 6200.09 resist was used, but it was found 
that during the Si3N4 etch, the patterns were widened due to resist 
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thinning, resulting in a tapered geometry of the nanotube templates.  
Therefore, 30 nm Cr was evaporated above the Si3N4 layer and 
formed a hard mask for the subsequent etch process.   Both arrays of 
nanotube templates with diameters 20, 32, 48, 70, 100, 120 and 300 
nm, with three different pitches (500, 1000 and 2000 nm), and single 
nanotube templates were incorporated in the design. The Cr hard 
mask was dry etched with ICPRIE using a Cl2:O2 chemistry. The AR-
P resist was thereafter removed, revealing the Cr hard mask with the 
openings patterned in it. This was followed by the dry etch of the 
Si3N4 layer using SF6 and N2 chemistry. This chemistry was chosen 
to avoid the formation of chlorofluorocarbons during the prolonged 
etch of the thick Si3N4 layer, typically observed with the common 
CHF3-based etch chemistry. Here, the Al2O3 layer serves as the etch 
stop layer for the dry etch step and helps to preserve the W surface 
from any etch damage. In addition, the Cr mask enables a near-
vertical sidewall of 5°, which is crucial to obtain a small diameter 
nanotube template. Once the nanotube template is formed, the Cr hard 
mask is removed. This step was followed by the removal of the Al2O3 
etch stop layer and tungsten oxide layer in the buffered oxide etch 
before loading the sample in the MOCVD reactor. 

 

Figure 6.1 Schematic illustration of template fabrication for TASE a) 
Formation of template openings in Cr hard mask b) Formation of template 
in Si3N4 layer via dry etching c) Nucleation in the template openings during 
the growth d) InAs nanowire grown inside the Si3N4 template. 
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(c) Growth of nanowires: The growth of the nanowires inside the 
template is carried out using an MOCVD reactor. It is common to use 
an annealing step at a higher temperature than the growth temperature 
prior to epitaxial growth in MOVPE to desorb native oxides on the 
epitaxial substrate, but here this step was excluded to comply with the 
temperature budget restrictions of BEOL integration. Instead, the 
reactor temperature was immediately increased to the growth 
temperature of 450 °C. Trimethylindium (TMIn) and Arsine (AsH3) 
were used as the precursors for the InAs nanowire growth.  

6.2 InAs Nanowire Growth on W Films 
Here the details of the MOVPE process used to grow InAs nanowires on W 
inside Si3N4 nanotube templates are presented. More specifically, the 
requirements for InAs nucleation, conditions to fill out the nanotubes, and 
the diameter dependence of the growth process are described in detail.  

6.2.1 InAs nucleation on W films 

 

Figure 6.2 InAs crystals after 6 min nucleation on W surface a) 40nm b) 
120nm diameter template. 

In order to achieve single crystalline InAs nanowire growth, it is critical to 
control the InAs nucleation events inside the Si3N4 template, to avoid InAs 
nucleation on the inner walls of the nanotube, as well as to ensure that only 
a single nucleation event occurs on the W film at its bottom.  This is critical 
as the presence of more than one nucleus on the W surface risk leading to 
polycrystalline growth as the crystalline orientation of each nucleus cannot 
be controlled and, thus, upon coalescence, will form individual grains of a 
polycrystal. A pivotal consideration is finding growth conditions that balance 
the nucleation probability on W compared to the Si3N4 template surface. The 
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nucleation probability must be high enough to ensure single nucleation on 
the W surface and low enough on the Si3N4 surface to avoid nucleation on 
the inner walls.  

Controlling the growth temperature and the V/III ratio could ensure single 
nucleation events during the growth. The diffusion length of the adatoms 
typically increases with an increase in growth temperature; thus, a higher 
growth temperature can ensure that the adatoms reach the bottom of the 
template surface. Secondly, a low V/III ratio is required for the nucleation to 
occur. If the group III molar flow is increased beyond a threshold level, there 
is possibility that the nucleation occurs at the edge of the template mask due 
to the lower adatom diffusion length. 

Importantly, if the W surface is significantly smaller than the adatom 
diffusion length, then a single nucleus can use the full W surface as a 
collection area, thus reducing the chemical potential on the surface and, in 
turn, the risk of subsequent nucleation events. This effect can be observed in 
Fig 6.2, where tubes smaller than 100 nm in diameter typically only exhibit 
a single nucleus, indicative of an adatom diffusion length of this length scale 
or longer.  

6.2.2 Conditions to Fill out the Template 
In order to fill out the nanotube templates by the growing InAs nanowires, 
thus the use of the template to decide the shape of the InAs crystal, we found 
that a two-step growth process is helpful, similar to Kanungo et al.133 In the 
first growth step a low V/III ratio (V/III = 20) is used to ensure proper 
formation of a single nucleus. But with these parameters, the crystal growth 
is too anisotropic, with a very low growth rate on the {110} planes and a fast 
growth rate on [111] B65, and would only partially fill out the template (Fig 
6.3). In the second step, we therefore increase the V/III ratio (V/III = 100) to 
achieve more isotropic growth rates on all major facets, allowing to fill up 
the template properly.  
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Figure 6.3 SEM image of a) InAs growth using single growth step with low 
flow and low V/III ratio resulting in partial filling of the template. (b-c) Top 
view and cross-section of InAs crystals using a two-step growth resulting in 
complete filling of the template. Note: SEM images are taken from the partial 
removal of the Si3N4 template. 

6.2.3 Diameter Dependence of InAs Growth 

We studied the dependence of the InAs growth rate on both template 
diameter, d, and pitch between templates arranged in an array. For the 
smallest diameters, we observe a clear linearly increasing growth rate with 
increased d. In this regime, we also did not see much growth rate variation 
depending on the pitch. For the larger diameters (>100 nm), we instead see a 
much weaker growth rate dependence on d, while the pitch had a greater 
effect, with a larger pitch leading also to a higher growth rate (Fig 6.4). The 
behavior at small diameters can be explained by following the model of Borg 
et al. 134 who analyzed the mean free path in the vapor of the precursor species 
and various products of their decomposition. The calculated mean free path 
was observed to be much longer than the nanotube's inner diameter. 
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Figure 6.4 InAs nanowire length for different diameter templates and 
pitches. 

When the mean free path between the particle collisions is significantly 
larger than at least one characteristic spatial dimension of the system, the gas 
transport regime is referred to as a Knudsen diffusion135. The molar flow per 
area in accordance with Knudsen diffusion in long tubes is given by: 

𝛷𝐾𝑛
𝑖 = 𝑣𝑖 ̂

∆𝑝𝑖
3𝐿𝑅𝑇

𝑑                                      (6.1) 

where 𝑣𝑖 ̂ is the mean molecular speed of the species i, R is the gas constant, 
T is the temperature, d is the inner diameter of the template and ∆𝑝𝑖 is the 
pressure difference across the length (L) of the nanotube template. The molar 
flow per area increases with diameter d; thus, the growth rate will have a 
linear dependence with d, similar to what we observe also here.  Borg et al. 
did not observe any growth rate dependence on the pitch, while we do for the 
large diameter regime. This discrepancy can be understood from two 
differences between our experiments: 1) Our experiments were conducted at 
a much lower temperature (450 °C) compared to theirs (525 - 600 °C), which 
will likely increase the contribution of adatom diffusion.  

2) There is a significant difference in the template geometry between our case 
and that of Borg et al., in that they worked with protruding nanotubes for 
which adatoms would have to first climb up the outer wall of the tube before 
entering, while in our case they can directly enter from the top of the Si3N4 
film. In our geometry, therefore, the effective pitch between templates will 
be shorter than in Borg’s geometry, although the distance in the plane of the 



                                                                                                           6. InAs nanowires on metal by TASE 

73 
 

substrate is the same. Thus, it is likely that in the large diameter regime where 
material transport within the templates is fast and not rate-limiting, 
neighboring templates will compete for growth material, leading to a pitch 
dependence. 

6.3 Structural Characterization of InAs 
Nanowires 
 

 

Figure 6.5 EBSD IPF Z orientation map of InAs NW for different nanowires 
a) 63nm b) 315 nm. The map illustrates the three types of crystals present in 
the sample – single crystalline, twin, and polycrystalline NWs. 

Structural material characterization of InAs NW on W was done using 
EBSD, SEM, and HRTEM. For this purpose, the Si3N4 template was etched 
away using BOE (1:10) (at least in part) to facilitate measurements. Figure 
6.5 illustrates the high-angle SEM images and EBSD orientation maps of 
InAs NWs with two different diameters after the removal of the template. 
The relatively high throughput of the EBSD technique allowed us to obtain 
statistics on the crystallinity of InAs NWs with various diameters which are 
presented in Paper IV. It was observed that the fraction of polycrystalline 
NWs increased with the increase in diameter, and for diameters smaller than 
approximately 63 nm almost all nanowires were single crystalline. This 
confirms that the probability of more than one nucleation event is higher in 
larger diameter templates than in smaller templates, with the result of leading 
to polycrystalline growth. Figure 6.5 shows a 63 nm NW array where all the 
NWs are single crystalline, although some have occasional twin defects. In 
contrast, almost all of the wires grown from 315 nm diameter templates are 
polycrystalline. The single crystallinity as well as presence of stacking faults 
and twins, were also confirmed using HRTEM (Fig 6.6) 
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Figure 6.6 HRTEM and SAED pattern of a 40nm InAs NW. The HRTEM 
indicates the presence of a high density of stacking faults which is also visible 
through the line streaks in the SAED pattern. 

6.3.1 Orientation Relation Between W Grain and InAs 
The seed area for the growth of InAs NWs is the sputtered W layer which 
serves as the basis for nucleation inside the Si3N4 template. The W layer is a 
predominantly α-W phase with grains larger than the smallest template 
openings in our sample. This is a good indication that we often have only a 
single or few grains at the bottom of the template.  

It is of interest to identify if there is any orientation relation between W and 
the InAs NWs, indicative of an epitaxial relationship between the two 
crystals. For this purpose, a sample with InAs grown for only a short 
nucleation time was investigated with EBSD. The template of this sample 
was then removed to reveal the InAs crystal and the W grains around it. The 
InAs and W grains were probed separately, choosing a low acceleration 
voltage (7 kV optimal) to avoid getting a signal from the W underneath the 
InAs. Figure 6.7a shows the SEM image of one such investigated InAs 
crystal, with the positions in which Kikuchi patterns (Fig 6.7 c-g) were 
collected. Figure 6.7(c-d) shows the Kikuchi pattern generated by the InAs 
crystal, the similarity of which clearly demonstrates its single crystalline 
nature. Figure 6.7(e-g) instead shows the Kikuchi pattern generated from the 
surrounding W grains. It was observed that there were three distinct grains 
with different orientations in the vicinity of the InAs crystal, either of which 
may have been where the InAs crystal nucleated.  
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Figure 6.7 a) SEM image of InAs nucleated crystal on W grain b) IPF map 
of W grains in the vicinity of InAs nucleation(c-d) Kikuchi pattern generated 
from the InAs crystal (e-g) Kikuchi pattern generated from the W grains (h) 
Inverse pole figure indicating the orientations of both InAs and W grains. 

If we plot these three orientations into an inverse pole figure, we can see that 
the orientation of W and InAs are not exactly the same. InAs has a (334) 
orientation out of the plane of the sample, while the three W grains have (8 
9 12), (0 3 4), and (7 2 11). However, it is interesting to note that (334) and 
(8 9 12) lie very close to each other in the inverse pole figure. This could 
indicate a possibility of epitaxial growth of InAs on the (8 9 12) grain. To 
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confirm this, we repeated the experiment on other InAs crystals, at present, 
our data cannot unambiguously confirm such an epitaxial relationship, and 
we would require more data. However, given the very low signal and weak 
Kikuchi pattern generated by most of the InAs crystals, obtaining such 
statistics was considered time-consuming with the current setup and, 
therefore, not attempted. It will, however, be very interesting for future 
studies on the topic, as epitaxy between such distinct crystals as W and InAs 
is seldom observed.  

6.4 nBn Photodetector – preliminary results 
Conventional photodiodes for infrared detection require to be cooled down 
to operate with a high signal-to-noise ratio due to the presence of high dark 
currents in the device. As discussed in Chapter 3, section 3.2.2, an nBn device 
structure can be used to reduce the dark currents and improve the operating 
temperatures of the device. In this section, we present the initial measurement 
results towards an nBn InAs photodetector based on TASE-grown InAs 
nanowires. An nBn device structure was grown inside the templates 
fabricated using the same method as mentioned in section 6.1. The InAs 
contact layer at the bottom of the structure was 100 nm long, a 40 nm long 
InGaAs barrier layer grown on top of this, and finally, the active layer was 
grown to fill out the remainder of the template and grown out of the template 
to form a protruding large active area (protruding NW diameter varies in the 
range of 200 – 500 nm). To determine the actual effect of the InGaAs barrier, 
InAs NWs, and InAs barrier structures were contacted to measure the dark 
currents. The W layer below the structure was used as an ohmic contact to 
the InAs nanowire. As the top electrode a 10 nm layer of TiN was deposited 
using ALD to allow good electrical contact without hindering the penetration 
of infrared radiation onto the active area. This was followed by a thicker 
second contact layer with Ni/Au electrodes to form measurement pads using 
a resist lift-off process. Figure 6.8a shows a schematic illustration of the InAs 
barrier detector structure. 
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Figure 6.8 a) Schematic of InAs barrier detector b) IV characterization of 
InAs NW c) Temperature dependence of resistivity of 63 nm and 315 nm InAs 
NW d) Temperature-dependent IV characterization of 20 nm InAs barrier 
detector e) Arrhenius plot of InAs and InAs-InGaAs-InAs barrier detector 

Temperature-dependent IV characterizations on devices with and without a 
barrier were performed to understand and study the effect of the barrier inside 
the InAs NW. Figure 6.8b shows the IV measurement of a 63 nm InAs device 
without a barrier, and Fig 6.8c shows the resistivity change of 63 nm and 315 
nm NWs at different temperatures. The resistivity increases with an increase 
in diameter which confirms the presence of grain boundaries within larger 
diameter NWs. However, the InAs NWs exhibit no significant temperature 
dependence. This could be attributed to Fermi level pinning inside the 
conduction band, as commonly reported for InAs nanowires136,137. These 
surface states would lead to temperature-independent surface leakage 
currents. Contrary to the InAs NW device, the InAs barrier detector exhibit 
significantly lower dark current as well as a stronger temperature 
dependence(Fig 6.8 d,e). There is a three-order magnitude difference of the 
dark current between the InAs barrier detector and InAs NW at 150 K.  

To determine whether the barrier profoundly affects the dark current, we 
further analyze the temperature-dependent I-V curve. As previously 
discussed, the SRH activation energy is Eg/2, and the diffusion activation 
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energy is Eg. However, the activation energy extracted from the Arrhenius 
plot (ln I vs 1/T) for the temperature range 175 – 300 K (Fig 6.9a) is 
approximately 0.043 eV and is significantly lower when compared to the 
previously reported activation energy of the InAs nBn detector.  

 

Figure 6.9 a) InAs barrier device Arrhenius plot to extract the activation 
energy b) Variation of carrier concentration with fermi level position 
indicating the activation energy for degenerate InAs barrier device. 

In our case, the InAs are degenerately doped, indicating that even for InGaAs 
barrier with 50 % Ga will result in a smaller barrier height with just tens of 
meV. (Fig 6.9b). This could be the reason why we observe such small 
activation energy. Furthermore, optical measurements using FTIR, and 1550 
nm laser were attempted on the same single nanowire devices and no spectral 
response and photocurrent was observed for this device geometry. For 
optimum performance of the nBn detector, future investigation on barrier 
height, doping concentration and the device geometry and absorber thickness 
would be beneficial. 
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7 

Conclusion and Outlook 

In conclusion, the thesis work aimed to develop and demonstrate integration 
techniques suitable for realizing monolithically integrated materials and 
devices for use in infrared detection. Demand for smaller pixel elements in 
an infrared detection system requires monolithic integrated pixel elements, 
which could substantially lower the manufacturing cost and be a solution to 
the alignment issue of sub-10 µm pixel elements in the flip-chip approach. 
The integration techniques used in this thesis work are Rapid Melt Growth 
and Template Assisted Selective Epitaxy, which are both Si CMOS-
compatible processes and could be a promising way forward for monolithic 
integrated detector elements. These techniques have previously been studied, 
and our aim with this thesis was to further develop and demonstrate these 
techniques for other material systems (InSb for RMG) and on new substrates 
(W for TASE) suitable for the infrared detection sector. 

This thesis can be divided into two main parts, one dedicated to each 
integration technique of III-V materials – RMG and TASE. Fabrication and 
growth of InSb (Paper I and Paper II) using RMG has demonstrated single 
crystalline InSb-on-insulator on Si. Paper III demonstrates, to best of our 
knowledge, the first monolithically integrated InSb photodetector with a 
responsivity of 0.5 A/W and spectral response with photocurrent onset near 
the bandgap of InSb. The versatility of TASE to grow InAs NWs on metallic 
substrates is demonstrated in Paper IV. The possibility to fabricate a barrier 
detector using the TASE on W approach is also studied in the thesis. Even 
though the thesis covers just two integration techniques and their applications 
in IR photodetectors, some areas could have been explored and studied in 
more detail. Therefore, as a proposal for future research, examples of some 
of these topics for further investigation are given below. 

RMG is a versatile technique that enables large-area integration of III-V 
materials with Si and maybe even other substrates. It would be interesting to 
study how the laser annealing technique could affect length, width, different 
geometrical patterns, and the defects of grown III-V materials on Si or any 
other substrates. Furthermore, since laser annealing can be employed on a 
specific sample area, it would be interesting to explore the possibility of both 
detector and light-emitting diode III-V materials integrated on the same 
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substrate. It would also be interesting to study in more detail if the dielectric 
(bottom and top) thickness affects the lattice rotation observed in the InSb 
crystals. 

Successful integration of InSb photodetector using RMG on Si paved the way 
for further interesting studies in this area. It has been reported that both SiNx 
and SiNx/MgF2 have good transmissivity (above 60 %) around 4.5-5 µm. One 
exciting study will be to use these materials as an antireflection coating to 
improve the detectivity and responsivity of the InSb photodetector. Noise 
present in the detector is an area that was not explored in the thesis, and it 
would be beneficial to include noise measurements of the detector for future 
experiments. These experiments would provide further optimization of the 
detector performance. 

Furthermore, when it comes to research in TASE, many exciting studies are 
possible. Currently, the device measured were single nanowires. If one could 
manipulate the device structure, we could improve and extract more 
performance from the detector. For instance, the device's geometry can be 
tuned to funnel or T shape to provide a larger absorption area. The barrier 
composition and position inside the InAs NW can be varied to study the 
change in dark current levels. Also, given the fact that we see an impact of 
the absorber doping concentration in the detector performance, it could be 
interesting to investigate the electrical and optical properties of nBn device 
based on the absorber doping. Arrays of NWs can also be contacted to extract 
the figure of merits of the nBn detector.  
 
The rapid advances in the III-V semiconductor and the advent of the barrier 
detector have led to a new generation of cost effective and high performing 
IR detectors. Although the integrated materials have a long way to get to the 
state of the art performing IR detectors, I firmly believe and hope that 
monolithically integrated IR detectors will be a game changer and will be an 
important milestone in the generations of the IR detectors to come.
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APPENDIX  

Thermodynamic Modelling of the RMG process 
This section discusses the thermodynamic description of the RMG process 
using macroscopic quantities. The growth of a crystalline material requires 
deviation from the equilibrium. The temperature variation at constant 
pressure between the equilibrium temperature and the controlled temperature 
can be considered as a deviation from the equilibrium state. For liquid solid 
equilibrium the undercooling or supercooling T = Tm -T, where Tm is the 
melting temperature. 

The two phases involved in RMG are liquid and crystalline solid. The driving 
force for the RMG process is the energy difference between the undercooled 
liquid and the crystalline solid. The formation and growth of solid nuclei 
leads to crystal formation. 

If we are taking the thermodynamics of this process into account, assuming 
constant pressure, during the crystallization process the Gibbs free energy 
will decrease. 

                                     ∆𝐺 =  𝐺𝑙 −  𝐺𝑆                                         (I.1) 

 

where G is the driving force, Gl is the Gibbs free energy of the liquid and 
GS is the Gibbs free energy of the solid. Change in Gibbs free energy at 
constant pressure in terms of enthalpy difference (H) and entropy difference 
(S) is given as: 

                                   ∆𝐺 =  ∆𝐻 − 𝑇∆𝑆                                         (I.2) 

H and S in terms of a crystallization process are given by: 

                        ∆𝐻 = 𝐻𝑙 − 𝐻𝑠 = ∆𝐻𝐹 + ∫ ∆𝐶𝑝𝑑𝑇𝑇
𝑇𝑚

                         (I.3) 

                     ∆𝑆 = 𝑆𝑙 − 𝑆𝑠 = ∆𝑆𝐹 + ∫ ∆𝐶𝑃
𝑇

𝑑𝑇𝑇
𝑇𝑚

                             (I.4) 
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HF, SF, and CP are the heat of fusion, entropy of fusion and heat capacity 
at constant pressure

When the material is melted, the system is in equilibrium, i.e., when T= Tm, 
G=0. If we assume that there is no heat capacity difference between the 
liquid and the solid phases then, at equilibrium  

∆𝐻𝐹 = 𝑇𝑚∆𝑆𝐹                                                         (I.5)  

 

When the system is away from equilibrium Gibbs free energy change can be 
written as: 

                         ∆𝐺 =  ∆𝐻𝐹
∆𝑇
𝑇𝑚

                                                                  (I.6)

  

where T is the undercooling. This equation is the Turnbull equation138 for 
solidification, valid when the undercooling is small. 
 
For crystallization to occur, there are two concepts we have to consider: 
driving force for crystallization and atomic motion. The driving force for 
crystallization increases linearly as the undercooling increases whereas the 
atomic motion increases exponentially with temperature. At low 
temperatures, even though the driving force is high, the crystallization rate 
might be very low i.e., the atoms will be frozen to their positions. Therefore, 
in order to understand the crystallization process, it is important to look into 
the classical nucleation theory in addition to the thermodynamic driving 
force.  
 
Classical Nucleation Theory: 
 
Growth of a crystalline layer proceeds by attachment of atoms or molecules 
to the surface. Growth is initiated by some nucleation; small clusters of 
particles form nuclei of the solid. Once a nucleus reaches a critical size it 
stabilizes and the crystal grows. There are two types of nucleation according 
to the classical nucleation theory: Homogeneous nucleation and 
heterogeneous nucleation. 
In homogeneous nucleation, nucleation occurs spontaneously and randomly 
in a homogenous initial phase. In heterogenous nucleation, the nucleus is 
formed at a preferential site (foreign particles, walls of the container or other 
interfaces).  
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Figure I.A Illustration of three possible crystal growth formation: 

homogeneous, heterogeneous and epitaxial growth 

During nucleation, a new phase with an interface at the boundaries to the 
initial phase is formed. If the energy released by forming the volume of the 
new phase is not enough to surpass the cost of creating the new surfaces, 
nucleation will not proceed. A critical size of the nucleus is therefore required 
to realize homogeneous nucleation. When a nucleus is formed, there is 
change in Gibbs free energy (GN). GN has two contributions.21 First, a 
volume of the new phase is formed, assuming that this phase is the more 
stable phase at the current temperature the process liberates energy 
proportional to its volume (GV < 0). Second, an interface between the new 
stable phase and the initial metastable phase must be created, surface which 
typically carry a positive interfacial energy, due to for example dangling 
chemical bonds.  This gives a positive GS term. For a spherically shaped 
nucleus, 
 

∆𝐺𝑁 =  − 4
3

𝜋𝑟3∆𝐺𝑉 + ∆𝐺𝑆                           (I.7) 
 
∆𝐺𝑆 = 4𝜋𝑟2𝛾𝑙𝑠                                              (I.8) 

 
 
 where r is the radius of the nucleus and γls is the liquid-solid interface energy. 
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Figure I.B Illustration of radius dependence on the total free energy change 

corresponding to nucleus formation. 

As shown in the Figure I.B, the total energy GN first increases to a peak 
value at r*, and then decreases with the further increase in r. If growth is 
interrupted while r is smaller than r*, the nucleus tends to shrink to decrease 
the total free energy. But when r is greater than r*, nucleus shrinkage would 
increase the total energy. At this stage the nucleus is stable. r* is the critical 
size of the nucleation and the total energy associated for the formation of this 
nuclei is called the nucleation barrier and is represented by G*. This is the 
energy barrier that the nucleus has to overcome in order to survive as a stable 
nucleus. The number of atoms in this nucleus with r* radius is denoted as n*. 
 
The critical radius r* and nucleation barrier GN is given by: 
 

𝑟∗ =  2𝛾𝑙𝑠
∆𝐺𝑉

                                                 (I.9) 
 
∆𝐺∗ = 16𝜋𝛾𝑙𝑠

3

3∆𝐺𝑉
2                                          (I.10) 

 

The next step is to calculate the nucleation rate. In order to calculate the 
nucleation rate, it is important to find how many nuclei there are in the 
undercooled liquid. The population of nuclei is a function of total free energy 
change or the nuclei size. 
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The two theories widely used to predict the distribution of the solid particles 
in the undercooled liquid are Volmer-Weber theory139 of nucleation and 
Becker and Döring theory of nucleation140 In both the theories, the population 
of particles increases exponentially as the free energy change decreases. We 
use the Becker and Döring theory (widely used) in which the nuclei 
population is predicted as  
 

        𝑍∗ =  𝑁
𝑛∗ ( ∆𝐺∗

3𝜋𝑘𝑇
)

1
2exp (− ∆𝐺∗

𝑘𝑇
)                                  (I.11) 

Where N is the total number of atoms in the system. 

Homogeneous Nucleation Rate: 

The nucleation rate is given by the number of nuclei that have formed and 
are about to start growing in an undercooled liquid per unit time. The 
nucleation rate is the product of number of solid particles, sticking rate and 
available sites for atomic attachment of those particles. The number of 
particles can be calculated from the Becker and Döring theory of nucleation. 
The sticking rate (R) is the rate at which new atoms can attach to the solid 
particles. The number of available sites can be calculated from the product 
of surface area A* of the particle and the area density of the attachment site, 
σ. Therefore, Ihom is given by 

𝐼ℎ𝑜𝑚 = 𝑅𝜎𝐴∗𝑍∗                                    (I.12) 

where R is dependent on temperature by Arrhenius relationship. 

𝑅 = 𝑣0exp (− ∆𝐺′𝑀
𝑘𝑇

)                             (I.13) 

where v0 is the vibration frequency and the G'M is the activation energy for 
an atom to jump across the liquid-solid interface and attach to a new site. 
Combining I.12 with I.11 and I.13 results in: 

𝐼ℎ𝑜𝑚 = 𝑁𝜎𝐴∗𝑣0
𝑛∗ ( ∆𝐺∗

3𝜋𝑘𝑇
)

1
2 exp (− ∆𝐺𝑀

′

𝑘𝑇
) exp (− ∆𝐺∗

𝑘𝑇
)          (I.14) 

 

The temperature dependence of the nucleation rate is dominated by the 
exponential G* term. But when the temperature is low, the activation 
energy will play a more prominent role. 
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Heterogeneous Nucleation and Nucleation Rate: 

Heterogeneous nucleation is treated similarly to homogeneous nucleation 
with the exception that the surface of the nucleus is shared between the solid-
liquid interface and an interface to a third material, thus reducing the 
interface area to the metastable liquid. Therefore, the energy barrier GN

* is 
smaller. In the case of RMG, the possible location for the heterogeneous 
nucleation is from the crucible walls and the seed area.  

 

 

Figure I.C Illustration of solid formed at the interface and the interfacial 
energies associated with it 

Figure (I.C) shows the schematic of heterogeneous nucleation on the crucible 
wall. Here, the particle takes the form of spherical cap with a wetting angle 
(contact angle) θ. The radius of the sphere is r. The three different 
surface/interface energies present during this process are the liquid-solid 
interface energy γls, solid-crucible wall interface energy γsw, and the liquid-
crucible wall interface energy γlw. Using the Youngs relation for absolute 
values of energy tension in balance, 

𝛾𝑙𝑤 = 𝛾𝑠𝑤 + 𝛾𝑙𝑠𝑐𝑜𝑠𝜃                                 (I.15) 

The volume of the spherical cap is given as: 

𝑉𝑠 = 1
3

𝜋𝑟3𝑆(𝜃)                                          (I.16) 

𝑆(𝜃) = 1
4

(2 − 3𝑐𝑜𝑠𝜃 + 𝑐𝑜𝑠3𝜃)                (I.17) 

where S(θ) is a geometrical factor depending on the contact angle. The area 
of the liquid-solid interface and particle-crucible wall interface is given as: 

𝐴𝑙𝑠 = 2𝜋𝑟2(1 − 𝑐𝑜𝑠𝜃)                                    (I.18) 
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𝐴𝑠𝑤 = 𝜋𝑟2𝑠𝑖𝑛2𝜃                                                (I.19) 

The total Gibbs free energy change for the heterogeneous nucleation will be 
the sum of energy which drives the phase transition from liquid to solid, 
creation of new interface with area Als, and change of interface with area Asw 
from liquid-crucible wall interface to the solid-crucible wall interface. 

∆𝐺𝑁 = −𝑉𝑆∆𝐺𝑉 + 𝐴𝑙𝑠𝛾𝑙𝑠 + 𝐴𝑠𝑤(𝛾𝑠𝑤 − 𝛾𝑙𝑤)                     (I.20) 

 

Substituting all the values into Eq. I.20 leads to 

 ∆𝐺𝑁 = − 1
3

𝜋𝑟3(2 − 3𝑐𝑜𝑠𝜃 + 𝑐𝑜𝑠3𝜃)∆𝐺𝑉 + 𝜋𝑟2𝛾𝑙𝑠(2 − 3𝑐𝑜𝑠𝜃 + 𝑐𝑜𝑠3𝜃) 
(I.21) 

∆𝐺𝑁 = (− 4
3

𝜋𝑟3∆𝐺𝑉 + 4𝜋𝑟2𝛾𝑙𝑠)𝑆(𝜃)                            (I.22) 

 

The critical radius is obtained in the same way as for homogeneous 
nucleation: 

𝑟∗ = 2𝛾𝑙𝑠
∆𝐺𝑉

                                                  (I.23) 

And the critical energy for heterogenous nucleation is then given by: 

∆𝐺ℎ𝑒𝑡𝑒𝑟𝑜
∗ = 16𝜋𝛾𝑙𝑠

3

3∆𝐺𝑉
2                                  (I.24) 

 

Heterogeneous nuclei population considering the Becker and Döring 
nucleation theory is given be: 

𝑍ℎ𝑒𝑡𝑒𝑟𝑜
∗ = 𝜎𝐴𝑤

𝑛∗ (∆𝐺ℎ𝑒𝑡𝑒𝑟𝑜
∗

3𝜋𝑘𝑇
)

1
2exp (− ∆𝐺ℎ𝑒𝑡𝑒𝑟𝑜

∗

𝑘𝑇
)                  (I.25) 

Where σAw is the total number of atoms along the crucible wall surface. The 
heterogeneous nucleation rate will be given by the product of sticking rate 
(R), the area density σ, the interface area Als and the nuclei population. 

𝐼𝐻𝑒𝑡𝑒𝑟𝑜 = 𝐴𝑤𝜎2𝐴𝑙𝑠
∗𝑣0

𝑛∗ (∆𝐺ℎ𝑒𝑡𝑒𝑟𝑜
∗

3𝜋𝑘𝑇
)

1
2 exp (− ∆𝐺ℎ𝑒𝑡𝑒𝑟𝑜

∗

𝑘𝑇
) exp (− ∆𝐺𝑀

′

𝑘𝑇
)          (I.26) 
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Growth velocity: 

When a stable nuclei is formed, it will grow with more atoms coming across 
the liquid – solid interface. There are two possible directions for atoms to 
move around: sticking to the solid from the liquid or leaving the solid to 
dissolve in the liquid. Growth happens when the sticking rate is higher than 
the dissolving rate. The energy barrier for an atom to jump from liquid to 
solid is equivalent to the activation energy for the jump process, whereas the 
barrier for an atom to dissolve from solid from the liquid would have an 
additional energy difference Gd. The jump rate141  is defined as: 

𝑅𝑙→𝑠 =  𝑛𝑙𝑎𝑙𝑣𝑙exp (− ∆𝐺′′
𝑀

𝑘𝑇
)                  (I.27) 

𝑅𝑠→𝑙 = 𝑎𝑠𝑣𝑠exp (− ∆𝐺′′
𝑀+∆𝐺𝑁
𝑘𝑇

)              (I.28) 

But, at zero driving force, R l→s=R s→l, 

𝑎𝑠𝑣𝑠 = 𝑛𝑙𝑎𝑙𝑣𝑙 = 𝑣0                                (I.29) 

The net rate RN with which the atoms jump from liquid to attach to a site on 
the solid surface is given by: 

𝑅𝑁 = 𝑅𝑙→𝑠 − 𝑅𝑠→𝑙 = 𝑣𝑜 exp (− ∆𝐺𝑀
′′

𝑘𝑇
) [1 − exp (− ∆𝐺𝑑

𝑘𝑇
)]                   (I.30) 

ΔGd is the difference between the driving force for the phase transition and 
the interface energy cost associated with the growth. In RMG, we assume 
that the growth front is planar and has enough kink sites and ledges at the 
solid-liquid interface to propel new layer formation. The uniform growth 
velocity is defined as the product of net jump rate and the distance gained per 
layer of new atoms. 

𝑈 = 𝑎𝑣0 exp (− ∆𝐺𝑀
′′

𝑘𝑇
) [1 − exp (− ∆𝐺𝑁

𝑘𝑇
)]                  (I.31) 

When the undercooling is small GN is small compared to kT. Therefore, 
the equation can be simplified to 

𝑈 = 𝑎𝑣0
∆𝐺𝑁
𝑘𝑇

exp (− ∆𝐺𝑀
′′

𝑘𝑇
)                                          (I.32) 
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