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Preface

This licentiate thesis is a result of a research project within the national

aeronautics research programme (in swedish: Nationella Flygtekniska

Forskningsprogrammet, NFFP). The financing and the acceptance for
changing the original time schedule to allow a fruitful interaction between this

project and the BRITE/EURAM project ASANCA 1I is gratefully acknowl-
edged. The experimental data used for this thesis was acquired within the

ASANCA 1II project and made available by Saab AB. The permission from
Saab AB and the other ASANCA II partners to use these experimental results

is gratefully acknowledged.

The major objective of this work was to study practical methods for analysis
of low-frequency noise and vibration problems, in particular for turbo-prop
aircraft applications.

The inspiration for this work comes, to a significant part, from Urban Emborg,
Saab AB, and William Halvorsen, Halvorsen Associates. They introduced me
to the field of aircraft noise and vibration characterization and reduction, and
have been of great support during the course of work leading to this thesis. In
addition Mr. Halvorsen converted my version of English into proper American
English (except for Paper A; thanks to Henry Rice for improving this part),
which I highly appreciate.

For the practical arrangement of my post-graduate studies and for the help
with computer resources I thank my supervising professor Goéran Sandberg,
division of Structural Mechanics, Lund University.

Finally I would like to thank my colleagues and friends at Saab AB and the
Division of Structural Mechanics for their inspiration and help during this
work.
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Badground

Aircraft noise control engineering is a challenge both for experimentally based
methods and for numerical analysis methods. Usually noise control installa-
tions are designed based on engineering judgement in combination with
results from in-flight testing, rather than with nummerical methods, due to
the absence of reliable and accurate models.

For turbo-prop aircraft, such as the Saab 340 and Saab 2000, the low-
frequency tonal noise generated by the propellers is a major reason for
passenger discomfort. Two effective methods of reducing this propeller noise
are tuned vibration absorbers/dampers and active noise control. The efficiency
of both of these two methods is, to a great extent, determined by the placement
of the damper/absorber or active actuator (structural exciter or loudspeaker).
Finding appropriate locations for such installations from experiments
requires extensive testing, both in-flight and on ground. If alternative design
methods requiring less, or ideally no, testing could be utilized this would allow
significant cost reduction and the possibility of concurrent design for the noise
control installations.

That is the motivation for this study on methods for aircraft acoustic and
structural vibration analysis.

Background II
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Objective

The objectives of the work presented in this thesis were to:

+ evaluate the U-vector Expansion Method (UEM) using experimental data for
a fully furnished aircraft section.

« use experimental results to “tune” numerical models for acoustic and vibra-
tion analysis

 investigate the possibility of using alternatives to the modal sub-structuring

technique for efficiently solving large acoustic and structural dynamics
numerical models.

Each task is addressed in a separate paper. A common ground for all three
papers is the ground vibration and acoustic tests performed as a part of the
BRITE/EURAM project ASANCA II using a Saab 340 acoustic test section.

The emphasis has been on practical methods for analysis of aircraft acoustics
and vibration analysis. For more detailed theoretical discussions the reader is
referred to the references given in the end of each paper.

Objective Il
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Results summary

In the first paper, “Dynamic modeling of a turbo-prop aircraft using the U-
vector Expansion methods”, it is shown that the U-vector expansion method
can be used to form acoustic and structural dynamics analysis models for the
Saab 340 based on measured frequency response functions at the propeller
blade passage frequency.

The second paper, “Inverse modeling of the dynamic properties of a turbo-prop
aircraft”, describes the use of inverse modeling for low-frequency structural
vibrations. The geometrically very simple finite element model of the fuselage
structure is capable of giving properties reasonably similar to the experimen-
tally derived dynamic properties.

Finally, the third paper, “Evaluation of Solution Methods for Finite Element
Analysis of Vibrations and Acoustics”, points out the possibility of using iter-
ative methods when solving large equation systems resulting from finite
element formulation of acoustic and structural dynamic systems. In partic-
ular, the iterative conjugate gradient method is shown to be more efficient
than direct solvers for large acoustic problems. For the structural dynamics
examples the iterative solver converges only when using pre-conditioning. The
present implementation of the pre-conditioned conjugate gradient solver
cannot compete with the highly optimized direct solvers for structural
dynamics models.

Results summary 1AV
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Dynamic modeling of a turbo-prop aircraft
using the
U-vector Expansion Method

Mats O. Gustasson

Division of Structual Medanics, Lund Univesity, Sweden

ABSTRACT: Dynamic modelingof a furnishedturbo-propaircraftis performedby the useof a recently
introducedechniquecalledthe U-vectorExpansiorMethod(UEM). Transferfunctionsdervedfrom testdata
areusedasinputfor the modelingandtheresultingmodelconsistsof a similar, but significantlylarger, setof
transfer functions to be used for design of noise reducing measures.

1. Intr oduction

Noiseandvibration problemsin turbo-propaircraft
are often characterizedy the high contribution of
tonalcomponentgeneratedby therotatingpropeller
blades.Typically the noiselevel in the passenger
cabinof a turbo-propaircraft, with no specialnoise
reducingmeasuress in therange80-90dB(A), to-
tally dominatedoy the propellerBlade Passagé-re-
gueng (BPF) componentReducingthe tonalnoise
attheBPFnormallyresultsin areductionof thetotal
noiselevel by 5-10 dB(A), bringing the noiselevel
down to a more acceptablevid.

The noise control methodsusedfor this type of
low frequeny noisearetypically tunedvibrationab-
sorberor/andactive noisecontrol.Both of thesewo
methodsequiremodelswith alarge numberof pos-
sible‘sourcepositions’i.ethemountingpointsfor the
tunedvibration absorbenits, or loudspeakr posi-
tionsfor the caseof usingactive noisecontrol. It is
alsodesirableto be ableto predicttheresponseat a
large numberof positions,including the passenger
ear positions.To get the dynamicpropertiesof the
fuselagestructure-cabircavity systemfor this num-
berof driving pointsandresponséocationsrequires
extensve testing, with a high cost associated.

TheU-vectorexpansiormethodmaybeanattrac-
tive way to reducethe amountof testingto be per-
formed,or to extendthetestdatabaseto getamodel
with more ‘driving points’ thanactuallyusedin the
test.

2. The U-vector expansion method

The U-vector expansion method (UEM) [1,2,3] is
basedn measuredransferfunctiondataandis used
to modeldynamicsystemsThe methodwasdevel-

opedasaresultof poorperformancef Experimental
Modal Analysis(EMA) for hearily dampedsystems
in frequeng rangeswith fairly high modaldensity
typical propertiedor vibro-acoustigroblemsn tur-
bo-prop aircraft.

UEM is essentiallypasedntheconcepbf singu-
lar valuedecompositiof atransferffunctionmatrix,
andmay be seenasa naturalstepaftertheintroduc-
tion of principalcomponenanalysisandthecomple
modalindicatorfunction. Both principal component
analysisand the complex modalindicator function
are,aswell asUEM, basedntheconcepbf singular
value decomposition of a matrix [4]

Fromamathematicapoint of view UEM is noth-
ing but a methodto re-constructa symmetric,rank
deficientmatrix, from a setof vectorsspanningthe
total vectorspaceof the matrix. Therankdeficieny
makesit possibleto usea sub-seof a matrix to find
asetof spacevectorsspanninghespaceof thecom-
pletematrix. Thisis thecentralpartof theUEM. The
symmetrypropertyof a matrix meanghatthe same
spacevectorscanbeusedto spanboththerow space
of thematrixandthecolumnspaceof thematrix. This
is thesecondkey characteristionwhichthe UEM is
founded.

By usingthe concepiof singularvaluedecompo-
sitionasymmetricmatrix, A, maybedecomposeth

A = UsUT [eq. 1]

U: is a matrix with orthogonal columregtors
S is a diagonal matrix

[*] T denotes the ‘ordinary’ transpose of a matrix
(simply interchanging mes and columns).

Dynamic modeling of a turbo-prop aircraft using the U-vector Expansion Method
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Thecolumnvectorsin U arecalledtheU-vectorsand
thediagonaklementsn sarethesingularvaluesof A.

The numberof non-zerosingularvaluesin s is
eguvalentto the rank of A andconsequentlyf A is
rankdeficientonly someof the U-vectorsarerequired
to generate the complete matAx

Consideiif only someof thecolumnsin the matrix
A areavailable.Thispartof A is denotedA. If thenum-
berof columnsn A is equalto, or higher thantherank
of the completematrix A it possiblethatthe columns
of A spanthecolumnspaceof thecompletematrix A.
The more columnsin A, comparedo the rank of A,
the more lilely this situation becomes.

If the U-vectorsof A spanthe samecolumnspace
astheU-vectorsof thecompletematrixA, it ispossible
tore-constructhecompletematrix A usingtheU-vec-
torsof A. A similarrelationas[Eq. 1] canbeformed,
but sincenow we do notnecessarilyhave the sameU-
vectorsaswould be found from the completematrix
A, ageneralmatrix %, hasto be usedin placeof the
diagonal matris.

A= UA)UA)" [eq. 2]
The matrixZ can be determined by usifg
A= UA):TA)" [eq. 3]

with U(A) beinga submatrix of U(A) with theentities
to getthecolumnsof A. Thematrix X is typically non-
diagonal but symmetricto ensureghe symmetryof A.
Relatingthemathematicatlescriptionabove to the
caseof modelingdynamicsystemsthematrix A could
be a transferfunction matrix H(f) at a particularfre-
queng f. The entitiesin the transferfunction matrix
H;j (f) givestheresponset locationi for a unit input
atj By usingcomple notationboththeamplitudeand
phasa)f therelatlonbetweennputandresponseéout-
put) is gven byH;; (f)
The symmetry reqw rement for the complete matrix
H(f) is equivalentto assumingeciprocityfor the dy-
namicsystem.This meanghatinterchanginglriving
pointandresponsgointwould give thesamerelation
betweerexcitationandresponsei.ethetransferfunc-
tionsH;;(f) andHj; (f) are identical.
Theassumptlom)farank deficientnatrixis, for the
caseof transferfunctionmatricesyelatedto thenum-
ber of modesactive at the frequeng of interest.For
the dynamicsystemsconsiderecherethe modalden-
sityishighand,consequentlyseveralsignificantprin-
cipalresponseomponents{U-vectors)mustbeused
to getaccuratenodels.Thisimpliesthatseveraldriv-
ing points hsae to be used in the test.

3. Test Description

Thetestcasausedo evaluateheperformancef UEM
is to modelthe dynamicbehaior of aturbo-propair-
craft. Transferfunctionmeasurementna2.5mlong
AcousticTestSectionof the Saab340areusedasthe
input data for the UEM.

N o ' o o
— o0} (o} ™M —
S ™ ™ ™ ™
< < g g g
n n n n n

Figure 1. The Saab 340 Acoustic st Section.

In the test 140 accelerometerand 105 microphones
wereusedto registerthe acceleratiomesponsef the
structure(Figurel,2) andtheacoustiaesponsén the
cabincavity (Figure3). Thelocationsareidentifiedby
the cross-section name (‘STA’ in figure 1) and the
cross-sectional position (figure 2,3).

R1 L1 |2
R2
R3 3 14

R7 L8
R8 L9
R9
R10 L11
R11 L12
R12 L13

R14
LOOKING AFT

Figure 2: Positions used dér vibration measure-
ments and structural exciters.

What makesthis testquite uniqueis the high number
of excitation positionsused:108 structuralexcitation
locations and 65 acoustig@tation positions.

A2 Dynamic modeling of a turbo-prop aircraft using the U-vector Expansion Method



For the structuralexcitation electro-dynamidnertia
shakers were used, and for the acoustic excitation
small loudspeadrs were used.

A |B C D E

LOOKING AFT

Figure 3: Positions used ér acoustic pressue
measurements and loudspeadrs.

4. Transfer function data

In orderto getreliablemodelswith the U-VectorEx-
pansion Method it is essential to remember the as-
sumption of a:

* Rank deficient
and

e Symmetric

transfer function matrix.

Working with testdata,and quantitiesderived from
testdata,onehasto acceptsomedeviationsfrom the
two assumptionabovein theoriginaldata.lt is, how-
ever essentiato force the transferfunction matrix to
be symmetric before applying UEM.
Forcingsymmetryis equvalentto eliminatingfac-
torsthatcausenon-reciprocatiata.ln thecurrentdata
settheresponseneasuremenigeretakennotexactly
at the point of the excitation but at a distanceof ap-
proximately 5cm from the excitation point for the
structural locations and at about 10 cm from the
‘source centre’ for the loudspeaker excitation. This
could not be avoided due to installationrestrictions
(i.e the sizeof the exciter/loudspeadr andthe actua-
tors).lt is believedthatthis misalignments morese-
rious in somepositionsthanothers,in particularfor
the structure explaining the differencein reciprocity
characteristics.
Anotherreasorfor thein somecasegoorreciprocity

Mats Gustavsson. LicentiateThesis, Paper A.

is thefactthattheresponsdevel differs significantly
for thetwo typesof excitation (structuralvs. acousti-
cal). For the structural excitation the structural re-
sponservasabouto.05m/s2 andtheacoustiaesponse
wasabout20 mPa. For the caseof acousticexcitation
theresponséevelswereabout0.02m/s? and500mPa
respectively. With this quite large difference in re-
sponsdevelsit is likely thatnon-linearityeffectsare
influencingtheresultsIn particulartheattachmenof
theinteriortrim panelis asourceof non-lineabeha-
ior.

To estimatethevalidity of thereciprocityassump-
tion aspatialcorrelationcoeficient, sac, for two vec-
torsu andv is used.

[eq. 4]

e = uv
leell[[o]

Table 1 give the average correlation for structural/
structuralacoustic/acoustiandstructure/acoustior
visaversadegreeof freedom(dof’s)atthefrequengy
line of most interest (82 Hz).

Table 1: Recipiocity correlation

Driving point/ Response point| sac
Structure/Structure 0.87
Acoustic/Acoustic 0.90
Structure/Acoustic 0.64

(and vice ersa)

The propellerBlade Passagd-requenyg of the Saab
340is 82Hz. Thatis thereasorwhy thework present-
ed in this paper is focused on 82 Hz.

In principle UEM canbe appliedto combinedvi-
bration/acoustidata,but with the quite low correla-
tionfor thestructural/acoustireciprocityfoundin the
currentdataset, separatenodelswill be derived for
the structure and the acoustics respebti

5. Test data Peparation

A first step,beforetheUEM is applied,isto ‘prepare’
thetransferfunctionmatrix to obey thesymmetryre-
quirement. Several methods may be used to force
symmetry Probablythesimplestmethodis to usethe
average oH;; (f) andH;; (f). In matrix notation

H(f)yym= (H)+H(f))/2 [eq. 5]

However amethodbasedn responseankreduction
might be a betterchoice.To fulfill theassumptiorof
arankdeficientandsymmetrictransferfunction ma-
trix we mayusesomeof theU-vectorsof [H(f) H T (f)]
and let

Dynamic modeling of a turbo-prop aircraft using the U-vector Expansion Method A3
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H(f)sym= UsV [eq. 6]

avg

U: s the U-matrix of [HH']

s is a diagonal matrix with selectedset of the
singular \alues of [HH]

V. is the aerage of the part of related to the H
and H respectiely

Leuridanetal. [5] describea similar methodto force
reciprocityof transferfunctions,althoughtheir meth-
od usesdatafor a frequeng bandratherthanspatial
data.

Therankdeficieny requirementloesnot have to
behandledseparatelybut will bea naturalpartof the
UEM.

6. Transfer function matrix expansion

With asmary as108structuraland65acousticatlriv-
ing pointsavailablein thetestdatasettheperformance
of the UEM canbe evaluatedstartingwith different
sub-sets of the complete test data. In this case the
transferfunctionsdervedwith amodel,basedntyp-
ical testdata,canbe comparedwvith the actual(mea-
sured) transfer functions.

Datafor 30frequeng linesis availablebut, again,
themajorinterestis to derve modelsvalid atthefun-
damentaBladePassagé&requeng (BPF)of theSaab
340, which is 82 Hz.

7. Results

Startingwith atransferfunctionmatrix containingall
structural responses and all but one of the driving
points(i.e usingdatafor 107of the108driving points)
the ‘missing’ transfer function is derived by UEM.
Comparingthis resultto the actual(measuredjrans-
fer functiongive anestimateof how well unmeasured
transferfunctionscan be modeledwith the existing
dataFigure4,5shav two comparisonbetweemmea-
suredandUEM-modeledtransferfunctionsat 82 Hz
using 25% of the U-ectors for the UEM.

A4

Real Rart

Imaginary Rt

| | | | | |
0 20 40 60 80 100 120 140

Measured

Figure 4: Structural transfer function r esponse.
Excitation at STA 363 pos. R10.

I I I I I I
20 40 60 80 100 120 140

0.1

Imaginary Rrt

1
o
o
a

|
o©
[

I I I I I I
20 40 60 80 100 120 140

Measured

Figure 5: Structural transfer function r esponse.
Excitation at STA 339 pos. R12.

Figure 6,7 shav a ‘snap-shot’of the measurecand
UEM derived structural response respeely.

Dynamic modeling of a turbo-prop aircraft using the U-vector Expansion Method



DP: 363 RO Mesured
Figure 6: Measured transfer function response.
Excitation at STA 363 pos. R10.

DP: 363 R10 'One out’ 5% of the U-vectors used
Figure 7: UEM transfer function r esponse.
Excitation at STA 363 pos. R10.

Theresultin Figure4-7is for the caseof using26 of
the 107 available U-vectors (25%) for the UEM,
which is equivalentto assuminga transferfunction
matrix with rank 26. The averageof the correlation
coeficient, definedby [eq. 4], for the measuredind
modeled transfer function is 0.82.

Theeffectof usingdifferentportionsof theU-vec-
tors is gven by table 2.

Table 2: Correlation for the structural model
(107 of 108 drving points used).

U-vectors 10% | 25% | 50% | 100%

Correlation 0.77 | 0.82 | 0.78 | 0.69

Mats Gustavsson. LicentiateThesis, Paper A.

For this particularsetof datait appeardo be optimal
to use about 25% of the 107 \detors.

For the acousticdata similar calculationswere
made In this casetherearedatafor 65 driving points
(loudspeakr locations),and using the sameportion
of the U-vectors(25% 50% and100%)is equialent
tousing16,32and64 U-vectors.Theresultsin figure
8,9 are for the case of using 25% of theedtors.

2

Real Rrt

| | | | | | | | | |
0 10 20 30 40 50 60 70 80 90 100

Imaginary Rrt

| | | | | | | | | |
0 10 20 30 40 50 60 70 80 90 100

—— Measured

Figure 8: Acoustic transfer function response.
Excitation at STA 319 pos. A.

Real Rart

| | | | | | | | | |
0 10 20 30 40 50 60 70 80 90 100

Imaginary Rrt

| | | | | | | | | |
0 10 20 30 40 50 60 70 80 90 100

Measured

Figure 9: Acoustic transfer function response.
Excitation at STA 389 pos. E.

Fromtable3 onegetsthe impressiorthatthe results
for the acousticdataarenot asgoodasfor the struc-
turaldata,but takingacloserlook at Figure8,9thisis
foundto be a consequencef the expectedpoor per-
formance of the UEM for the dting point response.

Dynamic modeling of a turbo-prop aircraft using the U-vector Expansion Method A5
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Table 3: Correlation for the acoustic model
(64 of 65 driving point used).

U-vectors 10% | 25% | 50% | 100%

Correlation 057 | 058 | 0.58 | 0.30

This s typical for expansionmethodsasedon prin-
cipal response vectors (UEM), or modal vectors
(EMA), if thedriving pointresponsés highcompared
to theresponsat otherpointsin the system Exclud-
ing thedriving pointresponseheresultis completely
different (Bble 4).

Table 4: Correlation for the acoustic model
excluding the driving point.

U-vectors 10% | 25% | 50% | 100%

Correlation 0.80 | 0.79 | 0.84 | 0.42

Infigure10,11shavthemeasuredndmodeledrans-
fer functionresponseespectrely for acousticexcita-
tion at SA 319 pos. A.

T LC=1.406 RES=4.1 MSC/PATRAN R-5.1 U-vector MG. 19-Feb-97 16:56:03

|iii;-.‘

Figure 10: Measured transfer function response.
Excitation at STA 319 pos. A.

The correlationbetweenthe measurecand modeled
response is quite good, although the measured re-
sponse close to the dimg point difers.

Figure 11: UEM transfer function r esponse.
Excitation at STA 319 pos. A.

Theresultsaborearefor thecaseof takingaverylarge
partof thedataandusingit to derive amodel.For the
structuralexcitation casel08 of the 140 columnsof

thetransferfunctionmatrix wereavailable,andin the
acousticdata65 of the 105 columnswerepresentA

morerealisticsituationwould be to usedatafor sig-
nificantly fewer driving points; however the number
of driving pointshasto be large enoughto allow for

finding a setof U-vectorsspanningthe spaceof the
complete transfer function matrix to be derived by

UEM.

A 50% reductionof the numberof driving points
would bea significantreductionin testtime, bothfor
the dataacquisitionandfor the installationtime for
structuralexciters/loudspeadrs. To simulatethis sit-
uationonly 50%of thetransferfunctiondataavailable
was usedfor the UEM. Again we can comparethe
UEM resultswith the‘true’ transferfunctionsasthey
were determined by the test.

Forthestructuradataalmosthesameesultsaswhen
usingall but onetransferfunctionwereobtained Ta-
ble 5.).

Table5: Corr elation of the structural modelusing
50% of the transfer functions.

U-vectors 10% | 25% | 50% | 100%

Correlation 0.71 | 0.80 | 0.77 | 0.76

Not only the averagecorrelationbut alsothe individ-
ualresponseappeato by only slightly influencedoy
the quite substantiareductionin input for the UEM
(figure 12,13).

A6 Dynamic modeling of a turbo-prop aircraft using the U-vector Expansion Method
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Figure 12: Structural transfer function r esponse.
Excitation at STA 363 pos. R10.

DP: 363 R10 'Half out’ 50% of the U-vectors used

Figure 13: UEM transfer function r esponse.
Excitation at STA 363 pos. R10.

Also for theacoustiadatano significantperformance
degradatiorof theUEM is foundwhenusingonly half

theexistingtransferfunctionsfor themodeling(Table

6, Figure 14,15).

Table 6: Correlation for the acoustic model
excluding driving point response and
using 50% of the transfer functions.

U-vectors 10% | 25% | 50% | 100%

0.79 | 0.61

Correlation 0.74 | 0.80

Dynamic modeling of a turbo-prop aircraft using the U-vector Expansion Method
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Real Rrt

Imaginary Rurt

Measured

Figure 14: Acoustic transfer function response.
Excitation at STA 319 pos. A.

Thegoodresultfor theUEM using50%o0f thetransfer
functiondataencourageeneto try usingfewer of the
availabletransfeifunctions.Theresultswill, however,
now becomererysensitveto whichtransfeffunctions
(driving points)are usedto modelthe responsef a
certain dving point.

GE PLOT LC=1.408 RES=4.1 MSC/PATRAN R-5.1 U-vector MG. 19-Feb-97 16:57:21

Figure 15: UEM transfer function r esponse.
Excitation at STA 319 pos. A.
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8. Conclusions

The U-vector Expansion Method (UEM) has been
usedto modelthestructuralvibrationsandtheacous-
tic responsef aturbo-propaircraft. Theresultsshov
thatquite accuratanodelsof the structuralvibration
andthe acousticresponseanbe achiezed by UEM.
Almost no degradation in model performance was
foundusing50% of the availabletestdatacompared
to the caseof usingpracticallyall the testdataavail-
able for the modeling.
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Inverse Modeling of the dynamiagperties
of a turbo-pop Alrcraft

Mats Gustavsson

Div. of Structural Mechanics, LTH, Lund University, Lund, Sweden

ABSTRACT

Inverse modeling has been used to define dynamic models of the Saab 340 acoustic
test section. Ground vibration measurements performed in the BRITE/EURAM
project ASANCA II constitute the dynamic properties to be reproduced by the models.
The finite element technique was used with a general objective to define accurate,
but computationally efficient, models rather than geometrically precise models.

In general the derived models represent the dynamic properties accurately in the
frequency region of the Saab 340 blade passage frequency (82-85 Hz). This was the
major purpose of the inverse modeling and the achieved results could be used for
designing active or passive vibration control installations.

The deviations between the measurements and the finite element model responses
are moderately small. To some extent the quality of the measurement data prohibits
perfect correlation. However the simplified mass distribution used for the model is
probably the major reason for the deviations.

Additionally it was found that the derived models not only capture the dynamic
response at the blade passage frequency, but also to some extent the variations with
frequency.

1 Introduction

Dynamic analyses of aircraft structures play a central role in cabin noise and
vibration control. Numerical models based on the Finite Element Method
(FEM) are attractive in the sense that they can be used at early stages of a
product design process, when no measurements can be performed. Later, when
test data becomes available, the models can be updated to better match the
measurement results and subsequently used for evaluation of design modifi-
cations and design optimization.

It is well known that the dynamic properties of an aircraft are significantly
influenced by the installation of interior components. Especially the damping
characteristics are drastically changed. Consequently the numerical models
have to be representative of a furnished aircraft.

Defining finite element models for dynamic analyses of aircraft fuselage
structures is, however, far from trivial. This is indeed the case when furnishing
components and the thermal insulation material are to be included. In the
present paper an inverse modeling approach is used to derive an finite
element model of the Saab 340 turbo-prop aircraft.
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2 Inverse modeling

If the dynamic properties of a large structure are to be determined it may be
both unnecessary and practically impossible to include all details in the
construction. There may also be uncertainties on a local level, when it must
be defined if components are in contact or not; if a connection is to be regarded
as infinitely stiff or as linear or non-linear translation and rotation springs,
etc. Furthermore, in some cases also the constitutive models for the materials
may be difficult to determine. This certainly is the case for the thermal
insulation materials, but even materials that are quite simple to model in a
quasi-static sense may require a more sophisticated material description if a
dynamic model is incorporated. Most important in dynamic analysis is to have
a proper representation of the damping characteristics (i.e the energy losses),
which normally is not a problem for quasi-static analysis. A structure may also
behave quite differently at ‘vibration amplitudes’ compared to the behavior at
larger deformations. A typical example of this are the differences found for a
riveted structure compared to a welded structure with respect to dynamic
properties, while the two structures may behave identically for a static load.
A riveted structure normally shows significantly higher damping as relative
motion between the rivet and the structural members occurs.

Naturally, it is not feasible to model each rivet of an aircraft structure; thus it
makes sense to try to include the effects of the rivets, as a modified material
property. Test results are in that case required to determine the new “material
model”, including not only the material itself, but also accounting for the effect
of the rivets. Raising this approach to a higher level, the complete aircraft
cabin wall may be represented with a single material model. All properties of
the cabin wall can, of course, not be represented by this simplified model, but
this may not be required for the application.

Assume that some global properties of a structure are available from measure-
ments, e.g. the global response for various dynamic excitations. This can be
used to determine material properties for a simplified model of the structure.
Finding these material properties is a typical inverse modeling problem.

2.1 Gradient based parameter search methods

Normally the problem of finding material parameters cannot be solved implic-
itly and some kind of ‘optimization strategy’ has to be used to find material
properties yielding acceptable results. An error function is defined to control
the optimization.

Often inverse problems do not have a unique solution and the error function
may have several local minima in the parameter space.

The most commonly used methods to find optimum parameters, p,, are based
on the error function gradient with respect to the parameters searched for. The
derivatives are numerically evaluated by perturbing the parameters one by
one.
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When all derivatives are available they are used to determine the parameter
update. In [1] the parameter update, 0, is determined by

(3TI+ANS = -3¢ [Eq. 1]
with the Jacobian, /, defined by
J = 08_
apa ) [Eq- 2]

The scalar parameter A is the Levenberg-Marquardt parameter, controlling
the direction and size of the parameter update . I is the identity matrix of
appropriate size.

This approach is very efficient in a parallel computation environment since
the gradients can be evaluated in parallel. If, on the other hand, the deriva-
tives are evaluated sequentially a substantial execution time may be required
prior to each parameter update.

The alternative is to update each parameter based on the error function
derivative with respect to that parameter only. There is certainly a higher risk
associated with using this approach, but the parameters are updated more
frequently.

Gradient search methods, of which one is described above, are best suited for
situations where the error surface is concave. This is unfortunately not typical
for an error function based on vibration shape correlation, with material
stiffness as a parameter. Rather, the error surface may have several local
minima, where the gradient based methods may fail. An illustration of this is
shown in Figure 1, where an error surface with a local minimum (indicated
with a red circle) is present. If the initial parameter settings are within that
circle, gradient methods are likely to be trapped in the area of the local
minimum and consequently the global minima will not be found.
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Figure 1: Error surface with a local minima.
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2.2 Simulated annealing

For optimization problems with several local minima a concept called ‘simu-
lated annealing’ is sometimes used. With simulated annealing the parameters
are initially given large perturbations, i.e the search on the error surface is
made with large steps, while at the end of the annealing the steps are small
and the aim is to converge to the nearest local minimum.

Trial perturbation = m = =g
Parameter update -

Figure 2: Escapefromalocal minimum by usinglargeparameter perturbations in
‘simulated annealing’.

The term ‘annealing’ comes from the similarities with an annealing process,
where in the beginning the material is very ‘active’ and erupting, but as the
temperature decreases the material finally comes to rest. It is common, using
simulated annealing, to have a similar decreasing ‘temperature’ variable to
control the magnitude of the parameter perturbations.

2.3 Selected parameter search method

A non-concave error surface, with several local minima, is expected in the
current application, and with the arguments given above a parameter search
method based on simulated annealing was adopted.

An iteration step is taken by modifying one parameter at a time and evaluat-
ing the error function prior to and after the modification of this, active,
parameter. If the value of the error function [Eq. 13] is reduced (i.e., the new
parameter setting is better than the current) the active parameter is updated
and the increment factor for the active parameter is kept. If, on the other hand,
the value of the error function is increased it is likely the search step was
performed in the wrong direction, and the update should be to the other side
of the current value for the active parameter.
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The ‘temperature’ used for decreasing the parameter modification factor is
individual for each parameter and is reduced each time the direction of search
is changed. The factors used to determine the parameter steps, {, are given by

Lo (k+1)= T (k) e((k+1)>¢(k))

(o(k+1)= (k) e((k+1)=<e(k))

<1 . [Eq. 3]

Figure 3 illustrates the case of a trial parameter step improving the correla-
tion (upper) and the case when the search direction is changed (lower).

Pa  Pala Palq
trial step

Figure 3. The parameter seach method br the one dimensional case.
Upper: The first step is taken in the ‘right’ dir ection.
Lower: The first step is taken in the ‘wrong’ direction

This means that if the search is performed in a direction giving an increased
value for the error function the update is to a value on the other side of the
initial value of the design variable. The step-size is shortened each time the
search direction is changed, ensuring convergence.
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3 Application example

The Saab 340 acoustic test section (Figure 4) was selected as an application
example.

Figure 4: The Saab 340 acoustic test section.

In the BRITE/EURAM project, ASANCA II, a very extensive ground vibration
test, involving the Saab 340 acoustic test section, was performed [2]. A large
database of test results, suitable for inverse modeling, is available from these
tests [3].

It is also interesting to compare the results from inverse modeling with
modeling results obtained in the ASANCA II project, where ‘U-vector Expan-
sion modeling’ (UEM) and finite element modeling of the Saab 340 acoustic
test section was performed [4], [5].

3.1 Test data preparation

The fuselage vibrations in the radial direction is available for 140 locations on
the outside of the skin. Structural excitation, by means of attached electro-
dynamic inertia shakers, was applied at 108 of these locations. Sinusoidal
excitation signals at 30 frequencies in the region 60-130 Hz were used. The
primary interest was to determine the dynamic properties at the Saab 340
Blade Passage Frequency (BPF) which is 82 Hz at normal flight conditions.
Consequently the inverse modeling was based on the 82.0 Hz responses, but
some results for other frequencies will also be presented here.
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3.2 Finite element model (general)
The basic idea was to define a geometrically very simple model of the fuselage,
one not representing structural components individually.

Simply looking at the Saab 340 structure it is easy to realize that the structure
has to be divided into at least three parts:

cabin wall above floor level (yellow in Figure 5)
cabin floor (red in Figure 5)
« cabin wall below floor level (blue in Figure 5)

Initially this was thought to be only a preliminary approximation, but as can
be seen later in this report, it appears that a model with only three different
materials, each assigned to one of the regions defined above, is capable of
representing the measured dynamic properties of the fuselage section fairly
well.

././
/../—

\l'\ ’

2
.

Figure 5: The finite element model with the thee regions identified by color

It is obvious that the material model to be used for the conglomerate of
fuselage skin, frames, stringers, interior panels and thermal insulation has to
be quite general.

The elements used are modified 8-node solid elements. This selection of
elements is motivated in section 3.4, where the element is described.

The complete finite element model consists of 720 elements and 4512 degrees
of freedom (Fiigure 5).
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3.3 Material properties

It was assumed that different material properties would be necessary for the
fuselage structure above and below the floor level respectively, and for the
floor. With the arguments given above, orthotropic material models are as-
sumed for the three parts of the model. The principal directions, required for
an orthotropic material, are defined by Figure 6.

Fuselage: r, t, z
Floor: x,y, z

Figure 6: Definition of dir ections.
Fuselage: Radial (r), Bngential (t) and Longitudinal (z).
Floor: Horizontal (x), Vertical (y) and Longitudinal (z).

In order to write the constitutive equations for all three materials in the same
form, three general directions, called ‘1’, ‘2’ and ‘3’, are introduced according
to table 1.

TABLE 1. Material dir ection definitions.

Model part dir ection ‘1’ dir ection ‘2’ direction ‘3’
Fuselage Radial (r) Tangential (t) | Longitudinal (z)
floor Horizontal (x) Vertical (y) Longitudinal (z)

A central property of the present modeling is the demarcation to a very limited
frequency range. This simplifies the selection of material model since the
frequency dependencies of the material properties are not required. A further
simplification is introduced by the use of a stiffness proportional damping.
Although this seems to be a very crude way of handling the damping proper-
ties, it can be shown (e.g., [6]) that stiffness proportional damping is equivalent
to more advanced damping models like the ones based on Augmenting Ther-
modynamic Fields [7].
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The constitutive relation may be written in matrix form

011 D11 D15 D3 €11
Opp|  |D21 P2y Da3 €20
O33 _ |D31 D32 D33 €33 Eq. 4]
01 D4 €12
013 Dsg €13
%23 | Deg| [£23

where the D;; are the complex valued material properties to be found with the
inverse modeling technique. Orthotropic symmetry is assumed (D;=D;;).
Each term D;; may be written

Oe :

where Di[-] ® is the elastic part and ¢;; determines the individual damping
related to each component of the stress-strain relation. As a first approxima-
tion all §;; are given the same value, but this approximation may be reconsid-
ered if the results of the inverse modeling are not sufficient. However, without
this assumption 18 material constants would be required for each material
instead of 10.

3.4 Element selection

A very simple, and consequently numerically efficient, element was desired.
However, the element formulation should give acceptable results for the type
of deformation found in tests with bending dominant behavior of the fuselage
structure.

After some literature review an ‘enhanced strain formulation’ 8-node solid
element [8] was selected. It may seem to be an awkward selection, using
geometrically linear solid elements for a curved rather thin structure with a
dominant bending behavior. However, the additional deformation modes,
introduced with the ‘enhanced strain formulation’, means that the element
works sufficiently well in bending [9].

The results of the inverse modeling will show if the element selection is
suitable to model the present structure.

During the test the fuselage structure was supported by six soft, inflated, tire-
tubes. These supports are simulated with 3-axial springs. The stiffnesses of
the springs are assumed equal for all three directions (and the six individual
supports) and this stiffness is a separate parameter in the inverse modeling.
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3.5 Dynamic equilibrium

With the material model selected in section 3.3 we can write the dynamic
equilibrium equation in a very simple form

MX(t) + Kx(t) = f(t) . [Eq. 6]

For a harmonic excitation, given by

t

£(t, w)= Fe'® [Eq. 7]

where F is a (possibly complex-valued) constant, the steady-state response,
provided the system is linear, is given by

t

x()= x(f(t, )= Xe'® [Eq. 8]

where X is a complex-valued constant. Using this expression for x(¢) and
evaluating the time derivatives of x(¢), [Eq. 6] can be written

(- w?M + K)Xe' @'= Fe'® [Eq. 9]
The frequency response functions for a system at frequency w are defined by
Hij(w) = xi/fj: Xi/Fj [Eq. 10]

where x; is the response at dof'i for a force f; at dofj. By simply applying a unit
force at each driving point used in the test, {he model estimate of the frequency
response functions H;; are found as the relation X;/F; from [Eq. 10].

3.6 Error function

The error function selected is the correlation between measured response, X;,
and the model response, X,, for a particular excitation. Two quantities are
defined to determine the correlation; the vibration shape and the phase
correlation, A, defined by

H
= M [Eq. 11]
Xd1X4]
and the average response level correlation, A, defined by
~ mln(|Xt|, |Xa[) Fq. 12]
max([X[, [X;)) 4

The first parameter (M) is somewhat similar to the ordinary coherence function
for two vectors. For real-valued vectors, A will become the square root of the
coherence function. The reason for not using the ordinary coherence function
is that it is not influenced by phase rotations and will consequently not be a
good correlation indicator for the complex-valued response vectors to be
compared in the present application.
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Deviations in vibration shape and phase are considered to be more severe than
deviation in response amplitude. This is encountered by giving A a higher
influence on the error function than the amplitude correlation (A).

e= (1-A"aY" K>1 [Eq. 13]

In present application k=2 is used.

3.7 Initial parameter settings
The 31 parameters to be found are numbered 1-31 according to TABLE 2.

TABLE 2. Parameter identification. Parametersbelongingto material 2 and 3 givenin parenthesis.

Parameter 1 2 (3,4) 5-10 (14-19, 23-28) 11-13 (20-22, 29-31
. Support | Damping (&)
Variable Spfi%gs piis Dji i=1:6 Djj, i=1,2,3j=1,2,3 i%j

The selection of starting values was based on a few trial and error test, trying
to get somewhat close in response level. TABLE 3 gives the starting value for
the material properties.

TABLE 3. Initial material parameters

Dampin
Fuselage K:K?lﬁzg Dii,iz1,2,3 | Dii,i=4,5 6 | Dij,i=1,2,3j=1,2,3
Top 0.5 100 MPa 50 MPa 5 MPa
Bottom 0.5 100 MPa 50 MPa 5 MPa
Floor 0.5 100 MPa 50 MPa 5 MPa

For the support springs, simulating the inflated tire-tubes on which the
fuselage section was placed during the test, the initial stiffness was set to
1¥10° N/m.

The scaling factors to be used for the parameter update should be sufficiently
large to scan a large area of the error surface, although small enough to permit
convergence in reasonable time.

Some trial runs were performed to investigate the influence of the different
parameters, leading to the initial scaling factor selection given in TABLE 4.

TABLE 4. Initial scaling factors.

Parameter 1 2-5, 7-31 6*
Scaling factor 10 5 2

* (Dy for fuselage section above floor level)
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3.8 Parameter search strategy and perturbations

Not surprisingly, some parameters are more important than others. This is,
for example, the reason for the lower scaling factor selected for parameter 6
(TABLE 4). Further, it appears wise to start by finding reasonable values for
the parameters having the largest influence on the results and then continu-
ing the search involving all parameters.

Three parameters (D;,D;, and the damping for the fuselage section above the
floor level) were identified as the most important parameters. Five iterations
were performed initially involving only these three parameters.

In all simulations the convergence factor, 4, was 0.5 (see [Eq. 3]).
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4 Inverse modeling results

4.1 Results presentation

The inverse modeling is based on the frequency response functions measured
at the Blade Passage Frequency (82.0 Hz). For each modeling case, using
different parts of the available experimental data, the following checks were
used:

« Convergence history for error function, shape / phase correlation and
amplitude correlation

« Obtained material parameters

« Individual correlation for the 112 columns in the frequency response func-
tion matrix (shape/phase and amplitude)

« Response shape comparison for one driving point (point id: ‘363R10’)

In addition frequency sweep results for the measurement range 60-130 Hz are
used for:

« Average correlation for all 112 frequency response function columns at each
frequency

» Driving point receptance (displacement | force) for driving point id: ‘363R10’

The response shape comparisons are made using a model defined by the
measurement response locations. For this the finite element analysis results
are transformed to pure radial vibrations at the vibration measurement
locations.

In addition, the responses of the complete finite element models are visualized
in Appendix A.
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4,2 Case 1: Using all 112 columns of the frequency response
function matrix.

The five initial iterations, involving only three parameters, brings the results
to the dashed line in Figure 7. Subsequent iterations, now involving all 31
parameters, mainly improve the correlation in response shape and phase.
After approximately 200 iteration the solution has essentially converged. An
average correlation in vibration shape/phase of 0.86, and an amplitude corre-
lation of 0.75 was achieved after the 325 iterations.

—— A (Shape/Phase correlation)
A (level correlation) .
— error function (1—)\2 AV 2)

-

|
I
|
| all 31 parameters
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|
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5‘0 1(50 1%0 2(1')0 zéo 3(50
Figure 7: Convergence history (all 112 columns).

The correlation for each of the 112 frequency response function columns, each
related to a specific driving point (except the four excitation points used twice),
is illustrated in Figure 8.
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Figure 8: Correlation for individual fr equency esponse function columns.

Inverse Modeling of the dynamic properties of a turbo-prop Aircraft Bl14



Mats Gustavsson. Licentiate Thesis, Paper B.

A separation of vibration shape correlation and vibration phase correlation is
of interest in some cases. When using models to design Active Noise and
Vibration Control, ANVC, a systematic phase difference can be compensated
for by the phase of the actuator driving signals. However, only some of the
columns (driving points) show identifiable difference between the pure shape
correlation and the shape/phase correlation (Figure 8).

The material parameters found at the end of the parameter search are given
in Table 5.

TABLE 5. Material parameters

Material

Parameter | o Ctoor | 9| Belowfioo

Damping 0.129 3.9312 0.0109
Dy, 676 MPa 399 MPa 1.67 GPa
Dy, 317 MPa 2336 GPa 2.18 GPa
D33 5.59 GPa | 9.8*10° GPa | 9.8%10° GPa
Dy 59.6 MPa 618 MPa 836 MPa
Dcg 4.95 MPa 9.04 MPa 250 MPa
Des 226 MPa 2.80 GPa 12.2 MPa
Dy, 5.53 MPa 2.24 MPa 5.35 kPa
D13 7.48 MPa 0.018 MPa 21.5 MPa
Dys 0.366 MPa | 0.200 MPa 279 MPa

Some of the values in Table 5 are quite unrealistic, given the actual materials
and dimensions of the fuselage relative to the dimensions of the assumed
dimensions of the model. This is a result of coupling between the influence of
different D-matrix settings. Basically a modification of one term in the D-
matrix can be compensated for by changes of other terms in the D-matrix. In
mathematical terms the system is under-determined.

In most situations it may be possible to specify some of the D-matrix param-
eters, or at least a range for them. This will make the inverse problem easier
and will lead to more realistic material parameters. However, the models
derived from under-determined inverse modeling may still be accurate and of
great practical use even though the material parameters are not realistic.

B15
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4.2.1 Vibration shape correlation

Averaged correlation values are suitable for error functions and for comparing
different modeling methods. However, deformation shapes are required to get
a real impression of the actual correlation between measured and computed
responses. A typical example of this is showed below (Figure 9). The selection
of excitation point was made based on previous work using the U-vector

Figure 9: Frequency esponse function esponsedr excitation at point id:
‘363R10’ (82.0 Hz).
Left: Measured, Right: The finite element model.
Upper: Real part, Lower: Imaginary part (f orce: 1+0i).

The deformation correlation for the response in Figure 9 is slightly higher
than the average correlation (0.908 vs. 0.86), although 19 of the columns are
showing even higher correlation. Concerning the level correlation, 34 of the
columns are better than the one selected for Figure 9.

4.2.2 Frequency band results

Although the major interest is focused on 82 Hz (the Saab 340 Blade Passage
Frequency), some comparisons of the frequency response functions at other
frequencies are interesting. A frequency sweep was performed, using the finite
element model with the material constants determined at 82.0 Hz, over the
measurement frequency range 60-132Hz (Figure 10).
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Figure 10: Correlation over the frequency range 60-130 Hz.

The correlation over the frequency range (60-132Hz) is quite good, although a
degradation with increasing frequency is apparent.

Another interesting comparison is the driving point response over the frequen-
cy range. Again the driving point called ‘363R10’ is used to show an example
of how the driving point receptance (displacement over force) varies with
frequency (Figure 11).
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Figure 11:Driving point receptance dér point id: ‘363R10'.

Also this comparison indicate interesting model properties, giving good result
over the whole frequency range 60-130 Hz.
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4.3 Case II: Using 12 of the columns of the frequency response
function matrix.

For this inverse modeling, only small sub-sets of the data were used, giving a
more representative simulation of a practical situation where only a few
driving points are used (and possibly fewer response locations). The same
initial values, scaling factors and the initial run involving only a few param-
eters was used.

4.3.1 Selection of test data

A random selection of 12 driving points to be included was made (simply every
tenth column in the frequency response function matrix).

4.3.2 Results

The convergence is similar to that for the case using all (82.0 Hz) test data,

although this time only the 12 selected columns were involved in the correla-
tion.
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Figure 12: Convergence history (br the selected 12 columns).

A natural effect of disregarding some of the test data would be similar or better
results for the part of the data included in the inverse modeling, while the
correlation between measured and model-derived frequency response func-
tions not included in the inverse modeling should decline. Surprisingly this
effect was very small, which can be seen in Figure 13, where the correlation
for all the 112 driving points (columns) are shown. Actually the average
correlation in shape/phase for the 12 frequency response function columns
used for the inverse modeling is only about 2% better than for the 100 columns
not used (0.86 vs. 0.84). For the amplitude correlation the difference is also
only marginal (0.77 vs. 0.76).
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Figure 13: Correlation for individual fr equency esponse function columns.

The material parameters after 325 iterations (TABLE 6) are almost completely
different from the values given by the inverse modeling involving data for all
driving points (TABLE 5).This confirms the expected under-determined struc-
ture of the inverse modeling problem.

TABLE 6. Material parameters (12 driving points)

Material

Parameter pioCloor | 9 | Beiow oo

Damping Z 0.161 1.367 0.409
Dy 9.17 MPa 1.24 GPa 38.5 MPa
Do, 376 MPa 0.654 MPa 56.1 MPa
D3 1.67 GPa 1.67 GPa 25.3 GPa
D4 29.7 MPa 5.11 GPa 4.95 MPa
Dss 4.25 MPa 1.09 MPa 35.2 MPa
Dse 263 MPa 22.4 MPa 74.8 MPa
D15 5.53 MPa 1.6 kPa 5.53 MPa
D3 7.48 MPa 33.8 MPa 2.24 MPa
Dos 122 MPa | 2.24 MPa 3.02 MPa
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4.3.3 Vibration shape correlation

The response for the previously used driving point ‘363R10’ is shown in
Figure 14. This is one of the driving points assumed not included in the test
data. The correlation for this driving point is 0.85 for shape/phase and 0.81 for
the response amplitude.

Figure 14:Frequency esponse function esponsedr excitation at point id:
‘363R10’ (82.0 Hz).
Left: Measured, Right: The finite element model.
Upper: Real part, Lower: Imaginary part (f orce: 1+0i).

The lower correlation, compared to the Case I results, can be seen in the area
of the driving point, but in general the measured vibration shape agrees quite
well with the finite element model results.
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4.3.4 Frequency band results

Despite the large differences in material properties compared to the Case I
results, the correlation over the 60-130 frequency range is very similar
(Figure 15).
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Figure 15: Corr elation over the frequency range 60-130 Hz.

The driving point receptance (for driving point id: ‘363R10’), however, is not
as good as the result for Case I (Figure 16).
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Figure 16: Driving point receptance dér point id: ‘363R10'.

The major difference is in the magnitude of the receptance, while the frequen-
cy dependence is rather similar.
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4.4 Case III: Using 12 of the columns of the frequency response
function matrix.

Inspired by the results when using data for 12 driving points, a simulation

using even fewer driving points (6) was performed.

4.4.1 Selection of test data
One driving point was selected on each of the five test section fuselage frames.

Further, the driving points were spread out over the circumference of the
fuselage, aiming to excite different vibration shapes of the structure.

4.4.2 Results

Again no major differences are found for the convergence history compared to
the case of using data for all driving points in the inverse modeling (Figure 17).
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Figure 17: Convergence history (br the 6 selected columns).

The slightly lower correlation than for the two previous cases may indicate
that the measurement data for the six selected driving points are less accurate
than average, or that the responses for these driving points are more difficult
to model than the response for most other driving points.

Also, the correlation for the 106 columns not included in the present inverse
modeling is lower (shape: 0.80 vs. 0.86, amplitude: 0.70 vs. 0.77). The individ-
ual correlations are shown in Figure 18, and in this figure it can be seen that
there is a difference, although small, between the shape correlation and the
combined shape/phase correlation.
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Figure 18: Corr elation for individual fr equency esponse function columns.

The resulting material parameters after the 325 iterations are somewhat
similar to the results for Case II (using 12 columns), although some significant
differences can be found (TABLE 7).

TABLE 7. Material parameters (6 driving points)

Material

Parameter o Cloor | T | Beiow oo

Damping ¢ 0.150 0.192 0.250
D1 13.4 MPa 1.67 GPa 18.1 MPa
D>, 385 MPa 0.358 MPa 41.5 MPa
D33 3.06 GPa 0.654 MPa 370 MPa
D44 26.0 MPa 1.99 GPa 6.69 MPa
Dss 4.95 MPa 19.2 MPa 26.0 MPa
Des 253 MPa 1.48 MPa 19.2 MPa
Do 5.53 MPa 5.35 kPa 5.96 MPa
D13 7.48 MPa 11.8 MPa 10.1 MPa
Dy 1.22 MPa 1.92 MPa 2.24 MPa
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4.4.3 Vibration shape correlation

Surprisingly enough, the response for driving point ‘363R10’ tends to be
slightly better than in the previous section (using 12 driving points). The
correlation is similar, 0.85 for shape/phase and 0.84 for level (Case I1: 0.85 and
0.81 respectively).

Figure 19: Frequency esponse function esponsedr excitation at id:
‘363R10’ (82.0 Hz).
Left: Measured, Right: The finite element model.
Upper: Real part, Lower: Imaginary part (f orce: 1+0i).

However this is only one example of response shape correlation, and the
average correlation (see Section 4.4.2) is naturally a better indicator of the
model quality.
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4.4.4 Frequency band results
Again the frequency sweep gives surprisingly good results (Figure 20).
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Figure 20: Corr elation over the frequency range 60-130 Hz.

For the driving point receptance (point ‘363R10’) the results are also quite good
(Figure 21), with quite accurate amplitude over the frequency range 60-
130 Hz.
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Figure 21: Driving point receptance ér point id: ‘363R10’.

Again, this is just one example, but it gives an impression of the quality of the
model.
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5 Conclusions

An inverse modeling technique has been used to model the dynamic properties
of a turbo-prop aircraft structure. The major objective was to derive models to
be used for analysis at the Blade Passage Frequency (BPF) and only experi-
mental measurement data obtained at this frequency was used for the inverse
modeling. It was found that the resulting models not only give acceptable
results at the BPF, but also in a frequency band 60-130 Hz.

The present inverse modeling problem is under-determined to its character,
resulting in models with very different material parameters, but giving simi-
lar results. One reason for this is the absence of vibration measurements at
the floor, which virtually converts the floor to a boundary specification for the
fuselage.

Introducing upper and lower bounds for the parameters in the inverse model-
ing would also reduce the problem with non-unique solutions.

In the present study the mass distribution was not very refined, basically the
total mass of the structure was distributed equal over the simplified geomet-
rical model. Heavy, but geometrically rather small, components like the
windows are consequently not represented accurately. In principle the true
mass distribution could be used even though the stiffness properties are
‘smeared’ for large areas of the structure. This could give better results, and
if the structure is available as a CAD model the mass distribution would be
easily determined.

Despite the quite simple 8-node solid element used, the model is capable of
reproducing quite complicated vibration shapes, not only at the frequency for
which the material parameters are optimized, but over a rather wide frequen-
cy band.

The results achieved are comparable with the results of the U-vector Expan-
sion Modeling results presented in [4]. Comparing the present results with the
results of the large finite element model of the Saab 340 developed at FFA [5]
is not really appropriate since the concept used by FFA does not require any
test data. However, the results of the present inverse modeling study encour-
age the use of the inverse modeling technique for aircraft structures.

From a computational point of view the present study was far from optimal.
All computations were performed using the sparse matrix functions in MAT-
LAB". One iteration was performed in about 300 seconds, leading to a total
execution time of 80 hours for the three simulations. Implementation of the
concept in a modern parallel computing environment would reduce the com-
putation times significantly. A preliminary study indicates a possible speed-
up by a factor 10 or more using optimized, machine specific, program code.
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Evaluation of Solution Methods
for Hnite Element Analyses of
Mbrations and Acoustics

Mats Gustavsson
Div. of Structural Mechanics, LTH, Lund U niversity, Lund, Sweden
ABSTRACT

Finite element analysis of vibrations and acoustics involves finding the
solution to linear equation systems. In most practical situations rather large
finite element models are required to give sufficient quality of the analysis.
Consequently, large equation systems arise. However, the system matrices
generally are sparse i.e., only very few of the matrix entities are non-zero,
allowing for significantly more compact storage and faster computations than
would be the case for full matrices.

If damping is represented in the model, the equation system will be non-
singular, but may have both positive and negative eigenvalues. Systems with
both positive and negative eigenvalues are indefinite.

Several alternatives are available for solving large sparse systems of
equations. Iterative solvers have some intrinsic attractive properties
compared to direct solvers, especially in terms of memory usage and the
possibility for efficient implementations in parallel computing environment.

This paper shows results from using the Conjugate Gradient Method for
solving indefinite systems. In the literature (e.g., [1] and [2]) the conjugate
gradient method is derived assuming positive definite matrices, but the result
of this study shows that indefinite systems can also be considered for the
conjugate gradient method.

Comparisons are made between direct solvers and the conjugate gradient
method using two versions of pre-conditioning (Jacobi and Incomplete LDL'-
factorization). Implementation aspects, as well as computational environment
considerations are discussed.

For the large acoustic systems used as an application example, the present
implementation of the conjugate gradient method is generally faster than the
direct solution methods used for comparisons.

For the structural dynamics examples, pre-conditioning is required to get
convergence for the conjugate gradient method. This is so both for frequencies
giving a positive definite system and frequencies leading to an indefinite
system. Also, for these systems the possibility of using an iterative solution
strategy is proven. The present implementation of the pre-conditioning
(incomplete LDLY) is far from optimal, resulting in long solution times. This
implementation can certainly be improved, e.g. by using the concept of the
direct LDLT-solver, and then the iterative solver would not only require less
memory but may also be faster.

Evaluation of Solution Methods for Finite Element Analyses of Vibrations and Acoustics C1
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1 Introduction

In this paper the Conjugate Gradient method is derived and compared to other
common solution methods for large sparse systems of equations.

Iterative solution methods typically require significantly less memory but
more computations than direct solution methods. However, the majority of the
computations are matrix-vector multiplications, which are straight-forward to
implement in a parallel computing environment. A proper implementation of
iterative methods may therefore be an interesting alternative to direct solvers
in a parallel computing environment.

The most popular iterative method is probably the conjugate gradient method.
However, this method is derived assuming symmetric, positive definite
systems, it is not recommended for indefinite systems. Certainly other
iterative methods exist, as well as methods to re-formulate an indefinite
system into a positive definite system. But it is questionable if an equally
efficient iterative method can be found, and re-formulating to a positive
definite system by the methods suggested in [1] requires knowledge of the
extreme eigenvalues of the system and will reduce the conditioning of the
system.

For some types of analysis, for example in a perturbation analysis to
numerically evaluate derivatives, iterative methods can benefit from having
an initial, approximate, solution. Further, when using so called pre-
conditioning, the same pre-conditioning matrix may be applied to systems
with reasonably small differences to enhance convergence speed and stability.
For example, both perturbation analyses and frequency sweep analyses can
take advantage of having an initial solution and a pre-conditioning matrix for
an adjacent frequency.

The present implementations of the conjugate gradient method, with
incomplete LDLfactorization for pre-conditioning are probably quite far from
optimal concerning computational speed and memory usage. This should be
kept in mind when comparing the solution times for the iterative concept with
the highly optimized direct LDLT and wave-front solvers.

Solution methods based on modal sub-structuring are not considered in this
paper. There are situations where such methods are preferable with respect
to computation times. However, modal methods with truncation of the number
of modes to be used for the response analyses introduce an error which can be
difficult to estimate. Not only the frequency range of the analysis and the
excitation characteristics influence the proper selection of modes to be
included. Models including representation of damping are also less straight-
forward to analyze with modal methods.

C2 Evaluation of Solution Methods for Finite Element Analyses of Vibrations and
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2 Finite element formulation of dynamic systems

2.1 Dynamic equilibrium equation
Consider a general dynamic system
d" )
Kx(t) + Z Cnd—nx(t) + MX(t) = f(t) [Eq. 1]
n t

where K is a stiffness term, M is a mass term and the sum over n constitute
the forces related to damping mechanisms for the system. Viscous damping is
represented by n=1, and more advanced damping representations by other
values (possibly including non-integer values).

2.2 Frequency domain formulation

The force equilibrium may be represented in the frequency domain rather
than in the time domain by Fourier transformation

(o]

F(e) = [ (T et [Eq. 2]

and if a linear system is assumed the response (x) will have energy at the same
frequencies as the force, i.e.

X(w) = H(w)F(w) . [Eq. 3]

H(w) is the frequency response function between response and force at
frequency w
The frequency domain version of Eq. 1 is

n

KX(wy) + chdd?X(wk) +MX(w,) = F(o) [Eq. 4]
n

and evaluating the time derivatives, leads to

[K + Z(iwk)nCn—wkzM}X(wk) = F(w,)
n [Eq. 5]
or H(w) X (w) = F(w,) .

The system given by Eq. 5 is generally large and sparse, and will have negative
eigenvalues for frequencies above the first resonance of the system. The time
domain response may be represented by the integral of the frequency domain
response at each frequency:

X(0) = [ (H(@)F(@)e™)dwo [Eq. 6]

—00

if required.
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If no damping mechanisms are included, the system matrix will become
singular at the resonance frequencies, but all physical systems have damping,
and including some damping mechanism will guaranty a non-singular system.

For the study of different solutions methods, a complex-valued, linear,
symmetric and non-singular system

with A being an N by N matrix, x the solution vector (N ]gly 1) for the right hand
side vector b (N by 1), is considered. For the direct LDL" and iterative solvers

the equivalent real-valued form is used, but the system is still referred to as
Ax =b.

C4 Evaluation of Solution Methods for Finite Element Analyses of Vibrations and
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3 Direct solution methods

3.1 Gauss elimination and LU-factorization

Gauss elimination and the related LU-factorization are probably the most
well-known methods for solving linear systems. The general idea behind the
Gauss elimination is to convert the general system Ax = b into a triangular
system Tx = f, where T is an upper triangular matrix. By simple back
substitution the solution vector x is easily found for the triangular system.

For the alternative LU-factorization method, the matrix A is factorized A =
LU, where L is a lower triangular matrix and U is an upper triangular matrix.
The solution vector x is then found by solving the two triangular systems Ly
=band Ux =y.

3.2 LDLL and Cholesky-factorization

If the system matrix A is symmetric, a factorization A = LDLT, where L is a
lower triangular matrix and D is a diagonal matrix, can easily be shown to
exist. If A is positive definite, the effect of the diagonal matrix D can be
captured in the triangular matrix L. This factorization is called Cholesk¥
factorization (A = Z*Z) and requires fewer operations than the LDL
factorization. However, the systems resulting from finite element formulation
of structural dynamic and acoustic systems are indefinite and the LDLT
formulation consequently has to be used.

In the present study a parallel implementation of the LDLT factorization and
the subsequent solution of the system is used (Silicon Graphics PSLDLT"-
routines).

3.3 The ‘wavefront’ solution technique

For banded systems, methods based on successive elimination of variables -
the so called ‘wavefront’” methods - can be efficient. A description of the
wavefront technique can be found in [3]. In the present study a multi-frontal

wave-front solver, implemented in the general finite element program
ABAQUS, is used.

Evaluation of Solution Methods for Finite Element Analyses of Vibrations and Acoustics C5
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4 Iterative methods

In some situations methods based on iteratively trying to find a solution to an
equation system are attractive. Compared to the direct methods, e.g. the
methods described in Section 3, iterative methods usually require less
memory and are easier to implement in a parallel computer environment. On
the other hand iterative methods do not always converge to t give the correct
solution, and, even if convergence is achieved, the number of iterations
required to get a solution with sufficient accuracy may be large. Furthermore,
the performance of iterative methods is more sensitive to system characteris-
tics than direct methods. Given these one of the main objectives of this study
is to investigate how well iterative methods work for typical structural
dynamics and acoustic systems.

See [1] and [2] for a more thorough description of iterative methods.

4.1 Jacobi, Gauss-Seidel and SOR/SSOR

The Jacobi method is a very simple iterative method that can be successful,
in particular, for solving diagonally dominant systems.

Consider the system Ax = b. Split the matrix A into three parts; a strictly lower
triangular matrix (-E), a diagonal matrix (D) and a strictly upper triangular
matrix (-F).

-H
A = + +
LT [
A row, j, of the system Ax = b can then be written
j—-1 N
i=1 izj+1
Pre-multiplying all terms with Djj'l we get
2 g D 1
Dij 2 Eiixirx* Dy 3 —Fjixi =Djjb; [Eq. 8]
i=1 i=j+1
or
j-1 N
X =D YN E.x +D 1L F.x +D.b.
j ji Z jiti =i Z I B T g A [Eq. 9]
i=1 i=j+1

This explicit expression for x; requires knowledge about the other terms in the
solution vector x, which are obviously not available.+ owever, Eq. 9 can be
written in iterative form, giving a new estimate Xf based on a previous
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estimate of the solution Xf . Writing Eq. 9 in this iterative form for all rows

and returning to the matrix format, the Jacobi iteration algorithm is achieved:
Xt = pHE+F)X+D D . [Eq. 10]

An intuitive improvement of the Jacobi algorithm can be obtained by
returning to the component form Eq. 9, and writing it in iterative form

101t N o0

P*1_p E.xP+ F,x0+ D], b

X] - JJDZ X Z JlxlD . [Eq. 11]
—1 i=j+1 O

A natural choice is to let j=1:N and then a new estlmate x'lO is available and
can be used instead of Xp when determining x This concept, using the
most recentx s as they become available, results 1n lhe Gauss-Seidel iteration
scheme:

K = D—E) '+ (D-E) b . [Eq. 12]

Contrary to the Jacobi method, the result of a Gauss-Seidel iteration step is
dependent on the row ordering, i.e. if two rows are interchanged this will
influence the results. The algorithm given by Eq. 12 is called the forward
version of the Gauss-Seidel algorithm, making the updates in the order x;-xy.
Reversing the order of the updates gives the backward version:

= o) Ex¥+ (D-F) b . [Eq. 13]

Itis quite common to alternate forward and backward Gauss-Seidel iterations.
This is referred to as symmetric Gauss-Seidel iteration.

A striking fact for the Jacobi and Gauss- Se1 el iteration method is the absence
of influence of xP when determining X}O . Also it is easy to realize that the
solution may vary drastically from one iteration to the next. A method called
relaxation may be used to stabilize the solution by setting

x}“l = wx?”(method) + (1—(A))x}-O , [Eq. 14]

xP* L(method) - - ~ ,

where 7] is the update given by the selected iteration method
(e.g. Jacobi) and wis a scalar value between 0 and 1. The matrix form of Eq. 14
based on forward Gauss-Seidel iteration is

KL = (D —wE) HwF + (1-w)D)x + (D —wE) wb ,  [Eq.15]

which is the Successive Over Relaxation (SOR) method. A backward version
is given by interchanging E and F, and for symmetric SOR (SSOR) one forward
step is followed by one backward step to complete an iteration step.

4.2 Projection methods
Probably the most efficient iterative solution methods are based on projections.

Evaluation of Solution Methods for Finite Element Analyses of Vibrations and Acoustics C7
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A selected part of the theory for projection methods, and a brief derivation of
the Conjugate Gradient Method is presented in this section.

First, again consider the system Ax = . The N by 1 solution vector x for this
system can be represented as a linear combination of vectors spanning the N-
space. Let the column vectors of V span the N-space and let the row vector y
contain the N scaling factors then

X =\Vy . [Eq. 16]
The scaling factors, y, can be determined by solving
AVy=b . [Eq. 17]

However, this require about the same computational effort as directly solving
Ax = b and is consequently of little practical use. A more attractive approach
is to try to find accurate solutions using a reduced base for the projection - i.e.
touse a N by M projection matrix V with M< N. No exact solution is guaranteed
for this case, but a sufficiently accurate solution may be found if a proper
selection of projection vectors is used.

4.2.1 The Krylov subspace

Obviously, if an approximate solution to a system of order N is searched for in
a specific subspace RM, with M<N, the quality of the solution is dictated by
the selection of the subspace RM. The Krylov subspace, K™, defined for a matrix
A and a vector v by Eq. 18, plays a central role in defining a search subspace
for iterative solution methods.

K™ = span{v, Av, A%, ... AT V) [Eq. 18]

An orthogonal set of column vectors may alternatively be used to define the
Krylov subspace. This can be achieved by an Arnoldi procedure, e.g. according
to the schematic algorithm give below.

Arnoldi procedure (using modified Gram-Schmidt orthogonalization)
[1] specify a starting vector vy, norm(v ¢)=1
2] for j=1,2,.....m

[3] wj = AUJ

4] fori=1,...,j

[5] hij=w;v;)
[6] Z,UJ = wj'hij*vi
[7] end

(8] hj,1j=norm(w;)
9] Vjr1 = Wil Rjpg
[10] end

where the notation (w;,v;) is used for the inner product of w; and v; (ijvi).

For a real valued symmetric matrix the Arnoldi procedure can be simplified
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to a Lanczos procedure (e.g. see [2] pp. 174).

Algorithm 1: Lanczos procedure
[1] specify a starting vector v, norm(vy)=1
[2] Set 3; =0 and vy=0 (vector)
[3] for j=1,2,.....m

[4] wj=Avj- ijj-l
(5] a;j=(w;v;)

[6] LUJ'= wj-aj*vj
[7] Bj+1= norm(w;)
[8] Vjip1 = Wi/ Bju1
[9] end

This simplification is a consequence of the fact that most of the terms H;;
becomes zeros if the matrix is symmetric. In particular note the cancellation
of the inner loop (over i) and the fact that only three vectors (v;.;, v; and w)
have to be stored compared to the Arnoldi procedure where the entire N by M
matrix H (the &;; terms) has to be stored.

4.2.2 The Conjugate Gradient Method

One of the most used iterative method for solving linear systems is the
Conjugate Gradient Method. The concept of this method is to iteratively
improve the solution by projections on an increasing Krylov subspace, defined

by Lanczos vectors, and to require the subsequent residuals to be orthogonal
to the previous residuals, i.e.

~ m
meK

_ [Eq. 19]
r=(Ax —b)OK™*

Assume an initial solution x,, where x, is an arbitrary N by 1 vector. The
residual r( for this solution is

rg = Axp—b . [Eq. 20]

The initial solution may not be the optimal mapping of the correct solution on
the vector x(, and a first improvement of the solution may be to write

ry = Adgx,—b [Eq. 21]

with a being a scalar. The optimal value of a is found by minimizing the 2-
norm of the residual, equivalent to minimizing the square of the 2-norm given
by

11 = (Aagx,—b) ' (Aagx,b) [Eq. 22]

leading to
(Axg, b)
%o = (Axg AXg)
where Ax, = rp may be used.

[Eq. 23]
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For the succeeding iterations the approximate solution is written
Xj+1=Xj+0(jpj ) [Eq. 24]
with p; being the new search direction given by
Pj = rj"‘Bj_lpj_l : [Eq. 25]

When j=1 no previous search direction exists and p ;=r;. Forj>1 the new search
direction should be orthogonal to all the previous residuals. However, this can
be achieved by only making the new search direction orthogonal to the most
recent residual r;_z, i.e.

(ry+Bj_1Pj_prj_1) =0, [Eq. 26]
yielding

_(r'!r'_ )
- -1
.= . Eq. 27
The residual, Tisl> for the new approximation Xj41, 1S given by
rj+1=A(xj+cxjpj)—b:rj—0(jApj , [Eq. 28]

which should be orthogonal to the previous residuals. Again this is achieved
by simply making r;, ; orthogonal to the previous residual r;, giving

a = (rJ’—rJ [Eq. 29]
(Ap i’ j) ' 4
Further, from Eq. 25 we have
N = pj—ﬁpj_l [Eq. 30]
and the nominator of Eq. 29 can then be written
a = &—r—J—— [Eq. 31]
(Ap;. p)) ’ L

using the fact that Ap; is orthogonal to p;.;.
Similar identification can be used to simplify the expression for 3, leading to
(r i’ j) .

j-vTj-1)

Bj_l = (r [Eq 32]

The core of the derivation made above is the simplification introduced when
orthogonalization only has to be made to the previous residual vector. This is
equivalent to the orthogonalization in the Lanczos algorithm and is a
consequence of the symmetry of the matrix A. The arguments for this, and a
more stringent derivation of the conjugate gradient methods is found in [2].
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Bringing it all together, a version of the Conjugate Gradient Methods is
achieved.

Algorithm 2: Conjugate Gradient Algorithm
[1] determine an initial solution vector x
[2] Setr0=b-Ax0,p0=r0,j=0
[3] while ( rj,r]) > tolerance

4] a;=(r;ry)/(Ap;p))
[5] Xja1 = %; - O4D;

[61 rie1 =T 0GAD;

[7] Biv1= (rjyrrjud)/(rjr;)
18] Pjs1=Tjs1 + Bjs1pj
[9] Jj=J+1

[10] end

A possible problem for indefinite systems is that the denominator (Ap;, p;) may
become zero when determining o. A possible work-around if this happens is
to restart with a different initial solution vector. However, in practical
situations it is probably very seldom that (Ap;, p;) becomes identical to zero,
or close enough to cause numerical problems. In the present study several
hundred analyses have been performed, using three different models and a
large number of starting vectors, without having any problems in this respect.
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5 Pre-conditioning

Iterative methods have the disadvantage of being more sensitive to the matrix
conditioning than direct solution methods. However, the use of pre-
conditioning can improve the convergence rate and stability significantly. The
§eneral idea is to find a suitable transformation of the system Ax = b, e.g. M’
Ax = MIb, with M!A being significantly better conditioned than A. The
transformation matrix, M, may range from the identity matrix to the
inverse of A. In the first case no improvement of the convergence rate will
result and in the latter the exact solution will be found at the first iteration.

A variety of methods can be considered to find a proper transformation, or pre-
conditioning, of a matrix. The simplest ones generally only improve the
convergence marginally, but are simple to implement and associated with a
low computational cost. The more advanced pre-conditioning methods are
more computationally expensive and typically require a larger storage space,
but may result in a substantial improvement of the convergence speed and
increased stability. In the present study, two methods were used; Jacobi pre-
conditioning and incomplete LDL” factorization. This selection represents two
extremes with respect to computational cost and system conditioning
improvement.

A more complete coverage of pre-conditioning methods can be found in [1] and

[2].

5.1 Jacobi pre-conditioning

Pre-conditioning based on the basic iterative methods is quite simple in theory
and implementation, but generally significant improvement of the conver-
gence speed and stability is not achieved [2].

However, Jacobi pre-conditioning, simply a scaling to get unity on the values
on the diagonal, may give some improvement and the associated computation-
al cost is extremely low. In some situations a scaling by the row entity with
the largest absolute value may be preferable, instead of scaling with the value
on the diagonal. The computational cost of such pre-conditioning is similar to
that of Jacobi pre-conditioning.
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5.2 Incomplete LDLT factorization

The ultimate pre-conditioning is to use the inverse of the system matrix A, i.e.
M =A, and the system to solve becomes trivial (A ZAx = A1b). From the theory
of direct solvers it is known that the inverse of a non-singular matrix can be
formed from a factorization. For a symmetric, non-singular matrix a
factorization of the form

A=LDL', [Eq. 33]

with L being a lower triangular matrix and D being a diagonal matrix, exists.
The inverse of A can then be written

At= o, [Eq. 34]

and with the triangular and diagonal structure of the matrices L and D the
inversion of L and D can be performed at rather low computational cost. The
factorization itself, however, is normally computationally expensive and often
results in large storage requirements for the factorization matrix L.

Looking at the structure of the LDLT factorization, given by the algorithm
below, it is found that the rows of the lower triangular matrix L are gradually
formed by the entities of A for the present row, and the entities of the previous
rows in the L matrix.

Algorithm 3: LDL -Factorization
[1]  for col=1:N

2] for row=1:N

[3] v(i) = L(col,row)d(row);

4] end

[5] d(col) = A(col,col) - L(col, 1:col-1)v(1:col-1)

[6] for row=col+1:N

[7] L(row,col) = (A(row,col) - L(row,1:col-1)v(1:col-1))/d(col)
[8] end

In order to reduce the number of non-zero entities in the matrix L a dropping
rule, ignoring terms in the matrix L, may be applied. This may result in a
significantly more sparse structure of L, and the factorization may
consequently become faster. This is called incomplete factorization and can be
used with success as pre-conditioning for iterative methods.

Two classes of dropping rules are common:
« dropping based on limited fill-in
+ dropping based on by threshold value

For the first class of dropping rule a pre-defined structure of the factorization
matrix is used. Typically the structure of the system matrix is used to
determine the structure of the factorization matrix. A common method is to
use the same structure for the factorization matrix as the lower triangular
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part of the system matrix. The knowledge of the structure of the factor matrix
allows for efficient memory allocation and simplifies the factorization.

The second dropping rule is to drop entities of the factorization matrix based
on their value. With this strategy a better control of which terms are to be
dropped is employed.

Generally both dropping rules give substantial improvement of the conver-
gence speed and stability and the selection of which to use depends on the
particular problem in question. However, for this evaluation the method of
dropping by value was employed, mostly because a complete factorization is
achieved if a low threshold value is used. Using the complete LDLT
factorization as pre-conditioning will, apart from round-off errors, give an
identity matrix as system matrix, and this provides a possibility to check the
algorithms.

Modifying row 7 of Algorithm 3 to:

Modification for Incomplete LDL-Factorization
L_tmp = (A(row,col) - L(row,1:col-1)v(1:col-1))/d(col)
if (abs(L_tmp) > threshold)
L(row,col) = L_tmp

gives an algorithm for incomplete LDL-factorization using a threshold
dropping rule.

5.3 Pre-conditioned Conjugate Gradient

Including pre-conditioning in the conjugate gradient algorithm, the following
algorithm is achieved

Algorithm 4: Pre-conditioned Conjugate Gradient Algorithm
[1] determine an initial solution vector x
[2] Setr0=b-Axo,z():M'lro,pO:zo,j:O
[3] while (r;, r;) > tolerance

[4]  a;=(r;,2)/(Ap;, p)
[5] Xjr1 = %;- A,p;

[61 Tjs1=T; - 0AP)

[7] 2jo1=Mrj,

18] Biv1= (rjy1, 212/ (1}, 2)
9] Pjs1=Zjs1 + Bis1p;

[11] end

The inversion of M should be interpreted symbolically and is replaced, as
usual, by a back- and forward-substitution in the implementation of the
algorithm.

A full derivation of the algorithm given above, as well as alternative
formulations, can be found in [2].
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6 Computational environment

Evaluation of the feasibility of different solution strategies has to be
performed in a relevant computational environment. Currently most finite
element analyses of structural dynamics and acoustic systems are performed
using commercial software running on UNIX workstations in the medium to
higher range, or larger computer systems. The present study of solution
methods for structural dynamics and acoustic analyses is aimed at this kind
of computer platform.

6.1 Selection of solution methods to be compared

Basically two solution alternatives are evaluated and compared to the direct
wavefront solver used by the wide-spread commercial finite element code
ABAQUS. The two are:

« A direct solver based on LDLT-factorization

« The iterative Conjugate Gradient Method
(using Jacobi and incomplete LDLT factorization)

6.2 Computer system
Two computer systems were used for the evaluation:

+ Silicon Graphics Octane with two R10 000/195 MHz processors
and 256 MByte RAM (1 Gbyte RAM for some analysis).

« Silicon Graphics Origin 2000 with 46 R10 000/250 MHz processors
and 26 GByte RAM

On the Octane system one processor was used, while in the Origin system
1 to 24 processor(s) were used for the evaluation.

6.3 Implementations
6.3.1 The direct LDLT solver

The PSLDLT library, kindly made available by Silicon Graphics International
(SG), is a very efficient package for solving sparse linear systems using LDLT
factorization. The factorization and subsequent solution steps are implement-
ed to take advantage of SGI parallel computing environments.

A general rule for getting high performance when factorizing sparse matrices
is to first reorder the matrix to minimize so called fill-in’s during the
factorization process. The “multi-level nested dissection ordering” reordering
routine available in PSLDLT was used for all analyses with the PSLDLT
routines. After this reordering, the matrices were more optimal than the
original structure achieved by the PATRAN routine for bandwidth minimiza-
tion.

Factorization is normally the most computationally expensive step, both in
terms of memory usage and computation time. When the factorization
matrices are available, the final step, consisting of solving two triangular
systems and a diagonal scaling, is a performed at a low computational cost.
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6.3.2 The Conjugate Gradient Method

A software library was also supplied by SGI for iterative solvers. However, it
was found that this package did not allow negative values on the diagonal of
the matrix and could not take advantage of an initial guess or available pre-
conditioning matrices. Other alternative iterative solution packages are
available for sparse systems, but since the conjugate gradient method is
normally not considered for indefinite systems it was suspected that most
other implementations were similar to the one made by SGI and would not
work for indefinite systems. Consequently a version of the pre-conditioned
conjugate gradient method was implemented. The ‘sparse-matrix/general
vector’ multiplication function used in the SGI iterative solver was kindly
made available by SGI and used in the present implementation of the
conjugate gradient method. This resulted in essentially the same performance
of the present implementation as the SGI conjugate gradient solver (when
using Jacobi pre-conditioning).

6.3.3 Pre-conditioners

For this study Jacobi and incomplete LDLT factorization have been used. The
Jacobi pre-conditioning is trivial and easy to implement for high efficiency.
Incomplete LDLT factorization with a threshold criteria for fill-in acceptance
is substantially more complicated to implement if high efficiency is required.
This becomes very clear, below, comparing the execution time for the present
implementation of the incomplete LDLT pre-conditioning with the significant-
ly lower execution time for the complete factorization using the PSLDLT
library. A complete factorization, as performed in PSLDLT, should require both
more computations and larger memory than an incomplete factorization.
Modifying the PSLDLT factorization routine for incomplete factorization
should result in even shorter execution time than the present, complete
factorization. This should, however, be made by SGI to get as high efficiency
as possible. Hopefully this study may inspire such development.

6.3.4 The Wavefront method (ABAQUS)

A multi-frontal parallel wavefront solver is available in the ABAQUS finite
element software package. This solver was used for comparisons with the
LDLT and Conjugate Gradient solvers. The ABAQUS developers have several
years of experience with wavefront solvers, and the implementation and
tuning of the algorithm is probably very well done. This makes the ABAQUS
wavefront solver suitable for comparisons with other solvers.

ABAQUS version 5.7.5 was used for this evaluation.
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7 Example problems

7.1 Acoustic analysis of aircraft cabin

A model of a part of the interior air cavity of a Saab 340 aircraft with 114150
linear 3D elements and 121023 nodes was used to study the properties of the
direct LDLT, the wavefront, and the iterative conjugate gradient solvers.

System damping was represented by a complex-valued compression modulus
for the air, giving approximately the damping properties found from
measurements [4]. Since the implementations of the direct LDLT method and
the conjugate gradient method are made for real-valued arithmetic, the
complex-valued system was written on the equivalent real-valued form. This
does not, however, influence the performance noticeable but it emphasizes the
fact that a complex-valued problem of size N with bandwidth B is equivalent
to a real-valued problem of size 2N with a bandwidth of 2B.
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Figure 1: Finite element model of Saab 340 section
(114150 elements, 121023 nodes).

The solutions are actually not of particular interest for this evaluation of
solution methods, which is focused on the computer system requirements and
solution times. However, it is important to have realistic models for the
evaluation and consequently some examples of model responses are relevant.
In Figure 2 the acoustic responses at 82 Hz for a 1 dm? vibrating surface
(indicated in the figure) is shown. In Figure 3 three of the resonance mode
shapes are shown together with a global frequency response curve.
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Vibrating
Surface
(1dm?)

Figure 2: Response at 82 Hz
(Blade Passage Frequency of the Saab 340).
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Figure 3: Acoustic resonances at 68, 88 and 135 Hz.
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7.1.1 Performance of the direct LDLT solver

This model was found to be too large to be solved practically with the direct
LDLT solver on the available Octane platform with 256 Mbyte of memory.
During the solution process 2.5 GByte of memory is required, and that is more
than what is usually available on a workstation. Swap space allows for using
more memory than the RAM of the computer system. However this normally
reduces the performance significantly and was not considered for the present
problem.

Using one processor on the Origin system, 30 seconds was spent on reordering
the matrix, 51 min on factorization, and about 30 seconds on the final solution
of the triangular systems. One of the main characteristics of the PSLDLT
solver is the performance increase with number of processors. This is clearly
indicated by the results for 1 to 24 processors (Figure 4).
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Figure 4: Solution times for PSLDLT using 1-24 processors
(Origin 2000 R10 000 / 250 MHz).

For this kind of problem a linear scaling (indicated in the figure above) is
practically an upper bound for the achievable speed-up. For more than 4
processors the achieved speed-up is essentially half the number of processors
used. This consistency in speed-up is surprisingly good, particularly for the
higher number of processors.
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7.1.2 Performance of the conjugate gradient solver
using Jacobi pre-conditioning.

Using the present implementation of the conjugate gradient method, with
Jacobi pre-conditioning, the acoustic problem can be solved using the Octane
workstation. However, since no comparison could be made with the direct
LDLT solver for the Octane platform, only the Origin was used also for the
iterative solver. The total memory required is 350 MByte, which is
substantially less than the 2.5 GByte used by the direct LDL" solver. The
convergence criterion was specified as tolerating a residual of 1e-9 of the norm
of the applied “force”. It was found that this criterion gave a very similar
solution to the direct solvers and the convergence was very rapid after getting
down to a residual of about 1le-4.

The solution time for one CPU is significantly less than for the direct LDLT
solver, but the improvement when using more processors is small (Figure 5).

@ 2500 .
=
5 2000F .
3
B 1500( .
[ E
1000} .
.g \-\\k
B 500l , ‘ : ~ ~ , *
0 | | | | | | | | | |
1 2 3 4 5 6 7 8 9 10 11 12
Number of CPU’s
an 12 T
8 10+ X . X X . X . . - - . o
wn P -
15 sl . , . - ]
[= E _ -7
= Sca\ﬁ\% -
£ o e T o
: et
G —
S 4 - N . B - - . . . . A . . -
o - Actual Scaling
2r w ‘ ‘ ]
— 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8 9 10 11 12
Number of CPU’s

Figure 5: Solution times for the conjugate gradient solver
using 1-12 processors (Origin 2000 R10 000 / 250 MHz).

This is not typical for iterative solvers which in principle can be implemented
to scale almost linearly, since the majority of the computations are matrix
vector multiplications that can be executed in parallel. Further tuning of the
implementation, in particular concerning memory aspects, should allow for
significant improvement for multi-processor execution. However, using fewer
than 12 processors the iterative solver is faster than the direct LDL-solver.
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7.1.3 Performance using the wavefront solver

The performance of the ABAQUS wavefront solver was consistently only
evaluated for the Origin platform. With recommended memory settings for the
wavefront solver, 500 MByte of RAM and 2.75 GByte disk space is used during
the solution process. The execution times for the wavefront solver, using 1-12
CPU’s on the Origin system, are given inFigure 6
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Figure 6: Solution times for wavefront solver using 1-12 processors
(Origin 2000 R10 000 / 250 MHz).

When usingf one processor the wavefront solver is slightly faster than the
direct LDL"-solver, but the improvement with number of processors is
significantly less, making the LDL™solver about twice as fast for 12
processors. The wavefront solver has a speed-up for multi-processor execution
similar to the conjugate gradient solver, although the iterative solver is
significantly faster at any number of processors.
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7.1.4 Frequency sweep analyses

Frequency sweep analyses are common in structural dynamics and acoustics
for identifying resonances and the variation in response over a frequency
range. The frequency spacing is selected to give smooth curves, i.e., small
variations in response for two adjacent frequency lines. For iterative methods
this can be used to supply an initial solution. Figure 7 shows a comparison of
solution times for the two cases, with and without supplying an initial
solution, for a frequency sweep analysis. An interesting fact is the increased
solution time with frequency, which is related to the change in conditioning of
the system matrix.
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Figure 7: Solution times without initial guess (upper) and using the
solution from previous frequency line as initial guess
(lower) using 8 CPU’s.

If a more computationally expensive pre-conditioning is applied it may also be
possible to use the same pre-conditioning for analysis at several frequencies.
This was investigated using incomplete LDLT factorization at 82 Hz (threshold
le-3) for the frequency range 60-100 Hz. The number of non-zeros in the L-
matrix for this case is about 15 million and the complete factorization can be
stored in 181 MByte. The present implementation of the incomplete LDL'-
factorization can be considered as a first version and not optimal in efficiency.
The computation time for the factorization is therefore long (about 7 hours).
Significant reduction of the solution times was achieved using incomplete
LDLT pre-conditioning, compared to using Jacobi pre-conditioning, not only at
82.0 Hz but in the 60-100 Hz frequency range (Figure 8).
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Figure 8: Solution times in seconds (solid),
Number of iterations (dashed). ILDLT at 82Hz).

The variation in the solution time is more an indication of the load on the
Origin system than an indicator of solution time variation with frequency, as
can be seen on the number of iterations required for convergence. However, a
slight increase in solution time (and required number of iterations) with
increasing frequency is noticeable.

For a frequency sweep from 60 to 150 Hz (with Af=1.0Hz) run in a one CPU
environment, the table below [TABLE 1] shows the total execution times, the
memory requirements and the disk requirements for the solution alternatives
discussed in this paper.

TABLE 1. Frequency sweep solution time comparisomf a one CPU Octane.

Method Total time Memory Req. Disk-space
Conjuga_lte Gradient 33 h 350 MByte -
(Jacobi pre-cond.)
Conjugate Gradient .14 h . 700 MByte 181%\4Byte
(Incomplete. LDLT) (factorization: 7h) (LDLIfactors)
Direct LDLT 78 h 2.5 GByte -
Wavefront 72 h 500 MByte 2.75 GByte

It should, however, be noted that this is for a single excitation condition, which
is favorable for the conjugate gradient method. On the other hand, the
implementation of LDLT and wavefront methods is more optimized and tuned
than the implementation of the conjugate gradient method and the pre-
conditioners.
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7.2 Structural dynamics analysis (small model)

Two structural models of the Saab 340 aircraft were used for evaluation of
solution methods. The first is a rather small model with 4512 dof’s (Figure 9).
This model was originally developed and used for inverse modeling [11].

Figure 9: The small structural model with 720 elements and 1504
Nodes (4512 complex-valued dof’s).

Again the variables are complex-valued, but still the problem is quite small
(9024 real valued variables). There is a significant difference between acoustic
analysis, like the one in Section 7.1, and analysis of vibrations for a model of
shell structure. The structural system will have a poorly conditioned system
matrix and hence will be more difficult to solve with iterative solvers.

To give an impression of the model behavior, the response for a 82.0 Hz point
force is shown in Figure 10.
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Point Force |2
(radial)

Figure 10: Response for a 82.0 Hz point force.
7.2.1 Performance of the direct LDL! solver

The direct LDL -solver is very efficient for this problem with a total solution
time of 4.5 seconds using one processor on the SGI Octane. The memory usage
is also very low, and evaluation of the performance using multiple processor
platforms is evidently not interesting.

7.2.2 Performance of the wavefront solver

The wavefront solver was not used for this example since it is likely to show
very similar properties to the direct LDLT solver for this small system.
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7.2.3 Performance of the conjugate gradient solver

For the conjugate gradient method this problem is more of a challenge due to
the poor conditioning of the system matrix. With Jacobi pre-conditioning the
conjugate gradient method did not converge. This is caused by the rather poor
conditioning of this system. Even for frequencies below the first resonance,
when the system is positive definite, the Jacobi pre-conditioned conjugate
gradient method did not converge.

For incomplete LDL-factorization, convergence was achieved for a threshold
level of approximately 10-3 or lower. Typical performance for this case is given
in the table below.

TABLE 2. Execution times using a one CPU Octaneawk-station

ILDL T Time for | Iterations for lteration
threshold ILDL T corvergence time
1le-3 63 sec 400 77 sec
le-4 107 sec 20 6 sec
le-5 144 sec 10 3 sec

For single right-hand sides, i.e. one excitation condition, the direct LDLT solver
is substantially more efficient than the pre-conditioned conjugate gradient
method for this problem. One explanation for this is the more optimal
structure achieved by the PSLDLT-routine for minimizing the number of non-
zeros in the LDL'-factorization compared to the original matrix structure
which is not optimal in this respect. The original ordering of the matrix rows
and columns was made in PATRAN using ‘Optimize’ with the option
‘Cuthill-McKee / RMS Wavefront’, while the PSLDLT pre-processor was set to
use ‘multi-level nested dissection ordering’ [12]. The number of non-zeros for
an LDLT factorization of the original matrix is more than 4 million, while the
PSLDLT-routine reports that just above 2 million non-zeros are required after
the PSLDLT internal reordering. Certainly a more efficient implementation
of the incomplete factorization itself can also be made.

For the acoustic test example it was found that a pre-conditioning matrix
extracted at one frequency could be used in a rather broad frequency region
around that frequency. The same was tried for the structural model and the
results are shown in Figure 11 (next page).

This example shows that the pre-conditioned conjugate gradient method can
be used to solve structural dynamics problems. The actual model is too small
to bother searching for alternatives to the direct solution methods. However,
this small model was very useful for finding the required pre-conditioning and
for the frequency sweep analysis using one incomplete LDL-factorization as
pre-conditioning over the frequency band.
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Figure 11:

Number of iterations required for convergence using
incomplete LDL -factorization with different thresholds
at 82Hz (upper) and 110 Hz (lower) as pre-conditioning.
If convergence is not achieved after 1000 iterations the
solution diverges.
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7.3 Structural dynamics analysis (large model)

A second structural model, more relevant in terms of number of elements for
vibration analyses of an aircraft cabin structure (Figure 12), was used to
further evaluate the performance of the three solvers.

Figure 12: The large structural model with 16 544 elements,
25 200 Nodes (75 600 complex-valued dof’s)

It can be argued that even larger models are required for analysis of complete
aircraft structures and if analyses in the mid-frequency range are required.
As can be seen by the results in the following section this model size is by no
means the upper limit for the methods evaluated using the Origin 2000.

The model, with its 75 600 complex-valued variables, is considered to be large
enough to be representative for practical situations, but not too large for
efficient evaluation of solution methods.
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7.3.1 Performance of the direct LDLT solver

A total of 800 MByte of memory is required for solving this model with the
PSLDLT routines. This is well below the maximum 2 Gbyte memory capacity
of the Octane hardware, but more than presently available in the Octane used
for this evaluation. Consequently, only the Origin platform was used for this
model.

The total solution times for 1, 2, 4 and 8 processors are given by Figure 13.
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Figure 13: Solution times for PSLDLT using 1-8 processors
Origin 2000 R10 000 / 250 MHz.

About 20 seconds was spent on pre-processing (matrix re-ordering), which is
independent of the number of processors used. The majority of the remaining
total solution time was spent on factorization, while the time for the back and
forward substitution was negligible in comparison.

The performance scaling with number of processors is similarly impressive as
for the acoustic model.
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7.3.2 Performance of the conjugate gradient solver

As for the smaller structural model the conjugate gradient method did not
converge when using Jacobi pre-conditioning, due to the poor conditioning of
the system. Using incomplete LDLT factorization as pre-conditioning,
convergence was achieved when a dropping threshold of 1le-4 or lower was
used.

The ordering of the matrix rows and columns made in PATRAN is, also for this
model, far from optimal, compared with the ordering achieved with the
PSLDLT pre-processor. For example, the number of non-zeros in the L-matrix
for the incomplete LDL -factorization witha drop threshold of le-5 is more
than 107 million, compared to about 86 million for the full factorization after
the PSLDLT pre-processing. Not only the pre-conditioning factorization itself,
but also the iterations made for the pre-conditioned system, is highly affected
by the number of non-zeros in the factor matrix L. This is particularly evident
when the systems are large and use large amounts of memory. For example
the used ORIGIN 2000 system used here is equipped with 512 MByte on each
CPU-card and if more memory is required additional ‘overhead’ time is spent
when accessing memory on a different CPU-board. The present implementa-
tion of the preconditioned conjugate gradient method use about 3.5 GByte of
memory for this problem. This means that at least 7 CPU-boards are involved
in the process of supplying data for the iterative solver.

The above remarks should be kept in mind when examining [TABLE 3], giving
some properties of the conjugate gradient solver for the large structural model.
TABLE 3. Approximate execution times and number of iterationsaquired for convergence

(out of balance brce 1e-6 of applieddrce) Pr large structural model on the
ORIGIN 2000 system using one CPU

ILDL T- Time for lterations for lteration
threshold ILpDL T corvergence time
le-4 ~8h 885 ~ 200 min
1le-5 ~10h 34 ~ 12 min

Compared to solving this problem with the PSLDLT functions, the iterative
method is not a competitive alternative. In order to match the solution times
for the PSLDLT solver, the pre-conditioned conjugate gradient method needs
a more efficient incomplete LDLT pre-conditioner implementation. Probalby
the best way to get a more efficient incomplete factorization routine is to start
with the complete LDLT factorization in the PSLDLT library and make the
necessary modifications. Certainly the incomplete factorization is a simplifi-
cation of the complete factorization and should be possible to perform faster
than complete factorization.

Similar to the analysis of the acoustic model, a frequency sweep analysis was
performed using the incomplete LDLT factorization at one frequency as pre-
conditioning for the whole frequency band. The analysis frequency range was
60 to 150 Hz and an incomplete LDL-factorization at 82 Hz with threshold
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le-5 and 1e-6 was used. The number of iterations required for convergence at
each frequency and for the two levels of factorization threshold is shown in
Figure 14.
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Figure 14: Frequency sweep using 82 Hz pre-conditioning.

At 150 Hz the solution did not converge for the maximum specified number of
iterations (1000). For the present model it is clear that the lower threshold for
the incomplete factorization results in faster convergence. The concept of
using a factorization for a different frequency than the analysis frequency
works as long as the two frequencies are reasonably close. However, more work
has to be done on efficient implementation of the algorithms to compete with
the PSLDLT direct solver in terms of solution speed and memory usage.
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7.3.3 Performance of the wavefront solver

When using one and two processors the wavefront solver gives about the same
solution times as the direct LDLT solver. Similar to the results for the acoustic
model, the wavefront solver did not benefit as much as the direct LDLT solver
using more processors. For example, the solution times for the wavefront
solver using 4 and 8 processors were 247 and 234 seconds respectively,
compared to 142 and 98 seconds for the direct LDLT solver.

One advantage of the wavefront solver is the low memory requirement (about
185 MByte). On the other hand 1GByte of disk space is required for solving
this problem with the wavefront solver.
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8 Conclusions

The selection of a solution method for finite element analysis of
vibrations and acoustics not only determine the analysis time, but also
whether the problem is even possible to solve in a particular computer
environment.

Available memory and disk space may restrict the user to a particular solution
method or the use of a smaller model, in terms of variables, than desirable for
accurate analysis results.

The present study shows the possibility of using the conjugate gradient
iterative method for indefinite systems resulting from finite element
formulation of structural dynamics and acoustic problems. Acoustic problems
are solved faster with the present implementation of the conjugate gradient
method than with the two direct solvers solution, unless more than 8
processors are available, when the direct PSLDLT solver is faster. For
structural dynamics problems pre-conditioning is normally required for
convergence. In this study an incomplete LDL-factorization implementation
was made for pre-conditioning. It is shown that this pre-conditioning method
is appropriate for the type of problems considered, but the implementation is
not efficient enough to give solution times comparable with the direct solvers.
There is no question that more efficient implementations of the incomplete
LDL" factorization can be made. One evidence of this is the fact that an
incomplete factorization requires fewer operations and less memory than a
complete factorization, and, consequently, the time spent on complete
factorization, for example by the PSLDLT solver, is the upper bound for the
time needed for an incomplete factorization for the same problem.

For frequency sweep analyses the concept of using the same pre-conditioning,
by means of an incomplete LDLT factorization at one of the analysis
frequencies, for analysis in a frequency band is evaluated. The results show
that it is possible to improve the performance of the conjugate gradient method
by this method. For perturbation analyses (e.g. to numerically evaluate
gradients) this method may be even more attractive.
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