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Populirvetenskaplig sammanfattning pa svenska

Likemedelsindustrin dr omfattande, och att tillverka ett likemedel innefattar ménga
olika steg, alltifrin att forst hitta en tinkbar kandidat, vilket kan géras genom att
studera vad andra forskare har gjort eller medicinsk historia, att studera biverkning-
ar, testa stora bibliotek av tinkbara likemedelskandidater, och utféra olika former
av datorstudier. Man kan ufora test pd vivnad eller enskilda celler, s.k. in vitro, el-
ler djurférsok, iz vive, vilket saklart innebir olika etiska utmaningar. Experimentella
tekniker, sisom att anvinda rontgenstralning for att fa fram kristallstrukeurer, ir of-
ta av intresse. Nir man har en bra likemedelskandidat, si ska dess kemiska struktur
finslipas experimentellt och testas i flera olika kliniska studier med successivt storre
grupper av patienter. Allt som allt tar det ofta mer 4n 10 ér att tillverka ett likemedel
idag, och det kostar miljardtals kronor. Man bor dirfor, si gott det gir, forsoka for-
sikra sig om att den likemedelskandidat man gir vidare med verkligen kommer att
bli framgangsrik. Det dr hir som datorer kommer in i bilden.

Den minskliga kroppen ir vildigt komplex, sd datorer kommer nog aldrig att kunna
ersitta kliniska studier, iallafall inte helt. Det som vi fokuserar pa i den hir avhandling-
en 4r att analysera hur olika sorters likemedelskandidater binder till olika proteiner,
till exempel enzymer eller receptorer som finns i den minskliga kroppen. Det idr nir
likemedlet binder till dessa mal som de far en effekt i kroppen, och det dr dirfér som
datorer 4r ett oumbirligt komplement till experimentella metoder nir det kommer till
likemedelstillverkning. Ju starkare bindning, desto bittre likemedelskandidat, som vi
for enkelhetens skull kommer att kalla f6r Zigand i fortsittningen. Att bedéma hur bra
ligander binder handlar om att utvirderar ndgot som kallas for fria energier, vilket i sin
tur bestar av en energisk del, kallad enzalpi, samt en del som miter hur stor entropin ir.
Entalpin bestar av méinga olika bidrag, bland annat attraktion mellan laddningar med
samma tecken och repulsion mellan laddningar med olika tecken. Entropin kommer
av det faktum att atomer och molekyler, stora som smd, ér fria att réra sig i tid och
rum, vilket innebir att bdde proteiner och ligander har en viss flexibilitet. Man kan
sdga att att entropin ir ett métt pd oordningen i systemet, och att utvirdera entropin
ar ofta svart.

For att modellera ett system med ett protein och en ligand, sd anvinder man sig ofta av
nagot som kallas for molekylmekanik (MM). Hir betraktar man alla atomer som smi
bollar, som hills ihop av fjidrar. Metoden ir inte lika noggrann som kvantmekanik
(QM), dir man betraktar elektronerna explicit, men mycket snabbare; med MM kan
man behandla tiotusentals atomer medan QM metoder bara kan hantera hundratals
atomer. Nir man simulerar dynamiken i systemet, dvs. hur de olika atomerna och
molekylerna ror sig i tid och rum, anvinds en teknik som kallas for molekyldynamik
(MD). Den ir baserad pi Newtons rorelseekvationer.

viii



Vi har testat olika metoder for att beridkna fria energier for ligandbindning; dessa re-
sultat jimfors alltid med experimentella resultat. Vi har testat att anvinda laddningar
beriknade med QM i MM-simulationer, vilket fungerade ibland. Vi kunde ocksa
genom att kombinera experimentella och teoretiska metoder fa en inblick i vildigt
intressanta fenomen, som hur halogener paverkar ligandbindningen, samt hur olika
sorters entropi kan kompensera varandra. Sammanfattningsvis dr dessa typer av be-
rikningar fortsatt vildigt utmanande, dven om det samtidigt finns mycket potential
samt en del lovande tendenser.
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Chapter 1

Introduction

1.1 Drug discovery and development

Drug discovery is a long and complex process, encompassing several stages, such as
choosing a drug target, finding a ’lead compound’, improving pharmaceutical prop-
erties, and carrying out clinical trials. The whole process, from start to end, may take
more than 10 years and cost more than 4 billion dollars. Drugs are manufactured
to target a broad range of diseases, such as depression, cancer, flu, cancer, migraine,
etc. The first step is to identify a drug target, which can be a receptor, enzyme or
nucleic acid. One strives for optimizing the target specificity and selectivity, in order
to ensure that only the target in question is affected, and unwanted side effects are
minimsed.

In early stages of drug development, when trying to identify a lead compound, a large
number of compounds is usually synthesized and tested iz vitro (on isolated cells or
tissues, etc.), or in vivo (on animals). Testing on humans is not done at this stage,
and 77 vitro tests are often preferred, as they are faster and do not affect animals. One
may start from a natural ligand, screen natural materials (plants, marine world, ven-
oms, etc.), assess existing drugs, consider medical folklore, or do a high-throughput
screening. Nowadays, determining the atomistic structure of a compound is made
easy by X-ray crystallography, cryogenic electron microscopy and nuclear magnetic
resonance (NMR) spectroscopy. Synthesizing drugs, however, is often costly, so it is
helpful to start from a natural product or a commercially available compound, and
then modify it by conventional synthetic methods.

A cruical step is to identify important ligand—target interactions, which may be in-
ferred from the molecular structure. For example, hydroxyl groups are important for



hydrogen bonds, so replacing them with a methyl group will weaken or perhaps even
destroy that bond. Amides commonly form hydrogen bonds and aromatic rings are
often involved in Van der Waals (VDW) interactions.

Additionally, it is important to understand how drugs are metabolised in the body,
Polar drugs are usually secreted by the kidneys, and non-polar drugs are converted to
more polar derivatives in the liver. Drug metabolites may be harmful, though, and
it is important to test the metabolites on humans and animals. In general, toxicity
studies iz vitro and in vivo must be done before proceeding with clinical test phases
[-1IT involving successively larger groups of people. Phase I involves tests on healthy
volunteers, to see if the drug has any serious side effects. Phase II involves tests on a
small group of patients, in order to test if the drug has the desired effect, and adjust the
dose level. In Phase I, the drug is tested on a much larger group of patients. In order
to determine whether the drug is truly effective, placebo groups may be involved, and
the drug may be compared to other available treatments. The dose level is further
optimized in phase III, and the larger sample of patients allows for more side effects
to be identified. If these clinical phases are successful, it is time to start marketing the
drug. Once the drug is released to the marker, the drug is continuously monitored
in phase IV, where rare side effects may be found several years after the drug has been
introduced to the market.!

1.2 Thermodynamics of protein—ligand interactions

Most cases in this thesis involve a ligand (L) binding to a protein target (P):

P+ L= PL (r.)

This is a reversible reaction that continues until it reaches equilibrium. From the
equilibrium concentrations, one may define a binding constant K, (units of M—D

_ [pL]
Ky, = m (1.2)

The free energy (AG) is the driving force for the process in Eq. 1.1; it must be negative
for the binding of the ligand to the protein to be spontaneous. The free energy is
related to the binding constant via the Gibbs relationship:

AG = —RTInK, (1.3)

where T is the absolute temperature and R is the universal gas constant (8.314 J/mol/K)



The free energy is related to the enthalpy (AH) and entropy (AS) via the following
equation:

AG=AH —-TAS (1.4)

AH measures the change in enthalpy when the ligand binds to the protein. It is
the net result from the formation and disruption of many individual interactions
between the protein and the ligand, and between the ligand and solvent, as well as
reorganization of solvent molecules near the protein and ligand surfaces.

AS is the entropy of the binding process. It may be divided into several contributions:

AS = ASsorp + ASconf + AS’r/t (r.s)

Where ASsop, comes from the changes in solvent entropy, such as release of solvent
upon binding of the ligand, which often results in a positive entropy contribution.
AScony reflects the change in conformational freedom of the ligand and protein dur-
ing the binding process and AS,. /; accounts for the loss of rotational and translational
entropy of the ligand and protein during the binding process; since two entities are
turned into one in the binding reaction, this contribution is negative.

There are different models for describing the binding of a ligand to a protein. The
lock-and-key model suggests that the protein and ligand are both rigid, and may only
bind to each other if the ligand provides a perfect fit. However, the induced fir model
accounts for the case when the protein and ligand do not perfectly fit each other. In
this model, the protein and ligand are allowed to undergo conformational changes
during the binding process. Furthermore, in the conformational selection model, the
protein is found in several conformations in equilibrium with each other. The ligand
binds to the most favourable conformation, and shifts the equilibrium towards that
conformation.?

1.3 Different types of protein—ligand interactions

A ligand can interact with a protein via various intermolecular interactions. When
non-polar molecules are in close proximity, there are temporary fluctuations in the
electron density, leading to the formation of induced dipoles. These induced dipoles
fluctuate in a coordinated way and give rise to attractive Van der Waals (VDW) in-
teractions, and the larger the species, the stronger the interactions. These interactions
are also referred to as London forces.

For polar molecules, attractive dipole—dipole interactions may also occur. This is due
to the attraction between groups with a surplus of opposite charge density, for in-



stance between the 6~ dipole of an O atom to the §* dipole of a C atom. Here, the
permanent dipoles align in an antiparallel fashion. For polar molecules, VDW inter-
actions are also in effect in addition to the dipole-dipole interactions. A permanent
dipole may also interact with a non-polar group via so-called dipole—induced dipole
interactions.

When a hydrogen atom is bound to O, S, N or E the polarization of the bond is
especially pronounced, which allows for a particularly strong form of dipole—dipole
interaction, known as hydrogen bonding. Hydrogen bonding is important for the ter-
tiary and quarternary structure of proteins. When two peptide units are close to each
other, the carbonyl oxygen of one unit forms a hydrogen bond to the proton on the
amide nitrogen of the second unit.

Water is a common solvent in biomolelcular interactions; the molecules often form
hydrogen bonds with the protein and the ligand. This may result in the formation
of water bridges between the protein and ligand. Water also gives rise to dielectric
screening, since the polar water molecules screen the solvated protein—ligand com-
plex from surrounding electrostatic interactions interactions.®* Often, some water
molecules are bound to the protein at fixed locations, while most water molecules
move freely in the solution. Another consequence of the hydrogen bonding is the
hydrophobic effect, in which the hydrophobic parts of amphiphilic molecules cluster

together to minimize the contacts with water molecules.?

In this thesis, halogen bonds are also explored; it a non-covalent interaction between
a donor halogen atom (Cl, Br or I) and an acceptor Lewis base. A halogen atom
generally has an s2p§p§pi configuration, where the electron-poor z-axis, i.e. 67,
forms a so-called o-hole. The neighbouring lone pairs form an electronegative belt,
which may serve as a hydrogen bond acceptor perpendicular to the o-hole. The extent
of the o-hole increases as the size and polarizability of the halogen atom increases (Cl

< Br <), F only has an insignificant o-hole. %78

In addition, there may be ionic interactions, which occur between charged species, such
as carboxylate and ammonium ions, as well as ion—dipole interactions between perma-
nent dipoles and ions. There is also the cation— interaction between an electron-rich
7 system, such as benzene or ethylene, and a cation. The cation—7 interaction has a
strength comparable to the hydrogen bond in solution, and plays an important role
in protein structure, molecular recognition and enzyme catalysis. *!°

In protein—ligand binding, it is not just the interactions between the protein and the
ligand that are important. Equally important are the interactions that are present
before the formation of the protein—ligand complex, such as the interactions between
the protein and the solvent, as well as between the ligand and the solvent. It is the sum
of the changes in all of these interactions that determine the net enthalpy change of



Figure 1.1: Picture of a dimer of ferritin with a bound phenol ligand (monomer PDB ID: 3F39 2, dimer made
with Maestro '3). Made in Pymol.

the binding process. And moreover, if the net enthalpy change is negative, the process
may still not be spontaneous if there is a significant entropic penalty (often around
40—60 kJ/mol) ! associated with the binding.

1.4 Protein systems

In this section, attention will be devoted to three of the protein systems studied in
this thesis: ferritin, galectin-3C and casein-kinase 2 (CK2).

1.4.1 Ferritin

Ferritin (fig. 1.1) is a 24-mer protein which may bind iron, and thereby function as
a iron reservoir in the body, preventing iron levels in the cell from becoming toxic.
Each subunit has a molecular mass of roughly 20 kDa. The 24-mer forms a hollow,
roughly spherical structre, and the additional, smaller cavities at the dimer interfaces
are potential targets of anesthetics. 2



Figure 1.2: Picture of galectin-3C in complex with (2R)-2-hydroxy-3-(4-(3-fluorophenyl)-1H-1,2,3-triazol-
1-yl)-propyl) 2,4,6-tri-O-acetyl-3-deoxy-3-(4-(3-fluorophenyl)-1H-1,2,3-triazol-1-yl)-1-thio-3-d-
galactopyranoside (PDB ID: 6QGF'). Made in Pymol.

1.4.2 Galectin-3C

Galectin-3 contains several subunits, but we will focus on the carbohydrate-recognition
domain, called galectin-3C. The protein is a member of the galectin family of mam-
malian lectins, which are carbohydrate-binding proteins. Galectin-3C (fig. 1.2) has a
solvent-exposed binding site, placed in a shallow groove, with water molecules bridg-
ing between the ligand and protein. Galectins are attractive targets for treating cancer
and inflammations due to their role in cell growth, cell differentiation, cell-cycle reg-

ulation, signaling and apoptosis. 14

1.4.3 Casein-kinase 2

Kinases play a central role in signal transduction in cells by catalyzing the transfer
of the v phosphate group of ATP to serine, threonine or tyrosine residues of vari-
ous protein substrates. In the human genome, more than soo different kinases are
encoded. Kinases are potential targets for drugs aiming to combat tumor growth.
The catalytic subunits of CK2 (o and ™) are active either alone or in the form of a
heterotetrameric holoenzyme (fig. 1.3).1°



Figure 1.3: Picture of CK2 in complex with a tetrabromo-benzimidazole inhibitor (PDB ID: 1ZOE"™). Made in
Pymol.






Chapter 2

Modelling of molecular systems

In this chapter, we will look into some different ways of modelling a molecular system.
When it comes to modelling protein—ligand interactions, there are relatively simple
methods such as docking. ' With this method one can roughly analyze how the ligand
fits into the binding site, but the method cannot accurately account for the protein
flexibility.!” Therefore, more advanced methods are needed in order to improve the
accuracy. We will assess both quantum-mechanical (QM) methods as well as the less
accurate but faster molecular-mechanics (MM) method.

2.1 Quantum mechanical methods

2.1.1  Hartree—Fock theory

Hartree—Fock (HF) theory starts from the time-independent Schrédinger equation:
HY = EU (2.1)

where H is the Hamiltonian operator, U is the wavefuncion and E is the energy
of the state in question. HF is an example of an a6 initio method, meaning that it
does not involve any experimental data. The HF method is based on the approxi-
mation that each electron is affected by the average interactions from all the other
electrons; this means that electron correlation, i.e. that space—time variations in the in-
teractions, are neglected. More approximations are also involved for the HF method.
‘The Born—Oppenheimer approximation accounts for the fact that the atom nuclei are
much heavier than the electrons, meaning that the electrons will move much faster



and immediately adapt to any changes in the nuclei positions. Relativistic effects are
ignored as well.

The next step is to introduce Slater determinants, where ¢ are one-electron wave func-
tions, while 1,2, ..., N represent electronic coordinates. We use one-electron func-
tions that are the product of a spatial molecular orbital (1)) and a spin function (« or
5). So, for IV electrons and N molecular orbitals, the Slater determinant is as follows:

o1(1)  ¢2(1) ... on(1)

Q)SD _ L ¢1 (2) ¢2(2) . ¢N(2)
vl B

P1(N)  ¢2(N) - on(N)

s (Gilgg) =0 (22)

Here, we use the Dirac notation to denote integrals, and the expression to the right
of the semi-colon denotes that the orbitals are orthonormal.

We will consider each molecular orbital to be a linear combination of basis functions,
which are orbitals centered on the atoms. This is expressed in the form of a linear
combination of atomic orbitals (LCAO):

P = Z CiaXa (2.3)

where X, are the atomic orbitals (such as Gaussian-type orbitals, for instance), which
together form the so-called basis set, and the ¢;q coeflicients are determined via an
iterative procedure explained below.

Since the wave function of an electron depends on all the other electrons, due to the
mutual interactions, the HF energy must be computed via an iterative procedure. If
we neglect electron correlation, we may assume that the trial wave function is a single
determinant. By seeking to minimize the energy by the variational principle:

o (EHY »

(W]w)

the HF equations may be obtained. For a closed-shells system, the practical starting
point is the Roothaan—Hall equations:

FC = SCe (2.5)
Fop = (Xalflxs) (2.6)
Sap = (Xalxp) (2.7)
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where the § matrix accounts for the overlap between basis functions, and the Fock
matrix, F, contains the Fock matrix elements. The Fock operator, f, for electron i is

given as:
fi=hi+) (;-K) (2.8)
j=1
where
h; = —fv2 (2.9)
Z rRk - rz\ ?

where h; is the one-electron Hamiltonian operator describing the kinetic energy of
electron 7, as well as attraction to all the nuclei. Also, m is the total number of
electrons, IV is the total number of nuclei, Z, is the atomic number of nucleus & and
Ry and r; are the positional vectors of nucleus k and electron i, respectively. J; is the
Coulomb operator and describes the electron—electron repulsion, while the exchange
operator ] ; gives the energy of exchanging two electrons.

In the self-consistent field method, the Roothaan—Hall equations serve as a starting
point. One starts off by guessing the coefficients in C, then forming and diagonalizing
the F matrix. Next, one calculates new coeflicients, constructs a new Fock matrix
from them, and this cycle is carried on until convergence is achieved to within some
tolerance.

In order to reduce the computational effort, one may use semi-empirical methods.
Here, only valence electrons are treated explicitly and the combined repulsion from
the nuclei and core electrons may be modelled by functions. A minimum basis set, i.e.
one basis function for each atomic orbital, is used. Furthermore, many of the integrals
involved in solving the HF equation are made into parameters based on experimental
data or calculations.

Semi-empirical functions can make use of hydrogen-bond correction. Here the hydrogen-
bond energy is computed from a function dependent on the distance and angle be-
tween the hydrogen and acceptor atom, as well as a damping function to correct the
short- and long-range behavior. '® Furthermore, the absence of electron correlation in
semi-empirical methods also mean that VDW interactions cannot be modelled accu-
rately unless a dispersion correction is also enforced, which is also based on distance-
and angle-dependent functions. ¥

2.1.2  Density-functional theory

At the heart of density-functional theory (DFT) is the Hohenberg—Kohn theorem,
which states that the ground-state electronic energy may be determined from the
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electron density p.?° This means that a functional exists for computing the energy
from the electron density, but the issue is that the exact form of the functional is
not known. In orbital-free DFT, one starts by dividing the energy functional into
the kinetic energy, T'[p], electron—nuclei attraction, Ey[p], and electron—electron
repulsion, Eec|[p].

One big problem in DFT is finding a good representation of the kinetic energy. In
Kohn—Sham theory, orbitals are re-introuced, and the functional depicting the kinetic
energy is divided into one part that can be computed exactly, and a correction term.
This gives for the DFT energy:

Eprrlpl = Ts[p] + Enelp] + J[p] + Exclp] (2.10)

where Tg[p] is the exact kinetic energy functional for non-interacting electrons. J[p]
is the Coulomb functional, which is computed classically, just like E,¢[p]. In Kohn—
Sham theory, the problem instead reduces to finding an approximate form of the

exchange—correlation functional, E,.[p].!¢

One problem with DFT is that the energy is a functional of the single-particle elec-
tron density, meaning that two-particle interactions cannot be distinguished from
from self-interactions. This gives rise to the so-called se/f-interaction error, which does
not exist for wave function methods, such as HE In practice, however, the error is
somewhat reduced for DFT when the exchange—correlation functional is optimized
to reproduce experimental data. Another option is to introduce HF-exchange to the
exchange—correlation functional,?! giving rise to so-called hybrid functionals.

2.2  Molecular-mechanics methods

When modelling protein—ligand interactions, quantum-mechanical methods are of-
ten too expensive. Instead classical methods in the form of MM are typically used,
as they allow for tens of thousands of atoms to be modelled. The MM software that
we primarily used in this thesis is Assisted Model Building with Energy Refinement
(AMBER).?? Flexibility of both the protein and ligand can be accounted for with
MM methods, and explicit solvent effects may be included. ??

The typical form for a biomolecular force field in MM theory is composed of the
bonded terms

Byona = »_ Kp(b—=b0)" + Y Kp(6—00)°+ > K[l + cos(ng — )]

bonds angles torsions
(2.11)
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which account for fluctuations of of the bond distance (b), bond angle (f) and dihe-
dral angle (¢). The stretch and bend terms are modelled as harmonic oscillators, with
associated force constants (K3, Kp) and equilibrium values (bg, 8p) values. The dihe-
dral term is a sum of cosine functions with amplitudes K, periodicityn = 1,2, 3...,

and phases 6.

The non-bonded terms are described by sums over all pairs of atom—atom interactions:

Tij Tij 44
E., = 24@-]- [(rzj)w — (J)G} +— (2.12)

T 4mereqr;;
i<j ij r€07j

which treats VDW interactions in the form of the Lennard-Jones (L]) 6-12 potential,
and electrostatics in the form of Coulombic interactions. Here, €;; is the depth of the
L] potential-energy well, ;; is the interatomic distance, and o;; is the interatomic
distance at which the L] potential energy is zero. The partial charges of the respective
atoms are given by ¢; and ¢j, €, is the relative permittivity of the medium and ¢y is
the permittivity of vacuum. This point-charge model does not include polarisation,
which means that the force field charges strictly should be re-derived for each dielectric
medium. 2324

The computation of the non-bonded terms takes up most of the time in MM calcula-
tions. All the parameters in Eqs. 2.11 — 2.12 should be optimized in order to reproduce
experimental results as accurately as possible. One set of parameters is obtained for
one set of molecules, and applying these parameters to another type of molecule is not
recommended. The sets of parameters in MM methods are referred to as force field.??
One drawback of MM methods is the neglect of electronic effects, which means that
neither bond breaking nor bond formation can be modelled. %>

In the thesis, we used the ff14SB force field for proteins, 2® while some different water
models ( TIP3P, TIP4P-Ew and OPC)?27:28:2% were used.

2.3 QM/MM methods

One way to combine the accuracy of QM with the speed of MM is the so-called
QM/MM method. Here, a small part of the protein-ligand complex, typically the
ligand and perhaps some resides interacting with it, is treated at the QM level (system
1), while the rest of the protein is treated at the MM level (system 2) (fig. 2.1).3°

In AMBER, an additive scheme is used to compute the total QM/MM energy, E, ;-

Eerr = EQm1 + Ennz + Egari/vne (2.13)
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meaning that the energies of the QM and MM regions, Egar1 and Ky, are com-

puted separately, with the interaction between the regions accounted for by the term
22,31

Eqn/mm-
Alternatively, a subtractive scheme can be used, where an MM energy is calculated for
both regions (Ea7ar12) and added to the Fgprq energy. The MM energy of system 1
(Enrar) is then subtracted to avoid double-counting: 3!

Eepr = EQm + Emanz — Epman (2.14)

By default, AMBER uses an electronic embedding scheme, in which a set of point
charges, one for each MM atom, is included in the QM calculations, so that they
polarise the QM electron density. If there are any covalent bonds between systems
1 and 2, AMBER truncates the QM system with atoms (hydrogen by default), the
so-called /ink-atom approach.??

The additive method requires special MM software that can run QM/MM simula-
tions, in which no interactions are omitted or double-counted, meaning that the user
must select which MM terms to include. One advantage of the additive method is
that the atoms in the QM region require no MM parameters. As for the subtractive
method, standard QM and MM software may be used, and it also allow various link-
atoms corrections to be introduced, although it introduces more MM parameters and
often requires considerable effort. The two schemes should produce identical results
if properly implemented, especially if there are no link-atoms. 3!
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Figure 2.1: lllustration of the QM/MM method, with the QM region highlighted (PDB ID: 1ZOE'5).
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Chapter 3

Sampling

We have in the previous chapter assessed various methods to compute the potential
energy of a protein—ligand system. These energy functions depend on the coordinates
of the molecules in question, which vary over time. Both the protein and ligand are
flexible and may adapt numerous different conformations. This highlights the need
to efficiently and thoroughly sample the configurational space. We will assess two
different techniques for that in this chapter.

3.1 Molecular dynamics

At the heart of molecular dynamics (MD) lies classical mechanics, which is derived
from Newton’s second law of motion

d?r(t)
dt?

(3.1)

F=ma(t) =m

which relates the acceleration, a(t), second derivative of the position r(¢) with respect
to time, of a particle with mass m to the force F experienced by the particle. The force
is related to the potential energy function U via:

dU)
dr(2)

(.2)

Equation 3.1 is a second-order differential equation, which may be solved iteratively
by first assigning initial positions and velocities, v(t), to all particles. Over a small time
step At (o.5-1 fs), the positions are updated according to a second-order truncation
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of a Taylor expansion of the position function:

r(t + At) ~ r(t) + v(t) At + 3(75)(2&)2

After obtaining the new positions of all atoms, a new set of energies and forces may be

(3.3)

calculated. By repeating this procedure over and over, we obtain a trajectory showing
how the positions and velocities of all the atoms vary over time.

MD simulations are usually quite demanding in terms of computational resources.
One way to make the process more efficient is to use the SHAKE algorithm, where
all bonds involving hydrogen atoms are constrained to their equilibrium values.%*
This enables for a longer time step of 2 fs. One can also ignore the non-bonded
interactions beyond a certain cut-off distance, which is shorter for VDW interactions
than for electrostatics.

Another problem with molecular simulations is that only a rather small number of

atoms can be simulated (typically 10*-10° 23

atoms), whereas real systems contain ~ 10
atoms. A way to solve this problem is to simulate infinite systems by using periodic
boundary conditions (PBC), in which an infinite amount of copies of the simulation
box extends in all directions, so that a particle that leaves the box on one side enters it
on the opposite side. For PBC simulations, long-range electrostatic interactions can

be computed with Ewald summation. 33

3.2  Monte Carlo

Monte Carlo (MC) methods make use of random sampling. One starts with a configu-
ration of particles and randomly perturbs the coordinates of a particle, by for instance
translating or rotating it. !¢ In the Metropolis method, ** the new set of coordinates is
accepted if the resulting energy change, AU, is negative, and otherwise it is accepted
ifs

—Au/ksT (3-4)

where p is a random number between o and 1. To allow for a reasonable acceptance
ratio, the step size should not be too large. By conducting the above procedure N
times, an ensemble average of the system X may be obtained:

p<e

1 N
(X)~ > X G-5)
=1

In this thesis, we are using a more sophisticated MC technique, the grand-canonical
Monte Carlo (GCMC) method, as implement by Essex and coworkers. 3> This is use-
ful for solvated protein—ligand systems with buried binding sites, where the exchange
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of water molecules in the binding site with the surroundings is slow. In this method,
a region of interest (ROI), e.g. the binding site, communicates with an ideal-gas bulk
region of water molecules. In addition to ordinary MC moves, attempts are also made
to insert or delete water molecule from the ROI (containing /N water molecules) with
acceptance probabilities given by:

) 1 _
Pipsert = min |:17 meBe AU/kBT:| (36)
Pietete = min {1, Ne—Be—AU/kBT} (3-7)

Here, B is the Adams parameter,3>3¢ given by:

B=_F +1n<VROI> (3.8)

kT A3

where (1 is the chemical potential, Vror is the volume of the ROI, and A is the
thermodynamic de Broglie wavelength of water. For a particle of mass m, the ther-
modynamic de Broglie wavelength is given by:3”

1
A= —— (3.9)
vV 2mmk BT
Performing GCMC simulations at different Adams values will result in a titration
curve for the average number of inserted water molecules as a function of B. From
this curve, one can compute the binding free energy of when going from INV; to Ny
water molecules in the ROI:

AGbind(Ni — Nf)/k:BT = Nfo — NiBi

LNy ) [ Yoty (VRO —/BfN(B)dB 3.10)
f i k‘BT n V0 5 3.10

where B; to By are the Adams parameters that on average produces N; to Ny water
molecules at equilibrium, respectively, u’S oly 1 the excess chemical potential of water,
and V? is the standard-state volume of water. This technique 3.10 is referred to as
grand-canonical integration (GCI). In order to obtain N(B), the GCMC titration
data is fitted to a logistic formula:

Uz
=1

where k, n;, wo; and wj are fitted parameters.
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Chapter 4

Calculating free energies of ligand
binding

Many of the problems in this thesis concern the calculation of the difference in free
energy when binding two different ligands, Lo and L, to a protein. The starting
point in this case is the thermodynamic cycle in fig. 4.1,3® from which we infer that the
difference in free energies of the binding processes:

P+ Ly — PLg; AGpina(Lo) (4.1)
and
P+ Ly — PL;; AGpina(L1) (4.2)

equals the free energy difference between the processes:
PLy — PL1; AGpound,Lo—1. (4.3)

and

P+Lo— P+ Li; AGfree,Lo—1, (4.4)

i.e, we can calculate the relative free energy, AAG,,—1,,, of binding the ligands Lg
and L to the protein as:

AAG L1, = Gind(L1) — AGhind(Lo) = AGvound,Lo—11 — AG free,Lo—L:

(4-5)
The processes 4.3 and 4.4 are the ones that we simulate in this thesis, i.e. we run
simulations where we transform one ligand into another, either when it is bound to
protein or when it is free in solution. So, how do we then calculate the free energy
differences between two states?
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AGping(Lo) AGpina(Ly)

P+ L, e—— )

AGf Tee oL,

Figure 4.1: illustration of the thermodynamic cycle of protein-ligand binding.
4.1 Free energy perturbation

The free energy perturbation (FEP) formalism refers to various methods of computing
free energy differences, but will start by discussing the original method: the Zwanzig
equation from 1954.%° If we look at two states 4 and B, with potential energy functions
U4 and Up, the Zwanzig equation (also called the exponential average) gives:

AGpsp = —kBTln<e_(UB_UA)/kBT)> (4.6)
A

which is based on a ensemble average over configurations sampled for state A. 1" is
the absolute temperature, kp is the Boltzmann constant and AG is the Helmholtz
free energy difference between the states A and B. The exponential average in Eq. 4.6
is poorly conditioned and will not converge if the free energy difference between the
two states is too large. Therefore, the transformation between the states A and B is
typically divided into several intermediate states, employing a mixing parameter A:

UN) = (1= NUs+\Ug; A€ 0,1] (4.7)

Thus, we pass through several intermediate states as we alchemically transform state
A into B. The convergence is determined by the overlap between the neighbouring
states. In order to assess the convergence, we have employed in this thesis the Wu
and Kofke bias measure (II), which measures how much of the phase space of the the
respective states overlaps with each other.4°

Another common method to estimate free energy differences when alchemically trans-
forming one ligand into another is thermodynamic integration (T1).4! Here, the
free energy difference is obtained by integrating ensemble-averaged derivative of the
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potential-energy function with respect to A:

MU
AF_/O <5)\>Ad)\ (4.8)

Convergence problems due to large energy changes will be seen in the form of big
leaps in the derivative, which is one advantage of TT.

Another often used way of computing free energy differences is the Bennett acceptance
ratio (BAR) method: 4243

o—F=0)kpr _ AU = Ua = O)/kpT]) 4 (4.9)
(fl(Ua=Up = C)/kpT))5 '
where the Fermi function f(x) is given by
1
flx) = 1+ eo/ksT (4.10)

and the constant C is calculated in an iterative procedure that goes on until the en-
semble averages in 4.9 are equal. Note that Eq. 4.9 involves simulations of both the
A and B states. The BAR method gives the lowest variance among all estimators of
the free energy. 43

It is possible to generalize the BAR method to the case with multiple states, which is
the case with alchemically transforming one ligand to another using mixing parameter
A. In the multistate Bennett acceptance ratio (MBAR) method, data from simulations

of all A states are used to compute the free energy difference. 44

4.2 Free energies at the QM/MM level

In this thesis, we primarily compute ligand-binding free energies at the the MM level,
but it is in principle also possible to calculate the free energy difference in 4.5 at the
QM/MM level. However, running simulations of protein-ligand complexes at the
QM/MM level is very computationally demanding, and such full QM/MM-FEP
studies are few and usually only involve the ligand in the QM region, treated with

semi-empirical methods. 45-46:47:48

An alternative is to employ the reference-potential with QM/MM sampling (RPQS)
method, 48 which is based on work by Warshel and Gao.%%>*>! Here, a full FEP
is first done at the MM level, and the energies are then corrected to the QM/MM
level at the end-points (see thermodynamic cycle in fig. 4.2). The transformation
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MM—QM/MM is done via intermediate states, using the mixing parameter A for
the MM energy function, Upsps, and QM/MM energy function, Ugaz/as

UA) =1 - MNUnnm + AUgrynn 5 A € 10,1] (4.11)
So, for each state (s = bound/free), the QM/MM corrected energy is given by:

QM /MM MM MM—QM/MM MM—QM/MM
AGIYIIM = AGMM | AGMY MMy AGMY / (4.12)

which gives for the relative binding free energy of two ligands:

QM/MM _ x ~QM/MM QM/MM
AAGvLo—>L1 - AG;bound,Lo—>L1 —A free,Lo— L1 (4‘13)

QV/MM, L) sy  QM/MM, L,

MM, L, —— MM, L,

Figure 4.2: lllustration of the thermodynamic cycle used in the RPQS method. The cycle is employed both for
the protein-ligand complex and the free ligand in solution.

4.3 End-point methods

In this thesis, we also compute free energies with methods that utilize only the physical
end states of the complex, protein and ligand. These are the molecular mechanics
Poisson—Boltzmann or generalised Born surface area (MM/PBSA and MM/GBSA)
methods. >3 First, molecular dynamics (MD) simulations are run, after which water
molecules are stripped off and the free energy is approximated by:

AGhing = (AEe) + (AEypw) + (AGser) + (AGgasa) — (TASnwm) (4.14)

where AEg; is the electrostatic energy and A Ey pyy is the VDW energy, both calcu-
lated with a MM force field. AGyyy is the solvation free-energy calculated either from
the Poisson—Boltzmann equation or by the generalised Born approach and AGs454
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is the non-polar solvation free energy, estimated from the solvent-accessible surface
area (SASA). Finally, a normal-mode (NM) analysis of vibrational frequencies yields
ASN s, the translational, rotational, and vibrational entropies. The brackets denote
that all terms are calculated as averages over a number of snapshots from the MD
simulations.

Each energy term in 4.14 is obtained by taking the difference between the complex
(RL), the free receptor (R) and the ligand (L):

AE =FE(RL) - E(R)— E(L) (4.15)

The last two terms on the right side of 4.15 are computed by stripping off the ligand
or the receptor from the snapshots taken from the simulations of the complex.
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Chapter s

Thermodynamics of biomolecular
systems

The entropic contribution to the free energy of protein-ligand binding, as specified
in Eq. 1.3, is significant. It can arise from various sources, as discussed in chapter
1.2: the changes in solvent entropy, such as the release of solvent upon binding of the
ligand, the change in conformational freedom of the ligand and protein and the loss
of rotational and translational entropy of the ligand and protein during the binding
proceess. It is therefore of utmost importance to be able to estimate this part, and we
will discuss various methods of doing so in this section.

s.1 Entropy of protein—ligand complexes

As mentioned in chapter 3.3, one may compute the entropic contribution to the bind-
ing free energy (equation 4.14) by the NM method, which performs a harmonical anal-
ysis of vibrational frequencies. !¢ This method is quite time-consuming,>%>°, which
stems from the cost of diagonalizing the Hessian matrix (the second derivatives of
the potential energy function with respect to the coordinates). !¢ It is consequently of
interest to find cheaper methods to compute entropies.

In 2016, Zhang and coworkers suggested the interaction entropy method (IE),%¢ as a
means of estimating the entropy of the binding process:

~TAS;p = RT1n<e(AE1E<AE1E>)/RT> (5.1)

where R is the gas constant and AE;r = AE, + AEypw, the non-bonded
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interaction energy. The latter energy terms may be estimated from MM/PBSA or
MM/GBSA methods; the IE method estimates the entropy from the fluctuations of
these energies.

Minh and coworkers suggested an even cheaper method of computing entropies in
2018, the so-called second-order cumulant approximation (C2) method.>” The C2
method is based on the expression of the binding free energy as an exponential average
of AErE, which is then expanded:

2
AGrp = AHpp — TASp = RTInePrel/RT — (A ) + 20 12 4. 62

where the standard deviation, o1, is computed for Erp over all snapshots. As can

be seen from the expression above, an approximation for the binding entropy can be
found in the second-order cumulant approximation term:

U%E
—TASco = SRT (5.3)

Since exponential averaging is not used to estimate the entropy in 5.3, it is more nu-

merically stable than the IE method. In paper V, we compare the IE and C2 methods
and their convergence.

5.2 Thermodynamics of the solvent

Water plays a significantly role in biomolecular reactions. Of course, the protein, the
ligand and the protein—ligand complex are completely surrounded by water molecules.
Several of the water molecules will interact with the ligand and protein residues in the
binding site, even if it is buried within the protein. Here, we will see how to calculate
the contribution of the solvent thermodynamics for a ROI, in this case the binding
site.

s.2.1 Inhomogeneous solvation theory

Inhomogeneous solvation theory (IST) was developed for analysing the thermody-
namics of solvent (in our case water) molecules in MD simulations, making use of
statistical thermodynamics.>®3° The method calculates the energies and entropies by
integrating correlation functions representing the rotational and translational degrees
of freedom. The general starting point of IST is that the solvation entropy has both
solute—water (sw) and water—water (ww) contributions:

ASsorr = ASsyy + ASww (5.4)
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The water—water entropy term may be ignored, which gives the following formula for
the entropy:

—kpp®

ASoly = ASsy =
! 872

/gsw (ra W)ln Gsw (r, W)drdw (5-5)
where p¥ is the number density of bulk solvent; gy, (r,w) is the solute—water pair-
correlation function in the solute frame of reference, r is defined as the location of a
water oxygen relative to the solute and w is the Euler angles in the solute frame of ref-
erence; the factor of 1/(872) normalizes the orientational integrals. Since gs (1, w)
equals unity for bulk density and a uniform orientational distribution, the solvation
entropy vanishes in the bulk. Therefore, all contributions to the solvation entropy
come from regions occupied by water, which is why the water—water entropy term
may be ignored.

The solute-water entropy term, ASg,,, may be split into translational and orienta-
tional terms by rewriting g, (r, w) as the product of a translational distribution func-
tion, gsw(r), and an orientational distribution function, conditioned on the position,

Isw(W|r):

ASqy = ASLI™ + ASZ (5.6)
This gives:
ASZUMS = —kBpO /gsw(r)ln gsw(r)dr (5.7)
and
Asggje”t = po/gsw(r)sw(r)dr (5.8)
where
w 71{3
S“(r) = 871_2/gsw(w|r)ln gsw(w|r)dw (5.9)

and gs(r) = p(r)/p° and ggw(w(r) = p(w|r)/p® = 872p(w|r), where p(r) and
p(w|r) are Boltzmann probability densities.

Likewise, the solvation energy is also divided into solute—water and water—water terms:
AEsolv = AFEg, + AEyy (5-10)

The water—water energy term may be ignored for the same reasons as for the water—
water entropy term. We have for solute—water:

AEg, = po/gsw(r)AEsw(r)dr (5.11)
ABa() = — g (@] Usu 1. 0)d (5.12)
sw\l) = 87T298w WIr)Usgplr, W)aw 5-12

where Uy, (w, 1) is the solute—water interaction potential.
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s.2.2  Grid inhomogeneous solvation theory

In this thesis, we worked with the discrete version of IST, called grid inhomoge-
nous solvation theory (GIST).® One major concern is that water molecules inter-
acting with the protein-ligand complex often exchange with bulk water molecules
during the simulations. This may be addressed by clustering water molecules that
are close together in time and space, °® but then only water molecules with high oc-
cupancies are thus considered. Another way of dealing with this was proposed by
Gilson and coworkers in the GIST method, namely to assign energies and entropies
to 3-dimensional voxels instead of individual water molecules. These voxels collec-
tively make up a 3D grid spanning the ROI. In order to assign the voxels during the
simulation in a meaningful way, it is necessary to restrain the solute throughout the
simulations.

We use k to index the voxels, which gives for the total translational entropy of a ROI:

AS;EUOI,trans ~ Z AStrans (5'13)
ke ROI

ASEIS (1) = kpp°Vig (1) Ing (rz ) (5.14)
Ny,

) = ———k (5.15)

g( k) pOVk’Nframe B

where p” is the number density of bulk water, ry, is the position vector for voxel k,
Ny, is the total number of water molecules for all frames within voxel k, V} is the
volume of that voxel and N f;gme is the number of frames in the simulation. Here, it
is assumed that the correlation function g(rj) is uniform within each voxel.

As for the orientational entropy, we have:

ASROI oment Z ASoment ) (5.16)
ke ROI
ASTM (xy,) & POng(rk)Sw(fk) (5.17)
S9(r) = ki —i—Zln wilrk) (5.18)
k N Y g 71Tk S-

where 7 is Euler’s constant and g(w;|ry ) is the value of the orientational distribution
for water ¢, which is approximated as:

872

W (5.19)

g(wiltg) =
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V;w _ 47T(A3wi)3

For each of the N, water molecules in voxel k, in any trajectory frame, one finds the

(5.20)

shortest angular distance Aw; to any other water molecule in the voxel. The angular
distance between water molecules 7 and j is:

1/2

Awi = [(di = ¢;)° + (cosb; — costj)? + (i — 15)?] (5.21)
with (¢, cosf, 1) being the Euler angles in the solute frame of reference.
As for the energy, the solute—water term is:
EROI Z AFEg,(r) (5.22)

keROI

where EROT s the total solute—water interaction energy in voxel k, averaged over all
simulation frames. The water—water energy term is:

AEROT — Z AEo(ry) Z Z AEy(tg,17) (5.23)
kEROI 2 EROLICROI

where the total water—water interaction energies for the respetive voxels, A FEyq, (ry;)
and AE,,(ry, 17) are averaged over all simulation frames. Finally, the solvation free
energy of voxel k can be expressed as follows:

AG(t) = ABs (1) + AEu (1) — TASTMS (1) — TASTT (1) (5.24)
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Chapter 6

Summary of papers

6.1 Paperl

Itis important in drug development to estimate the relative affinity of small molecules
binding to biomacromolecules. In 2014, in a previous study, we calculated 91 relative
binding affinities with T1, encompassing 107 ligands and ten proteins, using the AM-
BER ffog for the protein and general AMBER force field (GAFF) for the ligands.
The mean absolute deviations from experimental results were 1.6-10.5 kJ/mol and the
maximum errors were 3—23 kJ/mol. In this FEP study, which was done with MM
methods, we try to improve these results in different ways. The results show how
challenging it is to consistently improve the results of FEP calculations.

First, we try updated force fields (FF14SB/GAFF2/OPC) and include the entire pro-
tein and all subunits of multimeric proteins as well as all cofactors and modifications.
This gave improved results for five proteins, among them HIV-PT and fXa, but worse
results for four proteins. For COXz2, we successfully introduced new van der Waals
parameters for the sulfonamide group, in order to avoid the formation of internal

hydrogen bonds.

Second, we try to improve the charges by fitting them to 20 snapshots of a MD simu-
lation of the protein-ligand complex. We tested two different approaches. The ligand
was either placed in vacuum (Vac), or had its charges polarised by the surrounding
protein and solvent (Ptch). For five proteins, the Vac results were better than the re-
sults obtained with the restrained electrostatic potential (RESP) charges, whereas the
results deteriorated for four proteins. The Vac results were generally better than the
Ptch results, although the opposite was true for three proteins.
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We also measured the root-mean-square deviation (RMSD) of the ligand and the
hydrogen-bond pattern relative to the crystal-structure conformation. For most pro-
teins, the RMSD was low and the MD simulations did not deviate much from the
crystal structure. However, for three proteins (COX2, HIV-PT and GP), the hy-
drogen bonds changed significantly during the MD simulations, which we tried to
counteract by employing restraints for the hydrogen bonds. However, since this led
to worse calculated binding affinites, it is possible that the crystal structure may not
completely describe the actual conformation in the protein.

15

A KN |
gozozI
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Ptch charges
s
wn

-15
Vac charges

Figure 6.1: Correlation between the Vac and Ptch charges for the ligands, colour-coded after the element (the
last group include S, with strongly positive charges, as well as F, Cl and Br with slightly negative
charges).
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6.2 Paper Il

This paper focused on a congeneric series of ligands with a fluorophenyltriazole moi-
ety, where the fluorine substituent is put in different ortho, meta, and para positions
(denoted O, M, and P). The purpose was to study how the binding affinity of this
ligand to galectin-3C is affected by small changes in the ligand structure. The total
entropy of binding was split into contributions from protein, ligand, and solvent.
This question was scrutinized with a variety of of experimental methods, isothermal
titration calorimetry (ITC), X-ray crystallography and NMR relaxation, as well as
theoretical methods in the form of MD simulations and GIST calculations.

20 T T r T r T T

-
o

-TAAS (kJ mol™)

-30 1 L L L L 1 L
ITC bb sc protein water prot lig

NMR MD

Figure 6.2: Entropy contributions to the differential binding of ligands M (blue), P (red), and O (green) to
galectin-3C. The colored bars represent intercomplex differences in entropy; hence, a negative
value corresponds to a favorable entropic contribution to binding for the specified complex, rela-
tive to the other two complexes. ITC reports the total entropy of binding. NMR reports estimates
of the conformational entropy of the backbone (bb) and methyl-bearing side chains (sc). MD re-
ports the conformational entropy of the protein (prot) and ligand (lig), and the solvation entropy
determined by GIST (water). Error bars indicate +1 standard deviation. (Figure taken from ref. 61.)

The three ligands have similar free energies of binding, which is expected from their
structural similarities. However, the O ligand has less favorable binding enthalpy
than the M and P ligands, which have similar enthalpies. This can be attributed to a
smaller number of interactions between fluorine atom and surrounding protein for the
O-complex. Also, the O-complex has lower conformational entropy than the other
complexes, as suggested by NMR and ensemble-refined X-ray diffraction data. The
GIST calculations showed that the O-bound complex has a less unfavorable solvation
entropy compared to the other two complexes (fig. 6.2). This indicates that changes in
ligand conformational entropy and water entropy compensates for changes in protein
conformational entropy, i.e. an entropy—entropy compensation. ¢!
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6.3 Paper III

In this study we analyzed the role of water in biomolecular processes. We focused on
two proteins: a ferritin dimer with a buried binding site and galectin-3C which has
a solvent-exposed binding site. The methods included both dynamic simulations, by
means of GCMC, MD and GCMC/MD, as well as the study of thermodynamics by
means of GCMC and GIST.

Figure 6.3: Density maps comparing the water sampling observed using constrained MD (AMBER, marine) or
GCMC (ProtoMS, magenta) for the R ligand in complex with galectin-3C. The protein and ligand
are shown with the crystallographic coordinates, and the experimental water sites are colored ac-
cording to their temperature factors (scale shown at the bottom of the figure). Water molecules
that make hydrogen bonds with the protein or the ligand are marked with residue numbers. The
density maps are contoured at an isovalue of 0.6. (Figure taken from ref. 62.)

We saw that GCMC/MD equilibrates faster than regular MD when running simula-
tions on ferritin with the buried binding site. All methods could reproduce crystal-
water molecules quite well for ferritin, although GCMC/MD is more consistent be-
tween simulations that were started with and without water molecules present in the
buried binding site at the beginning. However, for galectin-3C with an open binding
site, MD is preferable to GCMC (fig. 6.3).

The solvation free energies for GIST and GCMC are not comparable, since they use
different reference states. Enforcing restraints in the MD simulations improves the
precision of the calculated thermodynamic GIST quantities, but also changes them
profoundly. %2
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6.4 PaperlIV

We studied the thermodynamics of a series of a series of complexes between galectin-
3C and (-D-thiogalactopyranoside ligands with a meta-substituted phenyl group: H,
E Cl, Br, or L. This was done both with experimental methods, including ITC, com-
petitive fluorescence polarization, X-ray crystallography and NMR spectroscopy, and
theoretical methods, including QM calculations, MD simulations and GIST calcula-
tions.

ITC reveals that the favorable binding enthalpy increases from H to I, while the en-
tropic penalty increases from H to F and then from Br to I. The ligands containing F,
Cl, and Br have similar binding thermodynamic profiles. X-ray crystallography show
that all ligands bind in very similar poses, with small variations of the length of the
halogen bond to the carbonyl oxygen of Gly182 for F to I (3.1-3.3 A). However, as for
the water molecule binding to the halogen atom, the X—O distance increases from 3.1
A for F t0 3.6 A for Br; for I the water is displaced.

QM calculations and ITC studies together suggest that the halogen bond between
the ligand halogen and the Gly182 carbonyl oxygen is a significant contributor to
the binding enthalpy. From the GIST results, it could be inferred that the solvation
thermodynamics has contributions from water molecules across the entire binding
site. Altogether, this highlights the importance of contributions of both the direct
halogen bond interactions and solvation thermodynamics.

- W

o

Figure 6.4: Superposition of the crystal structures and the water densities from the MD simulations for the five
galectin-3C-ligand complexes with extra point parameters for Cl, Br and |, focused on the variable
part of the ligands. The isodensity level is five times the bulk density. The variable water molecules
in the crystal structures are shown as balls. The structures and densities are color coded: H (slate),
F (cyan), Cl (magenta), Br (green) and I (salmon pink).
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Attempts were made to improve the MM description of the halogen bonds, by adding
an extra point charge outside the halogen atom representing the positive o-hole.
However, we were unable to find any parameters that successfully reproduced both
the structure (fig. 6.4) and entropies derived from experiments. We also observed
that FEP calculations on MD simulations gave more accurate results if an extra point
charge was not used in the model.
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6.5 PaperV

In this study, we used the IE and C2 methods to estimate the entropies of many differ-
ent protein—ligand complexes. Both methods estimate entropies from the interaction
energies (AETE), which is the sum of electrostatic and VDW energies. The interact-
ing energies were calculated by applying the MM/GBSA method to the end-states of
MD simulations. While the IE method is based on an exponential average of fluctu-
ations in AE7g, the C2 entropy is directly proportional to the square of the standard
deviation of the interaction energies (07g).

For o1 < 16 kJ/mol, the IE and Cz2 entropies agree quite well (to within 15 kJ/mol),
although the difference between the two methods increases for larger o7, the IE en-
tropy consistently being smaller than the C2 entropy. Furthermore, by using stochas-
tic simulations, we showed that for o1 > 15 k]/mol, it is almost impossible to converge
the IE entropies (fig. 6.5). The C2 method could on the other hand be converged for
o1 up to 150 kJ/mol (fig. 6.5), although the entropies are most likely overestimated
for o7 > 25 kJ/mol.
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Figure 6.5: Number of snapshots (V) needed to converge the IE and C2 entropies within 4 kJ/mol of the analyt-
ical result with 95% confidence, assuming that the AE; i energies follow a Gaussian distribution.
(Figure taken from ref. 63.)

Zhang and coworkers proposed that the problem with poorly converged entropies can
be solved by using a very dense sampling frequency of 10 fs in the MD simulations.
Our results indicate that this is too dense, giving strongly correlated energies. This
did not improve the calculated entropies, but gave statistical inefficiencies of 3-40 for
lysozyme and ferritin. They also suggested that o7 could be reduced by enforcing
restraints on the protein, but it also reduced the entropy as well as affected dynamics
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in general. Enforcing a cutoff, i.e. ignoring energies > 307r when computing IE
entropies, is also questionable; for large o7p, the lowest values of AETr dominate
the calculations of the IE entropies. Ignoring those values would distort the calculated
entropies.

By utilizing block-averaging, we showed that for lysozyme (075 = 6 kJ/mol), the C2
entropies are independent of the sample size, which is not the case for the IE entropies.
For ferritin (07 = 13 kJ/mol, both IE and C2 entropies depend strongly on the sample
size. This may be explained by the non-Gaussian distribution of the AE7 energies.

To conclude, we recommend that o7 should always be reported when using the IE
and C2 methods. Entropies should be calculated with both methods and compared.
Their dependence on the sample size should also be assessed. ¢
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6.6 Paper VI

The purpose of this study was to analyse the binding of inhibitors of three halogenated
inhibitors (Cl, Br and I) to CK2 and two synthetic disaccharides to galectin-3C (fig.
6.6). 'This was done by running MD simulations, and then employing with MM
FEP calculations to extract relative binding free energies. For comparison, QM/MM
simulations were also run in an attempt to improve the free energies, by adding
QM/MM level corrections to the endpoints of the MM simulations, the so-called
RPQS method. It was also analysed how the size of the QM region affected the RPQS
QM/MM results, for CK2 by first including only the ligand in the QM region and
later both the ligand and a small part of the protein. For both CK2 and galectin-3C,
the QM region was simulated at the DFTB3 level of theory.
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Figure 6.6: The ligands used in this study, a) TBB, TCB and TIB for CK2 and b) 3 and 4 for gal3.

For CK2, the MM FEP results correlated very well with the experimental results.
This was surprising, due the inability of the point-charge model in a force field to
accurately model the o-hole of Cl, Br and I. Also surprisingly, the RPQS QM/MM
results were worse, especially for the large QM region. This highlights the complexity
of QM/MM simulations, such as modelling the interactions between the QM and
MM regions (an electrostatic embedding scheme is used by default in AMBER, as
well as in our simulations). In addition, when including part of the protein in the QM
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region, covalent bonds must be cut and and saturated hydrogen atoms, adding further
approximations. Moreover, although DFTB3 is one of most advanced Hamiltonians
in the AMBER QM/MM implementation, it does not include halogen corrections.
For CK2, we also ran a full FEP at the QM/MM level, which gave similar results as
for RPQS for the small QM region, but worse results for the larger QM region.

For galectin-3C, RPQS QM/MM was tested with some different QM regions: the full
ligand, the substituted benzene ring of the ligand and the substituted benzene ring of
the ligand together with a few residues closest to the para-substituent. However, none
of these approaches resulted in better binding afhnities than with MM FEP, which did

not accurately reproduce the experimental results to start with.
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Chapter 7

Conclusions and Outlook

In this thesis, we have used computational methods to analyze the dynamics and
thermodynamics of protein—ligand systems. It is a challenging undertaking, as the
systems are very large and thus require more approximate methods than QM, and it
is also very difficult to assess the important entropic part of the thermodynamics.

We have shown that QM-derived charges may improve MM relative free energies
of protein-ligand binding, but far from always. Compuational approaches such as
MD and GIST can also be combined with experimental methods, such as NMR,
to provide a more detailed picture of various phenomena, such as entropy—entropy
compensation and halogen bonding. We concluded that combining GCMC with
MD in GCMC/MD sped up the sampling of buried binding sites, and we saw that
both GCMC and GIST could be used to assess the solvent thermodynamics. We
used both IE and C2 methods to estimate entropies of protein—ligand systems, but
were forced to conclude that those type of calculations are often difficult. We also
used QM/MM simulations to estimate binding free energies, but with less satisfying
results.

In the thesis, we have explored challenges for the pharmaceutical industry. Although
we saw some slightly promising methods, it is still very hard to reproduce experimen-
tal results to within acceptable accuracy. MM-FEP calculations may be improved by
trying other force fields, such as flisipq and fligSB.¢4%> The QM/MM-FEP calcula-
tions with the native AMBER QM/MM routine may be improved by implementing
the PM7 method, ®¢ which is designed for reducing errors in noncovalent interactions
involving halogens. Also, better methods than IE and C2 for estimating the entropies
are needed.
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