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1. Introduction 

obile ad hoc networks possess unique properties, 
which make them very different from traditional 

wired and infrastructure-based wireless systems. It is a 
significant technical challenge to provide reliable high-
speed end-to-end communications in mobile ad hoc 
networks, due to their dynamic topology, distributed 
management and multihop connections. Moreover, the 
actual throughput of wireless communications is often much 
less than the maximum radio transmission rate, due to the 
effects of multiple access, fading, noise and interference 
conditions [1]. These effects result in time-varying channel 
capacity, making it difficult to determine the aggregate 
bandwidth between two endpoints. Finally, in addition to 
bandwidth, other network resources like energy, processing 
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power and memory, which are relatively abundant in wired 
environments, are also strictly limited and have to be 
preserved in mobile ad hoc networks. 

For these reasons, it is very important for ad hoc 
networks to design efficient methods of conserving the 
scarce resources, while not incurring too much control 
overhead. Multicasting is a promising technique to provide 
a subset of network nodes with the service they demand 
while not jeopardizing the resource requirements of others. 
As a result of their broadcasting capability, the nodes of an 
ad hoc network are inherently ready for multicasting. 

In order to meet the qualitative expectations of its users, 
on the other hand, ad hoc networks also need support for 
multimedia, which makes quality of service (QoS) a 
fundamental requirement. Unfortunately, it is not an easy 
task to incorporate QoS to ad hoc multicast routing. 
Protocols designed for conventional wired networks are not 
appropriate for ad hoc networks due to their lack of 
adaptation to the unpredictable network topology and 
excessive overhead [2]. Wireline QoS algorithms rely on 
the availability of precise state information. However, this 
information is inherently imprecise in ad hoc networks, 
where nodes join, leave and rejoin the network at any place, 
and links appear or disappear any time. 
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Abstract 

The tremendous amount of multimedia applications running across the wireless communication medium makes quality of service (QoS) a fundamental 
requirement for mobile ad hoc networks. However, it is not easy to incorporate QoS into these networks. Moreover, the growing number of group-oriented 
applications also necessitates the efficient utilisation of network resources. The multicast model is a promising technique which can achieve this efficiency by 
facilitating the inherent broadcast capability of the wireless medium. The mesh-evolving ad hoc QoS multicast (MAQM) routing protocol is developed to 
address the resource efficiency and QoS problems with one, integrated solution. MAQM achieves multicast efficiency by tracking the availability of resources 
for each node within its neighbourhood. The QoS status is monitored continuously and announced periodically to the extent of QoS provision. Using these 
features, MAQM nodes can make their decisions on joining a new multicast session based on the sustainability of their perceived QoS. MAQM also evolves 
the initial multicast tree into a mesh during the course of an ongoing session to achieve a more robust network topology. Thus, MAQM integrates the concept 
of QoS-awareness into multicast routing in mobile ad hoc networks. Since ad hoc networks require the protocol control overhead to be as small as possible, 
we analyse the multicast session establishment process of MAQM to see its impact on the protocol performance in terms of system control overhead. We also 
evaluate the performance of MAQM through computer simulations using various qualitative and quantitative criteria. The simulation results validate our 
mathematical analysis of the control overhead and show that MAQM significantly improves multicast efficiency through its QoS-aware admission and 
routing decisions with an acceptably small overhead. Thus, MAQM shows that QoS is not only essential for, but also applicable to mobile ad hoc networks. 

Keywords: Mobile ad hoc networks, multicast routing, quality of service, control overhead analysis, performance evaluation, wireless communications. 
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The ad hoc QoS multicast (AQM) routing protocol [3] 
integrates the concept of QoS-awareness into multicast 
routing in mobile ad hoc networks as a composite solution 
to the problems stated above. AQM tracks QoS availability 
within each node’s neighbourhood based on current 
bandwidth reservations made for ongoing sessions and the 
requirements reported by the neighbours. It achieves delay 
restriction by limiting the number of hops allowed to join a 
session with specific QoS requirements. Using these 
resource and hop distance tracking features, AQM nodes 
can make their decisions on sending join requests or replies 
based on the availability of QoS. Nodes are prevented from 
applying for membership if there is no QoS-satisfying path 
to reach the multicast session tree. 

Two types of network topologies, presenting different 
performance characteristics, are generally identified for ad 
hoc multicast routing protocols. While tree-based protocols 
use resources more efficiently and incur less overhead, 
mesh-based protocols are more robust to the topological 
changes in the network [4]. Thus, in this article, we enhance 
AQM with new algorithms that evolve multicast trees into 
meshes to improve its data delivery rate and robustness. We 
call the new version the mesh-evolving ad hoc multicast 
(MAQM) protocol, and evaluate its performance through a 
mathematical analysis and extensive computer simulations. 
As mentioned above, it is desirable for mobile ad hoc 
networks that sessions are managed with an overhead as 
small as possible. Our analysis investigates MAQM’s 
session joining process, and shows that this overhead is 
acceptable. Our performance evaluation validates through 
computer simulations that MAQM improves multicast 
routing efficiency for members and sessions significantly 
through QoS management with an acceptable control 
overhead, which degrades gracefully throughout a session. 

The rest of this article is organised as follows: Section 2 
categorises previous research and summarises some recent 
advances in ad hoc QoS multicast. Section 3 introduces 
MAQM with special emphasis on tree-to-mesh evolution. 
An analysis of the control overhead, considering the multi-
hop, omnidirectional nature and limited transmission range 
of mobile ad hoc communication, is provided in Section 4. 
Novel, qualitative and measurable performance metrics are 
defined and simulation results are presented in Section 5 to 
evaluate the performance of MAQM, whereby a mobile ad 
hoc network supporting multiple QoS classes is simulated 
for a realistic usage scenario. Finally, Section 6 concludes 
the article and provides some future research directions. 

2. Background of Ad Hoc Multicast Routing 

There are many applications of mobile ad hoc networks 
that involve point-to-multipoint or multipoint-to-multipoint 
communication patterns, such as multimedia streaming, 
video conferencing, database management, distributed 
computation and real-time workgroup activities. This makes 
multicast routing a necessity to provide connection and 
coordination among a given set of nodes. It is particularly 
advantageous to facilitate multicast rather than use multiple 

unicast in ad hoc networks, where scarce resources are 
shared in the wireless medium and it is particularly 
important to reduce the transmission overhead. However, 
conventional wired network multicast protocols do not 
perform well in the ad hoc domain due to the unreliable 
nature of the wireless links and the dynamic network 
topology. These protocols usually require global knowledge 
on routing such as link state or distance vector structures, 
which are not feasible for ad hoc networks [2]. Therefore, 
many ad hoc multicast routing protocols are proposed to 
address the problem. 

2.1. A Classification of Ad Hoc Multicast Protocols 

Multicast routing protocols for mobile ad hoc networks 
are classified into categories according to connectivity 
management (source- vs. receiver-initiated), operation and 
maintenance (proactive vs. reactive), and, most popularly, 
multicast topology (tree- vs. mesh-based) [2, 5]. In a tree-
based multicast routing protocol, a node accepts packets 
only when they come from another node which a tree 
branch has been established with. Thus, there is only a 
single path between a sender-receiver pair. Tree-based 
protocols are further categorised into shared-tree [6-13] and 
source-tree [3, 14-22] topologies. In the former, all 
members of a multicast group, including the sources, are 
connected via a single shared tree, whereas in the latter, a 
group consists of members scattered on multiple trees 
rooted at their respective sources. A shared multicast tree 
spanning all the group members may not be optimal for the 
individual sources, but they are more scalable when the 
number of sources in a session or the number of multicast 
sessions increases. One common technique used with this 
approach is to assign a node, known as the rendezvous point 
or the core, to accept join requests from members. The 
multicast connection then consists of shortest paths from the 
core to each of the members. On the other hand, source-
tree-based protocols perform better than shared-tree-based 
protocols under heavy traffic since they achieve more 
efficient load balancing. Since there is only a single path 
between senders and receivers in tree-based multicast 
routing protocols, they are vulnerable to the dynamics of the 
ad hoc network such as node mobility and link breaks. In 
contrast, mesh-based multicast protocols [23-33] maintain a 
mesh consisting of a connected component of the network 
containing all the receivers of a group. They construct a 
mesh that allows data packets to be transmitted over more 
than one path from a sender to a receiver to increase 
robustness at the price of transmission redundancy. 

2.2. QoS in Ad Hoc Multicast Routing 

Numerous protocols are developed to build and 
maintain a multicast graph and perform routing in mobile ad 
hoc networks. A selected chronology is given in Table 1. 
However, these protocols do not address the multimedia 
QoS requirements of sessions within the framework of ad 
hoc multicast routing, which is becoming increasingly 
important as the demand for mobile multimedia increases. 
Thus, a selection of more recent efforts, which attempt to 
deal with the QoS problem, is presented in this section. 
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On-demand QoS multicast for MANETs (ODQMM) 
integrates bandwidth reservation into routing and tries to 
identify bandwidth availability while searching for the path 
[11]. It is based on the multicast ad hoc on-demand distance 
vector (MAODV) routing protocol [9]. It inserts flags into 
the control packets to indicate requests for resource 
reservation. Two reservation styles, fixed and shared, are 
defined, which correspond to video and audio 
communications, respectively. Any node wishing to join a 
multicast group has to reserve the necessary amount of 
bandwidth. However, ODQMM limits all reservations to the 
amount requested by the server and assumes that the 
bandwidth information is provided by the underlying layer. 

QoS multicast routing protocol for clustering mobile ad 
hoc networks (QMRPCAH) utilises a hierarchical topology 
provided by clusters and bridges [13]. Local nodes within a 
cluster send their join requests with QoS metrics to their 
intercluster bridge nodes that know the other bridges 
containing nodes on the same multicast tree. If the tree is 
unknown to the bridge, the request propagates to the next 
upper bridge in the hierarchy. If the tree does not exist, the 
local node is informed and has to generate it. Resources are 
reserved by the intermediate nodes during the request and 
are freed if the join process times out. 

The multiple least-cost trees (MLCT) approach finds 
multiple paths or trees for a multicast connection to meet its 
bandwidth requirement by aggregating the resources on 
these paths [21]. Through a route request/reply process, 
information on all possible routes to all destinations within 

the delay range is gathered. A path/tree selection algorithm 
then finds multiple paths/trees to satisfy QoS in terms of 
bandwidth and delay. Three alternate selection criteria are 
introduced to choose multiple paths based on shortest-path 
trees, least-cost trees or even multiple least-cost trees. 

Hypercube-based virtual dynamic backbone (HVDB) is 
a model that defines new QoS requirements for mobile ad 
hoc networks, such as high availability and good load 
balancing [31]. The hypercube architecture provides fault 
tolerance and a small diameter to address the first issue, and 
regularity and symmetry for the second. Nodes are grouped 
into clusters, clusters into hypercubes and hypercubes into a 
mesh to build logical routes. Each node sends its local 
membership information to the cluster head, which shares it 
with other cluster heads in a hypercube. The multicast tree 
is built at the mesh tier by using the shared information and 
unicast to the cluster heads in other hypercubes with group 
members. Each cluster head sends the information to other 
cluster heads in the same hypercube via local logical routes. 
Data packets are sent to group members by local broadcast. 

QoS-aware mesh network (QAMNet) is an extension to 
mesh-based protocols with resource-aware admission 
control interweaved with the mesh creation process [33]. 
Senders flood the network with new session information. 
Intermediate nodes update a bottleneck bandwidth field in 
the messages to report on the resource status. QoS flows are 
admitted if enough resources are available during mesh 
creation. Best-effort flows are regulated by a traffic shaper. 

3. Mesh-Evolving Ad Hoc QoS Multicast 

Although resource management schemes are developed 
to serve ad hoc routing and multicast protocols as QoS 
modules [34], there has not been an ad hoc multicast 
protocol that incorporates QoS directly in its admission and 
routing decisions. AQM is presented as a solution to this 
problem [3]. In this section, we introduce MAQM, our new 
version evolving the initial multicast trees into meshes to 
improve connectivity and robustness. We first explain its 
session and membership management, mobility adaptation, 
and resource allocation procedures. Then, emphasis is laid 
on the logic behind and procedures related to the evolution 
of the initial multicast tree into a mesh. 

3.1. Session Initiation 

A new session is announced by its server that broadcasts 
an initiation packet with the session’s QoS information, 
which contains the bandwidth and hop count requirements 
to join it. A table of active sessions is maintained at each 
node to keep the information on session definitions. Using 
these tables, nodes spot new sessions and forward their 
initiation packets. A membership table is used by each node 
to denote whether QoS is supported on the path from the 
session server up to this node. The hop count information in 
the packet is used to prevent loops in the forwarding 
process. The session initiation packet is forwarded as long 
as the QoS requirements in terms of bandwidth and delay 
are met. The packet is dropped if QoS requirements cannot 

Table 1.  Chronology of ad hoc multicast routing protocols. 

Year Protocol Name Topology Initiator Flooded 

Control 

Periodic 

Control 

1998 AMRoute [6] Shared tree Source Yes Yes 

 ASTM [7] Shared tree Receiver Yes Yes 

 FGMP [23] Mesh Receiver Yes Yes 

 AMRIS [8] Shared tree Source Yes Yes 

1999 CAMP [24] Mesh Receiver No No 

 MAODV [9] Shared tree Receiver Yes Yes 

 MCEDAR [14] Source tree Receiver Yes No 

 ODMRP [25] Mesh Source Yes Yes 

 BEMR [15] Source tree Receiver Yes No 

2000 DDM [16] Source tree Receiver Yes Yes 

 NSMP [26] Mesh Source Yes Yes 

 ABAM [17] Source tree Source Yes No 

2001 MZR [18] Source tree Source Yes Yes 

 MMA [10] Shared tree Receiver No Yes 

2002 SRMP [27] Mesh Receiver Yes No 

 DCMP [28] Mesh Source Yes Yes 

 WBM [19] Source tree Receiver Yes No 

2003 RDG [29] Mesh Receiver Yes Yes 

 PLBM [20] Source tree Receiver No Yes 

2004 AQM [3] Source tree Receiver No Yes 

 ODQMM [11] Shared tree Receiver Yes Yes 

 PUMA [30] Mesh Receiver No Yes 

2005 MANSI [12] Shared tree Receiver Yes Yes 

 QMRPCAH [13] Shared tree Receiver No Yes 

 HVDB [31] Mesh Source No Yes 

 OPHMR [32] Mesh Source Yes Yes 

2006 MLCT [21] Source tree Source Yes No 

 QAMNet [33] Mesh Source Yes Yes 

2007 ABMRS [22] Source tree Source Yes Yes 
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be satisfied any more to avoid flooding. The session 
information is refreshed periodically via session update 
packets sent by the session server. Similar to the session 
initiation packets, they are propagated throughout the 
network as long as the QoS requirements of the session can 
be fulfilled. Figure 1 [3] shows an example for the session 
initiation process. 

3.2. Session Membership 

When a node broadcasts a join request for a session, its 
predecessors propagate the packet upstream as long as QoS, 
in terms of bandwidth and delay, can be satisfied. They 
maintain a request table to keep track of the requests and 
replies they have forwarded and prevent false or duplicate 
packet processing. To keep the size of the overhead under 
control, they only deal with the requests for the sessions 
made known to them through announcements. A forwarded 
request eventually reaches members of that session which 
issue replies back to the requester if QoS can be satisfied. 
Downstream nodes, which have forwarded the join requests, 
now forward the replies towards the requester. Among the 
replies it receives, the originator of the join request selects 
the one with the best QoS conditions. It changes its status 
from predecessor to receiver and sends a reserve message to 
the selected node, which propagates along the selected path 
and finally reaches the originator of the reply. Intermediate 
nodes on the path become forwarders; they delete the 
request and the replies to it from their tables. Figure 2 [3] 
shows an example for the three-phase session join process. 

In MAQM, after being accepted to a session, the 
receivers constantly monitor their own perceived QoS level, 
such as the average data arrival and packet loss rates. If a 
member experiences loss or delay beyond the limits of 
acceptable QoS, it decides that the minimum QoS required 
for the session cannot be sustained anymore. Thus, after 
notifying its forwarder, the member drops itself off the 
session to prevent further waste of resources. It should be 
noted that MAQM adopts the QoS approach known as ‘soft 
QoS’, i.e., QoS is supported in a statistical sense, without a 
100% guarantee for all session members all the time. 

3.3. Mobility Adaptation 

One of the major concerns for ad hoc networks is the 
ability of the routing infrastructure to cope with node 
mobility. In order to maintain connectivity within their 
neighbourhood as well as to support QoS with maximum 
accuracy and minimum overhead under node mobility, 
MAQM performs periodic maintenance operations. 

Each node periodically broadcasts greeting messages, 
informing its neighbours on its existence and bandwidth 
usage, which is determined by the QoS requirements of the 
sessions being served or forwarded by that node. Greeting 
messages can be piggybacked to other control and data 
messages to reduce control overhead. Each node aggregates 
the information it receives with these messages in its 
neighbourhood table. This table is used to calculate the total 
bandwidth currently allocated to multicast sessions in the 
neighbourhood, which is the sum of all used capacities of 
the neighbouring nodes for that time frame. 

If a node does not receive any greeting messages from a 
neighbour for a while, it considers that neighbour lost. Lost 
neighbours are marked as such for a predefined short period 
of time, at the end of which they are deleted from the 
neighbourhood table if they do not reappear. To prevent 
unnecessary message exchanges, nodes need to detect new 
neighbours quickly and distinguish them from the 
neighbours reappearing after a short period of time and not 
necessitating any update. If the lost neighbour is related to a 
session, it is also removed from the session, membership 
and request tables. This is an essential operation to keep the 
nodes up-to-date regarding the sessions and ready for future 
membership management activities such as initiating a new 
join request or replying to other nodes’ join requests. 

Additional action can be necessary depending on the 
status of the lost neighbour as well as that of the node itself. 
When an active session member, e.g. a receiver, loses its 
only upstream forwarder, this means that it loses its 
connection to the session. In this case, it restarts the session 
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Figure 1.  The MAQM session initiation process: An initiation 
message is broadcast by n0, the server. It propagates through the 
network as long as its QoS requirements are met, informing all 
nodes from n1 to n8, which update their session and membership 
tables. n9 is not informed since it is beyond the QoS limits in 
terms of hop count. ti < ti+1, 0 ≤ i ≤ 3, represent the relative timing 
of the messages. 
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Figure 2.  The MAQM session joining process: (a) A join request 
is issued by n5. It propagates towards any member of the session 
as long as QoS can be satisfied. Nodes from n1 to n4 update their 
request tables and forward the packet since they are not session 
members. (b) A reply is sent back from n0 to n5. It is forwarded by 
n1, n2, n3, n4. (c) n5 sends a reservation along the selected QoS 
path via n4, n2, n0, which reserve resources and update their status. 
ti < ti+1, 0 ≤ i ≤ 8, represent the relative timing of the messages. 
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join process. It also informs its successors with a lost 
session message if it is a forwarding member of the session. 
By doing this, it lets them know that it should be deleted 
from the list of forwarders for that session. Downstream 
nodes receiving the lost session messages interpret them in 
a similar way to update their status regarding the lost 
session and forward the message if necessary. This 
mechanism, combined with the periodic updates mentioned 
previously, keeps nodes up-to-date regarding the QoS status 
of the sessions and prevents them from making join requests 
that are infeasible in terms of resource allocation. 

3.4. Resource Management 

The streaming nature of multimedia applications 
necessitates a pipelined approach to checking resource 
availability. Concerning a session server about to allocate 
resources for its first member, twice as much bandwidth has 
to be available in the neighbourhood than the amount 
required by the QoS requirements of the session. The 
forwarding node immediately following the server on the 
path to the member belongs to the same neighbourhood as 
the server and shares the same free bandwidth. Therefore, a 
session server has to ensure that its successor also has 
enough bandwidth available to forward multicast data 
packets that it receives. On the other hand, a forwarder has 
to deal with its predecessor as well as its successor. Once 
the multicast session starts, it receives packets from its 
predecessor, rebroadcasts them, and allows its successor to 
forward the packets further downstream. Therefore, an 
intermediate node about to take part in the packet 
forwarding process has to check for availability of three 
times as much bandwidth than the amount needed by the 
session, since it shares the available bandwidth of the same 
neighbourhood as its immediate predecessor as well as its 
immediate successor. Thus, nodes have to check for 
availability of the necessary bandwidth according to their 
position within the multicast tree before accepting a request. 

When it is time to allocate resources, on the other hand, 
each node allocates only the amount of bandwidth that is 
required for its individual transmission. Figure 3 shows an 
example of this approach to resource management, which 
we call a virtual tunnel of bandwidth. 

3.5. Tree-to-Mesh Evolution 

One of the major concerns with mobile ad hoc networks 
is that they have to operate in an environment of continuous 
topological changes. The mobility and limited transmission 
range of the nodes cause their wireless links to break very 
frequently, leading to disconnections and data loss. Thus, it 
is particularly important that MAQM improves its 
robustness against topological changes. This can be done if 
extra wireless links can be added to the initial multicast tree, 
evolving it into a mesh during the course of data streaming 
in an intelligent way, such that member connectivity is 
strengthened without compromising efficiency in resource 
usage. MAQM utilises the inherent broadcast capability of 
the ad hoc network to achieve this goal. 

As a result of broadcasting, receivers can start receiving 
multicast data from nodes other than their forwarders. This 
means that there is actually an active session member within 
the transmission range other than the original data forwarder 
selected for the session. In this case, the receiver decides 
that it can use this node, streaming multicast data actually to 
a third node, as an extra forwarder in order to improve the 
chance of remaining connected to the session despite 
frequent topological changes. The receiver informs the 
additional forwarder of its existence by sending one single-
hop registration message to this node for that session and, 
thus, ensures that the forwarder is also aware of its new 
receiver. Figure 4 shows an example for such an evolution. 

The operation described above increases the probability 
of connectivity and decreases the frequency of reconnection 
attempts, not only for the node itself but also for any other 
receivers further downstream, if the node doing the 
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Figure 3.  The virtual tunnel approach to bandwidth availability: (a) n5 wants to join the session of n0. It checks for the QoS bandwidth to 
make sure that, later, it can receive data. It sends a request. (b) Upon receiving the request, n4 checks for two times QoS bandwidth since it 
has to receive and forward data packets in case n5 actually joins the session. (c) The request propagates further upstream. n2 checks for three 
times QoS bandwidth since, in addition to its predecessor n0 and itself, it has to make sure that n4 can also forward the streaming data 
downstream. (d) Finally, n0 checks for two times QoS bandwidth since, as the server, it sends data packets and then lets n2 forward them. 
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Figure 4.  The evolution of the initial multicast tree into a mesh: (a) A session tree is initiated. (b) Receivers r2, r3, r4 receive data packets 
from nodes other than their current parents and discover extra forwarders f1, f2, f3. They register themselves with these. (c) Extra forwarders 
receive registration messages and enter their new receivers into their member tables. New links are established. The tree evolves into a mesh. 

operation is at the same time a forwarder. In other words, 
through the addition of extra links with existing forwarders, 
which leads to fewer session losses and increases members’ 
robustness, the general session satisfaction is improved. 

The addition of extra links during data streaming has 
several benefits. First of all, forwarders and receivers are 
connected to their session servers through multiple 
intermediate forwarders, which makes session losses a less 
frequent event and yields to less control overhead. In other 
words, by increasing redundancy in their graphs, multicast 
sessions become less prone to lost forwarders. Secondly, a 
receiver registers itself at an additional forwarder only if 
this forwarder delivers fresh data packets, i.e., the additional 
forwarder yields an extra path shorter than the one initially 
selected by the receiver. These improvements lead to 
increased data delivery rates and decreased end-to-end 
delay, which means that more session members are satisfied 
by the provided QoS. Moreover, registration at more than 
one forwarder does not generate extra data traffic since 
these are already forwarding data to their existing receivers. 

4. Performance Analysis of the Join Process 

There are three groups of control packets in MAQM’s 
protocol structure. The session module sends session 
initiation and termination packets once per session, which 
are relatively rare events. In addition, it also sends periodic 
session update packets. The overhead caused by these 
messages depends mainly on their frequency. Notifications 
for lost sessions are sent by this module as well, which is 
expected to happen more frequently due to node mobility. 
However, assuming that there are much less sessions than 
members in the network at any instant, it can be argued that 
the control packets generated by the session module are 
only a fraction of the ones generated by the membership 
module. The greeting messages of the network module are 
another group of periodic messages. 

Various packets are sent by the membership module 
during the session joining process. The propagation of the 
request, reply and reserve messages depends on the hop 
distance between the originator of the request and the 

nearest session member on the multicast mesh, which can 
change with each request. It is therefore harder to perform 
an analysis of the control overhead incurred by the join 
requests. Since the join processes are expected to be the 
majority of all control events in the ad hoc network, 
however, they deserve this investigation. 

In this section, the join process of MAQM and its 
impact on the system control overhead is analysed to 
provide an estimate of the amount of control messaging it 
incurs in the network. First, the attempt of the first member 
to join a session is examined. Upon the successful joining of 
the primary receiver, possible behaviour of subsequent join 
attempts is analysed. Finally, the three-phase join process is 
revisited for a single join attempt in isolation to observe the 
way a request propagates from its originator towards the 
session members and how it forces intermediate nodes to 
react to it. In the analysis, trees are used as the multicast 
session infrastructure. Since the evolution into meshes does 
not add new nodes to this infrastructure, analysis results 
with meshes would yield the same results. This point is 
explained further at the end of this section. 

There are research efforts analysing the expected 
number of hops for a source to reach a destination [35]. The 
expected one-hop progress of a packet in the desired 
direction is defined as the distance between the sender and a 
receiver projected on a line connecting the source and the 
destination. It is formulated as a function of the number of 
neighbours, the node density, the transmission range and the 
distance from the source to the destination. The average 
number of hops between two nodes randomly placed within 
a circular area is then found by dividing their expected 
distance by the expected one-hop progress. However, the 
calculation of the average number of hops is not trivial and 
requires information on the Euclidian distance between 
nodes. Moreover, the analysis is aimed at unicast. Thus, a 
new approach is necessary, which explicitly considers the 
properties of multicast communication. 

4.1. Primary Receiver of a Session 

In the beginning, the multicast session consists of the 
server only, which is inactive since it has no receivers yet. 
Then, with the addition of the first receiver, a multicast tree 
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is initialised, which evolves into a mesh following the 
principles explained in Section 3.5. The finding of the 
session becomes increasingly easier for subsequent join 
candidates. Therefore, it is important to observe the events 
during the join process of the first candidate to the session. 

Definition 1: Let the network area be of circular shape 
with the radius R. Let R be an integer multiple of r, the node 
transmission range. Let s be the server of the session 
located at the centre of the network area. Let m1 be the first 
receiver to join the session. 

Figure 5(a) depicts the area that corresponds to the one-
hop neighbourhood of s. Under the assumption of uniform 
node distribution in two-dimensional space, the probability 
that m1 is within the boundaries of this area is formulated as 
the ratio of the number of nodes in this area to the number 
of all the nodes in the network. The formula also gives the 
probability that m1 is one hop away from s. 

Definition 2: Let H1 be a discrete random variable 
having a probability mass function }{)( 1 hHPhp == , 

which is defined as the probability that m1 reaches s in h 
hops. The probability that m1 reaches s in one hop is: 

 
2

2

1 }1{
R

r
HP ==  (1) 

Equation 1 shows that the desired probability, which is 
the ratio of the number of nodes within the respective areas, 
is equal to the ratio of the areas of the respective circles, 
which is equal to the ratio of the respective radii squared. 

Figure 5(b) depicts the two-hop neighbourhood of s. 
Similar to the one-hop solution; the probability that the first 
candidate m1 is exactly two hops away from s is equal to the 
ratio of the two-hop neighbourhood area of s to the area of 
the whole network. 
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With the help of these results, the general case 
probability of m1 being exactly in the hth neighbourhood of s 
can be formulated as follows: 
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It should be noted that γ≤h , which is the maximum 

number of hops that m1 needs to take in order to reach s and 
is defined as follows: 

 
r

R=γ  (4) 

Definition 3: If H1 is a discrete random variable having 
a probability mass function }{)( 1 hHPhp == , then the 

expected value of the number of hops m1 needs to reach s, 
which is the weighted average of p(h), the possible values of 
H1, is found, using Equation 3 and Equation 4, as follows: 
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Equation 5 shows that the expected number of hops for 
the first receiver m1 to reach the multicast server s is mainly 
influenced by the ratio of the network radius R to the 
transmission range r. The result is important since it affects 
the overhead incurred during the join process of a receiver, 
which is analysed in Section 4.3. It also has an impact on 
the overhead caused by subsequent join requests made for 
the same session, which is analysed in Section 4.2. 

As mentioned previously, the expected number of hops 
grows linearly with the ratio between the physical size of 
the network area and the transmission range. Thus, an 
ordinary multicast routing protocol without any QoS 
constraints experiences increasing overhead as this ratio 
increases, regardless of the density of the nodes, which is 
not a desirable property for the sake of scalability. On the 
other hand, the nodes that are far away from the server also 
suffer from high delays and packet losses, in addition to 
frequent disconnections, due to the length of the path to the 
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Figure 5.  The one- and two-hop neighbourhoods of the server. 
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server. Therefore, it is preferable that meshes with high 
diameter values are avoided. This is why MAQM applies 
hop count limitations as part of its QoS management 
strategies. The QoS requirements followed by MAQM 
separately for each session restrict γ  in Equation 5, 

bounding the receivers by a virtual network border. 

4.2. Subsequent Receivers 

By joining the session, the first receiver establishes a 
connection with the server, which is the first path on the 
multicast tree before it evolves into a mesh with the number 
of intermediate nodes 1 less than the hop distance selected 
as the first set of forwarders. Based on the assumption of 
uniformly distributed nodes, the resulting initial multicast 
tree and its aggregated coverage area can be determined, 
which is the superposition of the transmission ranges of the 
current session members. 

Definition 4: Let h1 be the hop distance between the 
first receiver m1 and the server s, such that γ≤≤ 11 h . 

An example is given in Figure 6(a) where h1 equals 4 
and the distance between the nodes is r. For the sake of 
simplicity, it is assumed that the nodes are located on a line. 
Thus, r being the upper limit of the distance between two 
consecutive nodes, the coverage area to be examined is the 
maximum possible. Similar to the probability calculations 
made for the first receiver, the probability that the second 
receiver joins the multicast mesh in one hop can be defined 
as the ratio of this area to the total area of the network. 
Figure 6(b) shows the intersecting areas to be calculated 
with their xh values along the axis. 

Considering the general case, the number of the 
intermediate nodes is 1 less than h1, which is equal to the 
number of the intermediate areas. Thus, the coverage area 
of the multicast mesh after the first receiver denoted by AM,1 
is the superposition of the areas covered by the session 
server, the intermediate nodes and the receiver: 

 ( ) mfsM AAhAA +−+= 111,  (6) 

In order to formulate the integrals and compute the areas 
As, Af, Am, their integration boundaries have to be calculated 
by solving the equations of each pair of intersecting circles 
for x = xh, where 1 ≤ h ≤ h1. For instance, the partial area 
around s to be included to AM,1 as As is the integral of a 
circle function over the interval [ ]1,0 x : 

 dxrxrA
r
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Similarly, the partial area around a forwarding node, Af, 
can be formulated as the integral of the same circle function 
over the interval [ ]hh xx ,1− : 
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However, since the circles are identical, the calculation 
of the individual forwarding areas Af can be made easier by 
using the same integral as As with shifted intervals. Thus: 
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Finally, for the case where h = h1, the area Am is 
identical to the area As. Thus, the formulation of the total 
area AM,1 given in Equation 6 can be simplified as follows: 

 ( ) fsM AhAA 12 11, −+=  (10) 

Using Equation 7 and Equation 8 in Equation 6, the 
integral can be solved as follows: 
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The probability that the second receiver is within this 
area, which is also the probability that it can reach the 
multicast mesh in one hop, is: 
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However, it should be noted that Equation 12 only holds 
as long as AM,1 is not larger than the network area. 
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Figure 6.  (a) The multicast mesh; (b) its coverage area AM,1 and 
(c) its approximation A’M,1 after the first receiver joins the session. 
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Otherwise, { }12 =HP  is equal to 1. 

Using Equation 1, the relation of this result to the one-
hop probability of the first receiver can be shown as: 

 { } { } 
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A second special case should be considered separately, 
where γ  is equal to 1. In this case, { }11 =HP  as well as 

{ }12 =HP  are equal to 1 since the transmission ranges 

cover the whole network. As a result of this, { }1=lHP  

equals 1 for all receivers ml. 
Although the coverage area of the multicast mesh 

following the joining of the first receiver is computed 
exactly as given by Equation 11, an approximation is 
provided to simplify subsequent calculations, which is an 
upper bound to AM,1. Thus, the area can be approximated as 
shown in Figure 6(c) and formulates as follows: 

 ( )1
2

1, 2 hrAM +=′ π  (14) 

The upper bound of the probability that the second 
receiver is in this area becomes: 
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The results for { }12 =HP  and { }12 =′ HP  show that the 

probability of reaching the session in one hop increases for 
the second receiver when compared to the first. 
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This result also provides a looser upper bound to 
{ }12 =HP  since the distance between the multicast nodes 

are assumed to be r, the maximum value possible. 
The fact that MAQM favours paths with a minimum 

number of hops between the source and the destination 
necessitates that the sum of the Euclidian distances dij 
between three consecutive nodes on the multicast mesh has 
the transmission range r as the lower bound. If three nodes 
on the mesh were placed closer than r, the first node would 
be able to by-pass the second one and reach the third node 
directly. In other words, the minimum distance between two 
consecutive nodes on the mesh is the half of r, the 

maximum distance is r, and the average distance, ravg, is 
between these two extremes. Thus, the analysis can be 
generalised by replacing r by ravg in the equations. Without 
loss of generality, we continue our analysis using r. 

Having found the coverage area of the one-hop 
neighbourhood of the multicast mesh, the same 
approximation can be used to find its two-hop 
neighbourhood, which is illustrated in Figure 7. These 
approximations help the derivation of the probabilities 

{ }hHP =′ 2  for the general case. 

The area of the shaded region shown in Figure 7 is: 

 ( ) 1,1
2

2, 222 MM AhrA ′−+=′ π  (17) 

Hence, the area of the h-hop neighbourhood can be 
defined as follows: 

 ( ) 1,1
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The probability for the second receiver to join the 
multicast mesh in h hops is: 
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Similar to Equation 12, Equation 19 only holds as long 
as hMA ,′  does not exceed the network area. On the other 

hand, there is a maximum value that h can take such that 

hMA ,′  is not larger than the network, since hMA ,′  is a 

function of both h and h1, whereas h and h1 are limited by 
Equation 4 and Definition 4, respectively. 

Thus, the h-hop join probabilities for the second session 
member are: 
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r
hHPhHP +===′ , for γ≤h  (20) 

Similar to the results presented in Equation 16, this 
result provides an upper bound to { }hHP =2  since the 

distance between the multicast nodes are assumed to be r. 
The results for the h-hop join probabilities of the second 

receiver can be generalised for the subsequent members of 
the session. Since the coverage area of the multicast mesh is 
an increasing function of the number of current receivers, 
any new member makes it easier for the next join request to 
reach the multicast mesh in fewer hops. Using this relation, 
the h-hop join probabilities of the subsequent receivers can 
be approximated by { }hHP =2 . 

4.3. Overhead of a Single Join Process 

The preceding sections analyse the behaviour of the first 
and second receivers in a session. With the aid of some 
simplifications, it is also possible to approximate the 
behaviour of the subsequent receivers. Given these 
approximations for the hop count of a new receiver to join 
the multicast mesh, it is possible to compute the overhead 
incurred, if the number of the nodes involved in the process 
at each hop can be determined. 
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Figure 7.  The approximation A’M,2 to the two-hop neighbourhood 
of the multicast mesh. 
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When a session is initiated, it is announced by the server 
throughout the network. As a result of the nature of the 
wireless medium, the session initiation messages propagate 
in the form of an expanding ring. Each node that is 
informed of the session for the first time forwards these 
packets only once, which guarantees the downstream flow 
of the information. The announcement is refreshed 
periodically by session update packets, which propagate 
following the same rules. Thus, the expanding ring 
structure, which groups the nodes according to their 
distance to the server in terms of hop count, remains intact 
throughout the session. A join request propagates pretty 
much in the same fashion as a session initiation, in the form 
of an expanding ring centred at the node which originates 
the request. By definitions of MAQM, only those nodes 
which are aware of the session can satisfy its QoS 
requirements and are in a ring which is closer to the session 
server than the requester take the message into 
consideration. These nodes forward it further upstream 
towards the session server. The ratio of these nodes in the 
network can be computed by finding the size of the 
intersecting areas of the two expanding rings that belong to 
the requesting and the serving nodes. 

An example case is illustrated in Figure 8, where the 
first requesting node m1 is just outside the four-hop 

neighbourhood, or the packet propagation wave ws,4 as it is 
labelled in the figure, of the server s. In this case, the 
number of nodes that become involved in the request-reply-
reserve process can be found by calculating the sum of the 
areas A1, A2, A3, A4 and multiplying it with the node density, 
which is the division of the total number of nodes by the 
whole network. Following the example of Figure 8, the 
node m1, which has a distance slightly greater than 4 r to the 
server s, finds itself in ws,5. Thus, the join request has to 
propagate five hops to reach the server. This means that 
there are four groups of nodes between the requester and the 
server, which forward the request upstream. The first group 
to process the request consists of those nodes that are within 
the intersection of wm,1 and ws,4. These nodes are one-hop 
closer to the server than the requester. The second, third and 
fourth groups involved are formed similarly. They are 
shown in Figure 9(a). In order to find the total number of 
nodes involved in the join process, the sum of the areas 
covering these four groups of nodes, namely A1, A2, A3 and 
A4, must be calculated. Figure 9(b) shows the intersecting 
areas to be calculated with their xh values along the axis. 

In order to generalise the case for the join operation, the 
total area size has to be calculated as the sum of the areas 
covering all the affected intermediate nodes at each hop: 

 ∑
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where h1 is the number of hops from the receiver m1 to the 
server s. In other words, the number of intermediate regions 
between m1 and s is 1 less than that of hops between them. 

To formulate the integrals and compute the areas A1, A2, 
A3, A4, the integration boundaries are calculated by solving 
the equations of each pair of intersecting circles for xh as: 
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Figure 9.  (a) The areas containing the nodes involved in the join 
process and (b) their integral boundaries. 
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from the requester m1 towards the server s. 
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Thus, the xh value of the intersection is a function of the 
current hop h. The total area involved in the join process, 
AJ, which is the sum of all the integrals Ah, is: 
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where 1 ≤ h ≤ h1-1 and xh is determined for each term using 
the function given in Equation 22. 

Using ν , the total number of nodes in the ad hoc 
network, Jν , the number of nodes within the area AJ 

involved in the join request of m1, can be found: 

 
2R

AJ
J π

νν =  (24) 

It is known that the join process consists of the request, 
reply and reserve phases in MAQM. The request and reply 
packets are forwarded by Jν  nodes towards the server as 

explained above, whereas the reservation packets in the last 
phase are aimed at exactly one selected upstream node. 
Thus, the total number of control messages Jµ  processed 

by the intermediate nodes is: 

 12 1 −+= hJJ νµ  (25) 

Using this formula with the expected number of hops a 
receiver needs to join a multicast mesh, it is possible to 
estimate the control overhead of a typical join operation or 
the overhead per session, per member, per time unit. 

With the help of the symmetry of the shape along the 
axis crossing the midpoint of the s – m1 line at ( )rh 11 − /2 

and applying substitution techniques, AJ can be exactly 

determined. However, since both the sum of integrals as 
well as the intervals of each integral also depend on h, it is 
preferable to use one of the approximations in Figure 10 for 
the calculation of the area involved in the join process. 

It can be argued that for a small number of hops, the 
rectangular approximation is more appropriate. However, 
the ellipse is the only shape that covers all of the partial 
areas regardless of h1, which makes it the preferred 
approximation to find an upper bound for the total area. By 
definition, an ellipse is the set of points in a plane whose 
distances from two fixed points in the plane have a constant 
sum. Since the sum of the radii of the intersecting 
expanding rings centred at s and m1 is always h1, it is 
obvious that the ellipse always covers A1, A2, A3, and A4. 

The area of the ellipse can be formulated as follows: 

 12
4 11
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−=′ hh
r
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π
 (26) 

The area of the rectangle can be formulated as follows: 

 ( ) 2
1 12 rhAJ −=′′  (27) 

Selecting the ellipse as the approximation to the area 
involved in the join request is also useful for smoothing 
away the decisional errors made by some of the nodes. 
Since the session update messages have a certain period, it 
is possible that there are nodes that react to join requests 
although they should not. These nodes may have lost their 
connection to the session or moved away from the location 
where they have been able to support it. In other words, a 
topological change in the network, which is a result of node 
mobility as well as the properties of the wireless medium, 
may cause some of the nodes that are actually outside the 
involved area to take part falsely in the process. Thus, an 
ellipse reaching from the requester to the session server is a 
logical approximation to represent the propagation of the 
control messages between these two nodes. 

4.4. Interpretation of Results 

This section has presented an analysis of the control 
overhead during the join process of MAQM. The 
propagation of a join request is examined in order to find an 
average value for the number of intermediate nodes 
involved and, thus, the number of packets propagating in 
the network during a typical join process. The results 
presented in Section 4.1 and Section 4.2 show that, after the 
first member of a session connects to the server, the next 
join request can be fulfilled in fewer hops, requiring a lower 
control overhead. Moreover, the average hop count required 
by the second member decreases as the path between the 
first member and the server becomes longer. This result 
confirms that the increase in the number of intermediate 
nodes leads to a larger aggregate coverage area, which 
makes it easier for the second member to reach the mesh. 
We can further argue that the trend of decreasing average 
values continues for the subsequent members of the session 
and the multicast mesh gets probabilistically closer for each 
new member. Hence, the results achieved for the second 
receiver can be used as the worst-case value for all nodes. 
Combining these results, more general estimates can be 
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obtained such as the average or worst-case control overhead 
per session, per member, or per unit time throughout the 
network. These estimates can be used to adjust some 
MAQM parameters such as session update and greeting 
message intervals to improve resource efficiency. 

The analytical results presented in this section can be 
used to derive the number of nodes involved in a join 
process with the help of Equations 24, 26 and 27. This part 
of the analysis is verified through simulation in Section 5.3. 
Once this is done, the number of processed control packets 
is easy to derive via Equation 25. 

As mentioned at the beginning of this section, the 
registration of some receivers by extra forwarders during 
the multicast data streaming is not taken into consideration 
since the tree-to-mesh evolution presented in Section 3.5 
does not affect the analysis. It can be seen easily that the 
analysis is still valid with the mesh option since the extra 
forwarders to be registered are already members of their 
respective sessions. Therefore, the join process of a 
subsequent receiver remains the same. In other words, the 
tree-to-mesh evolution does not affect the results of the 
analysis since only new wireless links, and not any new 
nodes, are added to the multicast tree during this operation. 
Since the coverage area of the multicast group remains the 
same, the analysis of the join process covers both the initial 
multicast tree as well as the resulting multicast mesh. 

5. Performance Evaluation 

The objective of this section is to test the efficiency of 
MAQM in providing multicast users with QoS and 
satisfying the service requirements of multimedia 
applications. The simulations are conducted using OPNET 
Modeler 11.5 Educational Version and Wireless Module 
[36]. Simulations are repeated 10 times for each data point 
and results are aggregated with a 95 % confidence interval 
in a multicast scenario with four QoS classes as defined in 
Table 2 to represent a set of applications coexisting in the 
system. To comply with the bandwidth requirements and 
delay tolerance characteristics given as part of these sample 
QoS definitions, nodes are restricted to certain minimum 
bandwidth and maximum hop count regulations. Hence, a 
node is allowed to join a session only if it can find a path to 
the server with more bandwidth available than the allowed 
minimum and less hops away than the allowed maximum. 
There are no limits to the size of the multicast groups. 

The effect of mobility is observed under the random 
waypoint mobility model with uniformly distributed node 
speeds and pause times representing pedestrian mobility. In 
contrast to previous performance evaluations in the research 

literature, which limit their simulations to a few minutes, 
one hour of network lifetime has been simulated to get a 
realistic impression of the aggregated behaviour of multiple 
multicast sessions being served simultaneously in a 
distributed manner. Background data traffic co-exists with 
multicast data traffic in order to observe its effects on the 
performance. The parameters of the mobility model and 
other simulation settings are given in Table 3. The usage 
scenarios consist of open-air occasions such as search and 
rescue efforts and visits to nature in an area with 
boundaries, where a network infrastructure is not available 
and nodes move around with walking or running speeds. 

The non-QoS protocol developed for comparison 
purposes resembles basically a modified version of 
MAODV [9]. However, MAODV utilises the information 
collected during the unicast route discovery, which is not 
implemented in the non-QoS protocol developed for the 
simulations to achieve fair comparison conditions. MAODV 
maintains sequence numbers for multicast groups, which are 
updated by the group leaders, to ensure that the most recent 
route to the multicast group is used. Like MAQM, the non-
QoS protocol supports multiple sessions as well as multiple 
service classes simultaneously. However, it does not make 
any intelligent decisions based on QoS availability when 
responding to join requests. 

Two sets of simulations are conducted with these 
common parameters. The first set examines the effect of 
network density on MAQM. In this set, the average number 
of neighbours within a node’s transmission range is the 
variable. The second set, whereby the percentage of the 
sessions which belong to the heaviest service class is the 
variable, aims to test the effect of the changes in multicast 
traffic load on MAQM. In this set, the other classes share 
the remaining occurrence probability equally. 

5.1. Satisfaction of Session Members 

The success of a QoS multicast routing system depends 
primarily on the satisfaction of its members. In this regard, 
the most important criterion for the QoS-related multicast 
routing decisions made by MAQM is the improvement in 
the ratio of session members satisfied by the perceived 
quality of their applications. It is one of MAQM’s main 
concerns that network resources are not excessively utilised 
to avoid possible collisions, packet loss and delay due to 

Table 2.  QoS requirements of the application classes. 

QoS 

Class 

Bandwidth 

Requirement 

Average 

Duration 

Delay 

Limit 

Application  

Type 

1 128 Kbps 300 s 10 ms Voice conversation 

2 256 Kbps 900 s 50 ms Streaming music 

3 512 Kbps 600 s 10 ms Video conference 

4 2 Mbps 1 200 s 50 ms Streaming video 

 
 

Table 3.  Simulation parameters for the evaluation. 

Parameter Description Value 

Background traffic inactivity period 300 s (exponential) 

Background traffic file size 2 MB  (lognormal) 

Greeting message interval 10 s 

Maximum link bandwidth 10 Mbps 

Mobility model Random waypoint 

Node pause time 10 – 40 s  (uniform) 

Node speed 1 – 4 m/s (uniform) 

Multicast inactivity period 100 s (exponential) 

Network population 100 nodes 

Session update message interval 15 s 

Simulation duration 1 h 

Wireless transmission range 250 m 
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overload and keep the QoS conditions at a satisfactory 
level. Once accepted to a session, the QoS status perceived 
by the nodes during the course of the session is vital. Thus, 
it is necessary to observe changes in member-level QoS. 
The member QoS sustainability ratio QMember is defined to 
evaluate this aspect of MAQM and formulated as follows: 

 
a

d
QMember −= 1  (28) 

where d is the number of members dropped off a session 
due to insufficient QoS and a represents the number of 
nodes accepted to sessions as receivers. The decision on the 
sustainability of QoS is based on a combination of various 
other QoS metrics such as the end-to-end delay, interarrival 
time and loss rate of the data packets. Thus, members are 
dropped when the flow of data they receive cannot meet the 
QoS standards required by their multicast session. Equation 
28 gives the percentage of members which are served by the 
ad hoc network with acceptable QoS during their entire 
session membership. The member QoS sustainability ratio 
is an important criterion for the evaluation of member 
satisfaction since it is also a measure of the percentage of 
members experiencing severe delay and loss problems due 
to allocations exceeding the resource limits of the network. 

The success rate of member satisfaction is an important 
criterion for the performance of a multicast routing protocol 
providing QoS. On the other hand, it has to be taken into 
account that the member satisfaction achieved by the 
prevention of overload has an effect on the system, which 
can be observed by the percentage of users that are admitted 
to the multicast sessions. An efficient QoS multicast 
protocol should not allow its user admission rate to drop 
unacceptably as a result of the application of QoS 
restrictions. In other words, the majority of the users who 
wish to join a multicast session should still be admitted even 
with QoS limitations. Thus, the member acceptance ratio 
AMember is formulated as follows: 

 
g

a
AMember =  (29) 

where g is the total number of join requests issued by all ad 
hoc nodes. The ratio reflects the success rate of MAQM in 
accepting a node’s request to join a session. The member 
acceptance ratio is an important performance metric. Thus, 
it is essential that a QoS-aware multicast protocol maintains 
a good balance between these two aspects of satisfaction. 

The two performance metrics defined above to evaluate 
the member satisfaction, should rather be interpreted 
together in order to see their relation. The effect of traffic 
load is evaluated by increasing the ratio of initiated sessions 
with higher QoS requirements in the network. A major 
conclusion drawn from the simulation results presented in 
this section is that there is a trade-off between member 
acceptance and sustainability of QoS. Thus, MAQM lets 
one of them degrade gracefully in order to maintain the 
other at an acceptable level when necessary. The logic 
behind these decisions is explained below. 

Figure 11 compares the member satisfaction 
performance of MAQM to a non-QoS scheme in terms of 
(a) member QoS sustainability and (b) the number of 
accepted session members as the ratio of multicast sessions 
that belong to the class with higher QoS requirements 
increases. It can be seen from the figure that MAQM is able 
to sustain the membership QoS for a significant portion of 
the members once it accepts them to a session, whereas the 
non-QoS protocol can only provide poor QoS conditions to 
its users, mainly due to the fact that it accepts too many join 
requests without considering the resource limitations of the 
network. On the other hand, MAQM maintains the QoS 
level of its accepted members at the cost of decreasing its 
member acceptance ratio. It keeps its nodes up-to-date 
regarding the QoS conditions in the network and the status 
of the existing sessions. MAQM nodes do not accept new 
requests if they cannot afford the required bandwidth and 
hop count requirements. It can also use more up-to-date 
resource allocation information when there are fewer 
simultaneous requests. Thus, not all requests are granted an 
acceptance and the member acceptance ratio is generally 
lower than a non-QoS protocol. However, it should be 
noted that the increase in the QoS sustainability 
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 (a) Member QoS sustainability ratio as a function of multicast traffic load (b) Member acceptance ratio as a function of multicast traffic load 
 

Figure 11.  Comparison of MAQM to a non-QoS scheme with regard to satisfaction of session members as multicast traffic load increases. 



 
 

14

performance of the non-QoS protocol is the result of the 
decrease in its member acceptance ratio due to loss of 
control messages under heavy data traffic. MAQM is still 
able to achieve an acceptance ratio close to its competitor. 

Another important aspect of the results presented in 
Figure 11 is the fact that the non-QoS protocol cannot 
achieve the QoS sustainability rate of MAQM even though 
its member acceptance ratio is very close to MAQM for 
higher rates of heavy-class multicast traffic. This is a clear 
indication that MAQM is more than just admission control. 
A sustainable QoS rate close to that of MAQM cannot be 
achieved merely by accepting join requests randomly at a 
rate close to that of MAQM. MAQM has other important 
features such as a QoS-controlled join process, resource 
allocation and hop count limitation, leading to a more 
balanced network load and increasing the ratio of member 
satisfaction. While the application of QoS restrictions 
causes more users to be rejected, the lack of these 
restrictions yields to performance degradation in the 
network. Without a policy to manage network resources 
effectively, users experience difficulties in getting any 
service as the resource requirements increase. 

5.2. Effects on Network Delay and Control Overhead 

As stated above, MAQM decides on the sustainability of 
a membership based on a combination of various QoS 
metrics such as the loss ratio, average end-to-end delay and 
interarrival time of the data packets. This is a necessary 
countermeasure in order to protect the network from overall 
performance degradation at the members’ level, which is 
shown in the preceding section. In this section, a more 
thorough examination of end-to-end delay and interarrival 
time is provided in order to show an example of MAQM’s 
effect on two of the aforementioned QoS metrics. 

It is inevitable that the computational overhead of a 
routing protocol increases with its complexity. However, it 
is possible to keep this overhead at an acceptable level 
while adding QoS functionality to a protocol, especially in 
order to deal with the effects of mobility, the changes in 
topology and the issues of scalability. Thus, the member 

control overhead CMember is formulated as follows: 

 
afz

c
CMember ++

=  (30) 

where c represents the total number of multicast control 
packets received and processed by the nodes of the ad hoc 
network, z is the number of session servers and f is the 
number of forwarders. The sum of z, f and a gives the total 
number of active nodes in the network. An active node is a 
session member participating in at least one multicast 
session as a server, forwarder or receiver. Thus, the division 
gives the number of control packets per multicast member 
to maintain the MAQM system. The nature of ad hoc 
networks requires that such a protocol works with an 
additional overhead as little as possible. Therefore, it is 
necessary that the control overhead incurred by MAQM is 
evaluated to have an idea on its effects on the network load. 

Figure 12 shows the performance of MAQM and the 
non-QoS protocol with regard to their (a) end-to-end data 
delay and (b) data interarrival time. The main reason for 
end-to-end delay is contention, whereas the average 
interarrival time increases due to collisions. Both happen 
much rarer in MAQM as a result of its ability to reserve 
resources and balance network load. There is only a slight 
increase in the end-to-end delay of MAQM as the network 
becomes denser and a similar behaviour is observed in its 
interarrival time. The averages of the non-QoS protocol are 
higher than acceptable and increase drastically with network 
density. These results show that MAQM is able to deliver 
data packets in a streaming fashion as required by 
multimedia applications, providing stable QoS conditions. 

Figure 13 compares the member control overhead of 
MAQM to the non-QoS protocol (a) as the network density 
and (b) the ratio of multicast sessions that belong to the 
class with higher QoS requirements increases. The unit of 
control overhead is defined as the number of packets 
received and processed by a session member per second. 

As shown in Figure 13(a), the average overhead 
increases in a denser network, mainly due to more join 
requests and replies forwarded as a result of higher 
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Figure 12.  Comparison of MAQM to a non-QoS scheme with regard to effects on network delay as network density increases. 
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connectivity. Since the non-QoS protocol forwards these 
types of messages without QoS considerations anyway, the 
increased connectivity does not affect its control overhead 
as much as MAQM. Another reason for MAQM’s 
increasing overhead is its member dropping process due to 
lack of acceptable QoS, which triggers subsequent actions 
at other session members both upstream as well as 
downstream. On the other hand, MAQM eliminates 
infeasible join request at their sources and deals with less 
membership operations in general. Moreover, by rejecting 
some join requests, MAQM cuts further communication 
with those nodes at an early stage of the process. Finally, 
MAQM uses additional forwarders during data streaming, 
which increases the robustness of the multicast graphs and 
helps the protocol experience fewer session losses. These 
features save MAQM from a higher control overhead. 

As shown in Figure 13(b), the overhead of both 
protocols grows slightly as the ratio of heavy class sessions 
is increased. The main reason for this behaviour common to 
both protocols is the fact that they reject more join requests, 
which yields to new requests and replies that are 
subsequently forwarded. MAQM, on the other hand, 
facilitates additional control messages for status updates 
regarding its sessions and extra forwarders which are 
notified during multicast data flow to improve robustness. 

On the other hand, there is an obvious difference in the 
scale of overhead in MAQM between both figures. This is 
due to the fact that Figure 13(b) displays the results from a 
scenario with relatively heavier average traffic load than 
Figure 13(a). As a consequence, there is relatively less 
available bandwith, which yields to a fewer number of 
QOS-related communication, such as the propagation of 
session information, join requests and all related messages. 

Although the control overhead incurred by MAQM is 
generally higher than the non-QoS protocol and the number 
of control packets per member grows as the network density 
increases, it is worth mentioning that this overhead is 
actually very small when compared to the multimedia data 
traffic. Considering average bandwidth requirements and 
session durations defined by the scenario in Table 2, the 

average data traffic per session is on the order of megabits 
per second. On the other hand, the size of the largest 
MAQM control packet is around 200 bits, including various 
lower layer headers. MAQM does not exchange the 
information on neighbours, members and sessions in the 
form of long lists. Therefore, it does not need to use 
variable-size control packets. The worst-case average 
control traffic per member is on the order of 0.5 kilobits per 
second, which is the rate experienced in a highly dense 
network. Thus, the increased overhead of MAQM is still 
reasonable considering the fact that it achieves much higher 
member satisfaction for the users in the ad hoc network. 

In this section, so far the control overhead experienced 
by MAQM nodes is observed in a general context, whereby 
it is evaluated only quantitatively, in other words, without 
classification. In Section 4, the control overhead is analysed 
thoroughly with particular emphasis on the session join 
process, which is the most interactive part of the protocol. 
Therefore, a deeper look is provided in the next section. 

5.3. Validation of the Overhead Analysis 

A separate set of simulations are conducted using 
OPNET Modeler 11.5 Educational Version and Wireless 
Module in order to validate the analytical results, where the 
simulations are repeated 10 times for each data point and 
results are aggregated with a 95 % confidence interval. The 
nodes are placed randomly in a circular area. There is only 
one server placed at the centre of the circle. Mobility is 
omitted. Other simulation settings are presented in Table 4. 

Table 4.  Simulation settings for the analysis of the join process. 

R/r Number of 

Receivers 

Network 

 Radius 

Transmission 

Range 

2 25 500 m 250 m 

3 36 600 m 200 m 

4 49 700 m 175 m 

5 64 800 m 160 m 

6 81 900 m 150 m 

7 100 1 000 m 145 m 
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Figure 13.  Comparison of MAQM to a non-QoS scheme with regard to effects on control overhead. 
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In order to achieve constant node density, the network 

population is kept proportional to 2R . 
Figure 14(a) compares the number of nodes involved in 

the join process of the first session member experienced in 
the simulation with the values computed analytically. As 
mentioned in Section 4, the analysis is based on the 
expected values of the hop distance between the candidate 
and the server and provides an approximation to the number 
of intermediate nodes in the propagation area of the join 
request as given in Equation 27. The simulation results 
follow the trend suggested by the analysis. 

Figure 14(b) makes the same comparison for the second 
join attempt after the multicast tree between the server and 
the first member is initialised and can be evolved into a 
mesh. This time, Equation 26 is used to approximate the 
size of the propagation area with slightly looser bounds. 
This way, the possible divergence at the boundaries of the 
area due to the mobility of multiple nodes building the mesh 
is covered better. It can be seen that the expected values of 
the analysis as well as the results achieved by simulation are 
below the averages of the first member. Thus, it is shown 
both analytically and experimentally that the overhead of a 
join attempt by subsequent candidates decreases as more 
nodes become session members. On the other hand, the 
simulation results are closer to the analytical results and 
follow the same trend which suggests that the number of 
nodes taking part in the join process increases gracefully as 
the size of the network grows. 

According to both the analysis as well as the simulation 
results, MAQM provides a session and membership 
management system to its users, whereby each new session 
member can join the multicast tree with an acceptable 
overhead, which degrades gracefully for each session. 

6. Conclusion 

The multimedia content shared over communication 
media today makes QoS-related, resource-efficient routing 
strategies very important. At the same time, mobile ad hoc 

networks are becoming increasingly popular since they 
provide the user with the ability to communicate anytime, 
anywhere. Group-oriented applications in these networks 
necessitate the efficient utilisation of resources. Multicast is 
a promising technique, which can achieve this efficiency by 
facilitating the inherent broadcast capability of the wireless 
medium. MAQM is a multicast protocol for mobile ad hoc 
networks, which provides QoS-aware strategies for 
admission control and resource allocation. 

MAQM introduces novel ideas to ad hoc multicast 
routing. It defines the bandwidth requirement of a session as 
a continuous flow of multimedia data, which we call a 
virtual tunnel of bandwidth, and makes accurate decisions 
on resource availability. It checks the bandwidth availability 
within each node’s neighbourhood based on previous 
reservations, and ensures that updated QoS information is 
used to select the routes meeting the service requirements of 
a session. MAQM is also able to evolve the initial multicast 
tree into a mesh during data flow. A node connects to the 
existing multicast graph via a single forwarding member but 
is allowed to register itself with additional forwarders if it 
starts receiving multicast data from them. This operation 
increases robustness since a node does not only depend on a 
single predecessor for its connection to the multicast 
session. It is also important that robustness is achieved with 
a small overhead. Our analysis of the session joining 
process shows that this overhead is actually acceptable. 

In addition to regular performance metrics such as the 
multicast success rate and the control overhead, the concept 
of QoS sustainability is introduced to evaluate MAQM with 
regard to members with insufficient perceived QoS, which 
has a direct impact on service satisfaction. MAQM’s 
performance is evaluated with regard to these metrics under 
a realistic network scenario, where multiple QoS classes are 
supported with no restrictions on the number of 
simultaneous sessions or members. Background data traffic 
is incorporated in the scenario along with multicast data 
traffic in order to observe its effect on the performance. 
Simulation results show that, by applying QoS restrictions 
to the ad hoc network, MAQM significantly improves the 
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Figure 14.  Comparison of the analysis of the tree-to-mesh evolution process to the simulation results. 
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multicast sustainability. Without a QoS policy, members 
experience difficulties in getting the service they demand as 
the traffic load grows and network density increases. 

It is possible to improve MAQM further with the help of 
additional information collected by the nodes in a 
distributed manner and shared among the neighbours in the 
network. Nodes can measure their queue sizes and estimate 
their average queuing delays. They can also measure their 
processing delays and derive a relation to the number of 
sessions being processed by them. More sophisticated 
admission, reservation and routing decisions can be made 
using these shared observations and the results provided by 
the analysis of the control overhead. MAQM prevents the 
excessive allocation of bandwidth and helps the nodes 
experience less contention, which also affects delay. Since 
delay is mainly the sum of contention and transmission 
times, extra information on queuing and processing delays 
can be valuable for MAQM to select paths of lower delay. 
Nevertheless, MAQM proves that QoS support is essential 
for multimedia communication in mobile ad hoc networks. 
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