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Summary of papers ���

Paper 	 The in�uence of damage on the load�carrying capacity of thin�walled
steel columns with channel sections is investigated� The axial load�
carrying capacity is evaluated for di�erent pro�les� and di�erent
damage magnitudes are dealt with� The pro�les selected for the
analysis are commonly used as upright elements in rack and shelv�
ing systems in industry� The type of damage corresponds primar�
ily to truck impacts� The strategy presented� however� is generally
applicable to di�erent types of pro�les� and suitable for parame�
ter studies of di�erent types of damage� load cases� and boundary
conditions� The main part of the analysis consists of numerical sim�
ulations using the �nite element method� but a verifying laboratory
test series is also presented� The results of the numerical simula�
tions are in good agreement with the laboratory tests� and show
that even very small defects in the thin�walled columns signi�cantly
reduce the axial load�carrying capacity�

Paper � The paper suggests a method to consider uncertainties in engineer�
ing structures in a computational scheme� Latin hypercube sampling
is used to prepare input data of probabilistic parameters for subse�
quent deterministic simulations� in which the mechanical response
is evaluated� The approach is applied on a pallet rack system where
damaged columns and connector sti�nesses are considered as proba�
bilistic parameters� The mechanical simulations are performed with
the �nite element method� and full advantage is taken of existing
commercial code�



Paper � The paper suggests a Latin hypercube sampling method� with cor�
relation control� for stochastic �nite element analysis� This sam�
pling procedure signi�cantly improves the representation of stochas�
tic design parameters compared to standard Monte Carlo sampling�
As the correlation control requires the number of realizations to
be larger than the number of stochastic variables in the problem�
principal component analysis is employed to reduce the number of
stochastic variables� In many cases this considerably relaxes the re�
striction on the number of realizations� Furthermore� it is an ad�
vantage to combine the sampling method with the well�known Neu�
mann series expansion method for solving the equation systems ef�
�ciently� The paper comprises an extensive comparison of di�erent
sampling methods and perturbation methods for stochastic �nite el�
ement analysis� It is shown that the Latin hypercube sampling plan�
with correlation control� in conjunction with the Neumann series ex�
pansion method� is a competitive approach regarding computational
e�ciency as well as general applicability�



Introduction

Background

The theory and methods of computational mechanics have developed signi��
cantly during the last decades� and become widespread in engineering design
practice through extensive commercial computer software usage� In most de�
sign cases� however� the engineer is left with uncertainties about how to actu�
ally model a structure� The uncertainties can be directed towards the strength�
sti�ness� or geometrical properties of structural elements or connections� Pro�
duction errors or damage caused by accidents or inadequate management are
in many civil engineering structures uncertain parameters which should be
considered in the analysis as well� Other issues are how the load is applied
and� in dynamic analysis� the time history of the load� Two concrete examples
containing obvious uncertainties are the stochastic loading from tra�c� wind�
and waves on bridges� and the strength and sti�ness of connectors of tempo�
rary structures such as sca�oldings at building sites that are exposed to wear
as they are repeatedly assembled and taken apart� Other examples� connected
with ongoing research projects at the Division of Structural Mechanics� are the
random structure of cellulose �bre materials Heyden 	

��� and the strength
of �nger�joints for laminated wooden beams Serrano 	

���

There is a growing realization that unavoidable uncertainties must be con�
sidered in a computational scheme to produce reliable computational and
engineering results� Traditionally� designers have used safety factors to pro�
vide increased con�dence in the structural performance� but this approach is
insu�cient in obtaining information about the distribution of the response pa�
rameters� especially for large and complex systems� This has lead to a rather
extensive research aiming at combining e�cient methods of structural analysis
with stochastic analysis in which the in�uence of random variables is evalu�
ated� The only method that has become widespread in engineering design
practice is the Monte Carlo simulation technique� Probabilistic design param�
eters are sampled and a number of deterministic calculations are performed
to provide information about the distribution� or some statistics of response
parameters� This is an accurate and simple approach� but also very expensive
in terms of computer resources� Several methods that could be employed at a
lower computational cost have been proposed� These can be divided into three
main categories� The methods of the �rst category concern the sampling itself
of the Monte Carlo technique in order to reduce the number of realizations



required to provide reliable statistics of the response� Strati�ed sampling and
Latin hypercube sampling belong to this category� Most work in this area
has been carried out by mathematical statisticians �e�g� McKay et al� 	
�
��
Iman and Conover 	
���� Kjell 	

���� and elaborate sampling techniques
are rarely employed in the �eld of structural analysis using �nite elements�
A major advantage of these methods is that the consequent analyses� i�e� the
runs determined by the sample� are identical to the deterministic analysis�
Thus� full advantage can be taken of existing commercial codes developed for
deterministic analysis Sandberg et al� 	

���

The methods of the second category also employ Monte Carlo simulations�
However� the strategy is to reduce the computational work by using e�cient
solution techniques for the equation system of each run by making use of
the similarity between the di�erent realizations� The Neumann series expan�
sion method� and the preconditioned conjugate gradient method belong to
this category� The Neumann series expansion method in conjunction with the
standard Monte Carlo technique has been employed by several researchers
and found to be e�cient �e�g� Yamazaki et al� 	
���� Chakraborty and Dey
	

���� The preconditioned conjugate gradient method has been used in con�
junction with the Neumann series expansion method� and the standard Monte
Carlo technique by Papadrakakis and Papadopoulos 	

���

Methods of the third category do not compute the response statistics through
Monte Carlo simulations but through series expansions of random variables�
The most well�known methods are probably� the Taylor series expansion
method� in which a truncated Taylor series of the response variable is estab�
lished Liu et al� 	
��� Kleiber and Hien 	

��� the Neumann series expansion
method� in which a truncated Neumann series is employed for the equation
system Shinozuka and Deodatis 	
��� Spanos and Ghanem 	
�
�� and the
basis random variable method� in which the statistics of the response variables
are evaluated by minimizing the potential energy of the system with respect to
statistics of the basis random variables Lawrence 	
���� A comprehensive ex�
position of a wide range of stochastic �nite element methods� from the second
and third category� is given in Matthies et al� 	

���

Purpose and scope of the present work

The purpose of the present work is to suggest and compare strategies and
methods for calculating the in�uence of stochastic properties in engineering
structures� Importance is attached to general applicability as well as to com�
putational e�ciency� and the research is� to a great extent� performed in close
connection with realistic target applications�

�



This licentiate thesis contains three papers� The �rst two focus on a typical
engineering application� namely the uncertain properties of pallet racks used
in industry� One such property is the loading� Naturally� the loading varies
with time as the need for storage is di�erent from one time to another� Some
industries might need to store large quantities of goods before the peak season�
or before a large shipping of a certain product� This is not very remarkable�
and it does not cause risky situations by itself as the pallet racks are designed
for maximum loading� However� in combination with rebuilding and changes
in the geometry of the pallet rack not taken into account in the design� danger�
ous situations might appear� Even worse� if structural elements and connectors
are damaged or removed� as they quite often are as a result of accidents or
inadequate management� there is a signi�cant risk of failure and severe ac�
cidents might occur� In the present papers the in�uence of truck impacts to
thin�walled columns is thoroughly evaluated� What is the in�uence of such
damage with respect to the load�carrying capacity of the system� Naturally�
this depends on the number of impacts� the extent of the impacts� the positions
of the impacts� and the type of pro�le used� The �rst paper concerns the in�u�
ence of damage to individual thin�walled steel columns� The study comprises
numerical simulations as well as laboratory tests� Di�erent impact directions
and damage levels are investigated and the reduction in axial load�carrying
capacity is evaluated� The results of the �rst paper constitute input to the
second paper where the extent and positions of the impacts are regarded as
stochastic parameters� The reduction of the global load�carrying capacity due
to damage is calculated� The second paper also comprises a study of the in�u�
ence of uncertainty in the sti�ness of the beam�end connectors� Fig� 	 shows
a typical pallet rack used in industry� Damaged columns and �oor connectors
are highlighted as well as a beam�end connector� Additional parameter stud�
ies on pallet racks� especially concerning changes in geometry� and removal of
structural elements� are found in Olsson and Sandberg 	

���

As stated above� suitable statistical methods are needed for this type of anal�
ysis� In the third paper of this licentiate thesis several statistical methods are
described� and compared with respect to computational e�ciency and general
applicability� One of the methods examined� the Latin hypercube sampling
plan for Monte Carlo simulations� is found to possess excellent qualities in
both these respects� Unfortunately� however� in order to control the correla�
tion of the input variables e�ciently� the method requires that the number
of realizations� corresponding to deterministic runs� exceeds the number of
stochastic variables in the problem� This is a severe restriction in many struc�
tural mechanics applications� However� in this paper a further development of
the Latin hypercube sampling plan is suggested� which relaxes the restriction
of the number of runs vs� the the number of stochastic variables and brings
the method into line with �nite element analysis�

�



Fig� �� A typical pallet rack used in industry� Damaged columns and �oor connectors
are highlighted� as well as a beam�end connector�

References

Chakraborty� S�� and Dey� S� S� 	

��� �Stochastic �nite element simulation
of random structure on uncertain foundation under random loading�� Int� J�
Mech� Sci�� ��� 	��
�	�	��

Heyden� S� 	

��� �A network model applied to cellulose �bre materials��
Rep� TVSM������ Lund Inst� of Techn�� Div� of Struct� Mech�� Lund� Sweden�

Iman� R� L�� and Conover� W� J� 	
���� �A distribution�free approach to in�
ducing rank correlation among input variables�� Communications in Statistics
� Simulation and Computation� ��� �		�����

�



Kjell G� 	

��� �Computer experiments with application to earthquake engi�
neering�� Rep� �		
��� Studies in Statistical Quality Control and Reliability�
Chalmers Univ� of Techn�� Dep� of Math� Stat�� Gothenburg� Sweden�

Kleiber� M�� and Hien� T� D� 	

��� �The Stochastic Finite Element Method��
Wiley� Chichester� England�

Lawrence� M� A� 	
���� �Basis random variables in �nite element analysis��
Int� J� Num� Meth� Engrg�� ��� 	��
�	����

Liu� W� K�� Belytschko� T�� and Mani� A� 	
���� �Random �eld �nite ele�
ments�� Int� J� Num� Meth� Engrg�� ��� 	��	�	����

Matthies� H� G�� Brenner� C� E�� Bucher� C� G�� and Soares� C� G� 	

��
�Uncertainties in probabilistic numerical analysis of structures and solids �
stochastic �nite elements�� Structural Safety� ��� ��������

McKay� M� D�� Conover� W� J�� and Beckman R� J� 	
�
�� �A comparison of
three methods for selecting values of input variables in the analysis of output
from a computer code�� Technometrics� ��� ��
�����

Olsson� A�� and Sandberg� G� 	

��� �Parameter studies on pallet racks��
Rep� TVSM���� Lund Inst� of Techn�� Div� of Struct� Mech�� Lund� Sweden�

Papadrakakis� M�� and Papadopoulos� V� 	

��� �Robust and e�cient meth�
ods for stochastic �nite element analysis using Monte Carlo simulation�� Com�
put� Methods Appl� Mech� Engrg�� ���� ��������

Sandberg� G�� Kjell� G�� and de Mar�e� J� 	

��� �Computational planning
using Latin hypercube sampling�� Report TVSM������ Lund Inst� of Techn��
Div� of Struct� Mech�� Lund� Sweden�

Serrano� E� 	

��� �Finger�joints for laminated beams � experimental and
numerical studies of mechanical behaviour�� Rep� TVSM����� Lund Inst� of
Techn�� Div� of Struct� Mech�� Lund� Sweden�

Shinozuka� M�� and Deodatis� G� 	
���� �Response variability of stochastic
�nite element systems�� J� Engrg� Mech�� ���� �

��	
�

Spanos� P� D� and Ghanem� R� 	
�
�� �Stochastic �nite element expansion
for random media�� J� Engrg� Mech�� ���� 	����	����

Yamazaki� F�� Shinozuka� M�� and Dasgupta� G� 	
���� �Neumann expansion
for stochastic �nite element analysis�� J� Engrg� Mech�� ���� 	����	����

�





Paper �

Load�Carrying Capacity of Damaged

Steel Columns with Channel Sections

Anders Olsson� G�oran Sandberg
and Per�Erik Austrell
Division of Structural Mechanics
Lund Institute of Technology





Load�Carrying Capacity of Damaged Steel

Columns with Channel Sections

Anders Olsson� G�oran Sandberg and Per�Erik Austrell

Division of Structural Mechanics� Lund Institute of Technology� Lund University�
P�O� Box ���� SE���� 		 Lund� Sweden

Abstract

The in�uence of damage on the load�carrying capacity of thin�walled steel columns
with channel sections is investigated� The axial load�carrying capacity is evaluated
for di�erent pro�les� and di�erent damage magnitudes are dealt with� The pro�
�les selected for the analysis are commonly used as upright members in rack and
shelving systems in industry� The type of damage corresponds primarily to truck
impacts� The strategy presented� however� is generally applicable to di�erent types
of pro�les� and suitable for parameter studies of di�erent types of damage� load
cases� and boundary conditions� The main part of the analysis consists of numerical
simulations using the �nite element method� but a verifying laboratory test series
is also presented� The results of the numerical simulations are in good agreement
with the laboratory tests� and show that even very small defects in the thin�walled
columns signi�cantly reduce the axial load�carrying capacity�

Keywords� Thin�walled� Column� Steel� Channel section� Damage� Load�carrying
capacity� Racking system� Finite element method

� Introduction

Thin�walled steel pro�les with channel sections are commonly employed in
civil engineering structures to resist lateral and axial loads� The sections are
easily assembled to other structural members through welding or bolting� They
are inexpensive to manufacture and fabricate as they may be pressed or rolled
from �at steel sheets or coiled strips� Although these pro�les perform very
well as structural members in relation to their weights� they are susceptible to
di�erent types of buckling including distortion of the cross section� local buck�
ling� and torsional instability� They are also sensitive to initial imperfections
and damage�



Much research has been aimed towards accurate and e�cient analysis of thin�
walled beam columns in terms of conventional beam theory� �nite strip analy�
sis� and �nite element analysis� Conventional beam theory proceeds from the
kinematic assumption that the cross section does not distort� The modes of
deformation are limited to extension� bending about two principal axes and
torsion� However� beam theory can be extended by also incorporating distor�
tional modes of deformation� This approach has been employed by Davies and
Leach 	

�� using a generalized beam theory developed by Schardt 	
�
��
Another method for analysis of thin�walled beam columns is the �nite strip
method� where the thin�walled member is subdivided into longitudinal strips�
This method includes distortional modes because each strip is free to deform
both in and out of its plane� Buckling of channel sections for storage racks with�
out imperfections has been analyzed using this method by Hancock 	
����
Nonlinear material models have also been incorporated� Clarke 	

�� and
Rasmussen and Rondal 	

�� used a Ramberg Osgood model and studied
the in�uence of material parameters on the buckling behavior�

The method used in this study employs large displacement �nite element anal�
ysis� material nonlinearity� and modeling by use of shell elements� This is neces�
sary due to the complexities involved in modeling the geometry� the boundary
conditions� and the material� It is then possible to model details in the geom�
etry such as holes or local defects� Moreover� the initial damage is modeled by
indentation of a rigid surface laterally into the beam columns� causing plastic
deformations� Hence� this approach is suitable when local deformations and
strains at some place along the beam column must be captured in detail� The
disadvantage compared to the other methods is the computational cost related
to model preparation and the required number of degrees of freedom�

The purpose here is to suggest and apply a strategy for investigating the ef�
fects of damage for thin�walled steel columns� The work is comprised within a
project concerning failure sensitivity of pallet racks� Upright members in such
structures are usually of the type described above� and if they are damaged
for example by truck impacts or because second�hand� crooked or squeezed
components are used� the load�carrying capacity is reduced and the risks of
failure and accidents are increased� The scope of the present investigation is
restricted to three di�erent pro�les� and the type of damage considered is
related to truck impacts� The main part of the analysis consists of numeri�
cal simulations using the �nite element software ABAQUS ABAQUS 	

���
However� a laboratory test series is also performed�

�



� Pro	les and modeling

The three pro�les selected for this study are frequently used in rack and shelv�
ing systems� One of the pro�les selected for this study has an asymmetric cross
section while the other two have symmetric cross sections� one C pro�le and
one � pro�le� Fig� 	 shows one repetitive segment of each pro�le with cor�
responding element meshes� To bring down the required number of elements
some simpli�cations in the modeling were adopted� The asymmetric pro�le
has impresses on its broad side along the upright axis� These were neglected
in the model� Further� small circular holes� occurring in all three pro�les were
modeled by reductions in thickness of strips along the upright axis at the loca�
tion of these holes� The simpli�cations were performed after comparisons with
�ner models� considering impresses and circular holes in detail� The compar�
isons showed that the simpli�ed models were able to capture the global� linear
elastic sti�ness� and overall deformation modes of the columns when loaded as
in the simulations below� The simpli�ed modeling of perforation in thin�walled
columns has earlier been employed� and shown to be valid� by Mroz 	

���
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A four�node� thin�shell element ABAQUS element S�R�� with �ve degrees of
freedom at each node� and reduced integration was used in the analysis� The
element contains no drilling degree of freedom corresponding to rotation in the
plane of the element� The element allows for large deformations but requires
the strains to be small� The material properties were founded on tension tests
of the steel sheets from which the pro�les were fabricated� An isotropic� elastic�
ideal plastic material model� von Mises yield criterion� with a yield stress of
��� MPa and Young s modulus of �	� GPa were adopted� Initial stresses in
the pro�les due to the forming procedure were not considered in the modeling�

� Numerical simulations

The columns considered are employed as upright members in pallet racks�
The length of the columns was set to 	��� mm which corresponds to a typical
height of one compartment in a pallet rack in industry� In most cases� however�
upright members are continuous without joints from the �oor to the top of the
rack� This� combined with the fact that the sti�ness of the connectors at the
�oor and at the horizontal beams varies from one racking system to another�
makes it di�cult to achieve appropriate and generally applicable boundary
conditions for the columns� Therefore only the extreme cases� rigid supports
and pin�ended supports� were dealt with� In all the simulations performed�
warping and distortion of the cross sections were prevented at the ends of the
columns�

Each simulation was divided into a number of displacement�controlled preload�
ing steps where the columns were damaged laterally by indentation of a rigid
body� and an axial compression step where the remaining load�carrying ca�
pacity was evaluated� The simulations were divided into three groups with
di�erent boundary conditions and load cases� Simulations I and II consider
impact normal to the broad side� In simulation I the columns are rigidly sup�
ported and in simulation II the columns are pin�end supported� Simulation
III considers impact to the corners of the columns with pin�ended supports�
Each simulation was performed for all three pro�les� and di�erent magnitudes
of damage were considered�

��� Simulation I

The preloading� damaging part of this simulation was divided into three steps�
Fig� � shows these steps and the consequent axial compression� First the broad
side at the middle of each column was indented by a rigid body pressed nor�
mally to the broad side� The thickness of the rigid body was �� mm but the

�



edges were rounded o� with a radius of � mm so that only �� mm initially
came in contact with the structure� There was no friction between the rigid
body and the deformable structure� The columns were supported so that they
were free to rotate around the in�plane axis of the cross section� parallel to the
broad side dotted axis in the left part of Fig� �� but no twisting was allowed
around the normal of the cross section at the ends� Then the rigid body was
released and lost contact with the structure� In the third step the ends of the
columns were bent so that the cross section normals at the supports ended up
parallel to the original upright axis� The reason why the ends were bent back
to their original orientation in a separate step was that the alternative� to keep
the ends rigid from the beginning� would yield a highly unstable behavior of
the column when the rigid body was released in the second load step� Elastic
energy would rapidly be released and thus cause major numerical di�culties�
However� if a dynamic analysis had been carried out it would probably be
possible to deal with that behavior as the mass inertia would contribute to
stabilize the structural response�

32 41

Fig� 	� Boundary conditions and load steps in simulation I�

The extent of the damage was represented by the average of the displacements
of two nodes� in the middle of each column in the direction normal to the
broad side� The nodes are indicated in Fig� � where the deformations of the
midsections are also shown for 	� mm damage� Fig� � shows the entire columns
with the same magnitude of damage� The preloading part of the simulation
also initiated the mode of failure for the columns and� as shown in Figs� �
and �� all three pro�les failed in a combination of �exural and distortional
buckling�

In the �nal step� axial compression was applied to the columns� Di�erent
magnitudes of damage� caused by the preloading steps� resulted in di�erent
reductions of the load�carrying capacity� Fig� � shows the axial load�carrying
capacity as a function of the damage magnitude for the three pro�les� A value
of 	��! corresponds to the load�carrying capacity of undamaged columns�

�
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Fig� 
� Deformed cross sections�

which for the asymmetric pro�le was 	�� kN� for the C pro�le 	�� kN� and for
the � pro�le 	�� kN� The asymmetric pro�le and the � pro�le were a�ected
by damage in the same extent� The load�carrying capacity was reduced by
��! for damage of approximately 	� mm�

The C pro�le did not lose as much load�carrying capacity as the other pro�les
for small damage� but when the rigid body displacement in the �rst preloading
step was increased over a certain magnitude �� mm� the cross section of the
C pro�le distorted substantially during the third preloading step� This resulted
in severe damage� but the representation of damage as de�ned was not able
to capture the distortional part of the deformation� To capture this behavior�
it would be necessary to introduce a more sophisticated de�nition of damage�
However� it would then be cumbersome to compare the e�ects of damage to
di�erent pro�les as the de�nition of damage would di�er� It would also be
more complicated to use the computational results to evaluate the in�uence

�
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of damage to columns in industrial racking systems�

The axial compression sti�ness was also a�ected by damage� Fig� � shows� for
the asymmetric pro�le� the axial force as a function of the axial compressive
deformation for a number of di�erent damage magnitudes� ��	� mm in steps of
� mm� The sti�ness decreased with increasing damage magnitudes� However�
it can also be seen in Fig� � that the load�carrying capacity at the maxi�
mum loading was less sensitive to additional axial compressive deformation
for columns with large damage� This is an advantageous quality in statically
indeterminate systems which are able to redistribute the paths of the loading
to other parts of the structure when some structural members are damaged�
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�� Simulation II

The preloading part of this simulation was divided into two steps� identical
with the �rst and second steps of the previous simulation� Thus the bound�
ary conditions allowed the columns to rotate around the axis parallel to the
broad side when the axial compression step was applied� The extent of damage
was represented as before with the displacements of two nodes at the middle
of each column� but the damage magnitude was determined after the second
preloading step Fig� ��� The magnitudes of the di�erent modes of deformation
increased almost in proportion to the damage� and it was possible to achieve
much higher damage magnitudes than with the previous simulation� Fig� �
shows the axial load�carrying capacity of the di�erent pro�les as a function
of the damage magnitude� The 	��! load�carrying capacity corresponds to
	�� kN for the asymmetric pro�le� 	�	 kN for the C pro�le� and 	�
 kN for
the � pro�le� The reduction of load�carrying capacity due to di�erent dam�
age magnitudes was roughly the same for all the pro�les� As in the previous
simulation� damage of 	��	� mm resulted in reduction of the load�carrying ca�
pacity of �����!� Damage of �� mm resulted in approximately ��! reduction
of the load�carrying capacity�
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Fig� �� Load�carrying capacity as function of damage magnitude �simulation II��






��� Simulation III

This simulation was performed to investigate the e�ects of damage caused by
impacts to the corners of the pro�les� Fig� � shows the steps in the simulation�
In the �rst preloading step a rigid body was pressed laterally to the corner
of each column at an angle of ��� to the broad side� The supports allowed
the columns to rotate around the axes normal to the upright axis� but no
twisting was allowed around the upright axis� Then� in the second step� the
rigid body was released� Damage was de�ned as the displacement� in the plane
of the cross section� of the indented corners when the second preloading step
was completed� Damage of di�erent extent consisted mainly of bending of the
columns� and only moderate distortion of the cross sections occurred� Damage
was therefore su�ciently represented by the adopted de�nition�

As in the previous simulations� the columns were compressed through the
centroidal axis in the �nal load step� Fig� 
 shows the axial load�carrying
capacity as a function of the damage magnitude� The 	��! load�carrying
capacity corresponds to 		� kN for the asymmetric pro�le� 	�	 kN for the
C pro�le� and 	�
 kN for the � pro�le� As the axis parallel to the broad side
coincide perfectly with the minor axes of inertia for the symmetric pro�les� the
load�carrying capacities of those columns were equal to those of simulation II�
For the asymmetric pro�le� however� the load�carrying capacity was 	
! lower
due to the di�erence in boundary conditions�

1 2 3

Fig� �� Boundary conditions and load steps in simulation III�
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Fig� �� Load�carrying capacity as function of damage magnitude �simulation III��

� Experimental veri	cation

To evaluate the reliability of the numerical simulations� a laboratory test series
was performed� Only the pro�le with asymmetric cross section was tested�
and only one set of boundary conditions was considered� Furthermore� the
test series was restricted to six 	��� mm long specimens� of which four were
exposed to damage before the axial load�carrying capacity was evaluated�

��� Test setup

The ends of each specimen were welded to rectangular steel plates with edges
parallel to the broad side of the pro�le� The arrangement consisted of a
preloading part and an axial compression part� In the �rst step of the preload�
ing� a solid steel bar� with the same dimensions as the rigid body in the nu�
merical simulations� was pressed to the broad side as indicated in Fig� 	��
In the second step� the steel bar was released and the damage magnitude� as
previously de�ned� was recorded� In the last step of the test� the specimen was
put into axial compression as shown in Fig� 		� It was compressed through the
centroidal axis� and a small ball� ���� mm in diameter� was placed between
two steel plates at each support so that the ends of the pro�le were free to
rotate in any direction�

		



Fig� ��� Compression of a steel bar to the broad side of a column�

Fig� ��� Axial compression of a damaged column�
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�� Comparative computer simulation

The boundary conditions in the experimental arrangement di�ered slightly
from those in the second numerical simulation� To imitate the conditions dur�
ing the test series as closely as possible� an additional simulation was per�
formed� The steps are shown in Fig� 	�� In the �rst preloading step� a rigid
body was pressed to the broad side of the pro�le� The ends of the columns
were free to rotate around the axes normal to the upright axis� In the second
step� the rigid body was released and the columns were free to rotate around
the upright axis as well� Finally� the columns were compressed through the
centroidal axis while the boundary conditions allowed them to rotate as in the
second load step�

The material parameters were� as previously� evaluated from tension tests of
small specimens of steel sheet� However� the properties of specimens from the
same delivery as the columns used in the laboratory test series di�ered from
those previously adopted� Due to these new material tests� the yield stress was
	�! lower ��� MPa instead of ��� MPa� in this simulation than in simulations
I�III�

2 31

Fig� �	� Boundary conditions and load steps in the comparative simulation�
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��� Results

The results of the laboratory test series in terms of the axial load�carrying
capacity� and the corresponding damage magnitudes� are shown in Table 	�
The reduction in load�carrying capacity in percent of the capacity of the un�
damaged column� according to the comparative computer simulation� is also
shown� Specimens one and two were not exposed to any preloading� but even
the undamaged columns were a little curved� giving displacements of the mid�
sections in relation to the ends� This is equivalent to damage according to the
de�nition� Specimens three and four were aimed to receive damage of 	� mm�
and specimens �ve and six were aimed to receive damage of �� mm� Guided
by the numerical simulations� the displacement controlled lateral impress of
the steel bar was 	� mm deeper than the desired damage magnitudes�

The results from the numerical simulation were in good agreement with the
laboratory test series� Fig� 	� shows the results of the test series and the
corresponding simulation� The test specimens are represented by the circles�
and the computational results are represented by the curve� The load�carrying
capacity is shown as a function of the damage magnitude� The 	��! load�
carrying capacity corresponds to 	�� kN� which was the load�carrying capacity
for an undamaged column according to the numerical simulation�

Specimen Damagea Capacityb Reductionc

�mm� �kN� ���

� ��� �� ����
	 ��� ��	 ����

 �
� 
 �
���
� ���	 �� �����
� 	��� �� ����
 ���� �� ����	

Table �� Load�carrying capacity of columns with dierent damage magni�
tudes� aDamage magnitude� bLoad�carrying capacity according to laboratory test�
cReduction in load�carrying capacity compared to undamaged column in compara�
tive computer simulation�

� Conclusions

Thin�walled steel columns with channel sections damaged by truck impacts
are treated in this paper� The study comprised a C pro�le� an � pro�le� and a
pro�le with asymmetric cross section� Numerical simulations and a verifying
laboratory test series were presented� The numerical simulations considered
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Fig� �
� Load�carrying capacity according to the laboratory test series� and the cor�
responding numerical simulation�

impacts in di�erent directions� for rigid supports as well as for pin�ended
supports�

The di�erent pro�les were a�ected by damage to approximately the same
extent� For example� it was found that damage corresponding to 	� mm dis�
placement of the midsections of columns with length of 	��� mm resulted in
�����! reduction of the axial load�carrying capacity� The lower value cor�
responds to the � pro�le damaged by a rigid body pressed laterally to the
column at an angle of ��� to the broad side of the cross section� simulation
III� The higher value corresponds to the asymmetric pro�le damaged by a
rigid body pressed laterally to the column in direction normal to the broad
side of the cross section simulation II�� The mode of failure for the columns
where for all three pro�les a combination of �exural and distortional buckling�

The laboratory test series only comprised the asymmetric pro�le� Damage of
���� mm was tested and the results� both in terms of load�carrying capacity
and deformation modes� were in good agreement with the results of the cor�
responding numerical simulation� The work presented in this paper is aimed
at increasing the knowledge about how damage to upright members in pallet
racks a�ects their load�carrying capacity� and to increase safety at the work�
ing sites where pallet racks are used� E�ort is made to present the results in
terms that are easy to relate to actual damage in industrial rack and shelving
systems�
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Abstract

The present paper suggests a method to consider uncertainties in engineering struc�
tures in a computational scheme� Latin hypercube sampling is used to prepare input
data of probabilistic parameters for subsequent deterministic simulations where the
mechanical response is evaluated� The approach is applied on a pallet rack system
where damaged columns and connector sti�nesses are considered as probabilistic pa�
rameters� The mechanical simulations are performed with the �nite element method�
and full advantage is taken of existing commercial code�

Keywords� Finite element method� Sensitivity analysis� Uncertainties� Probabilistic
parameters� Latin hypercube sampling� Pallet rack

� Introduction

Computational mechanics has led to elaborate deterministic numerical meth�
ods and models� including sophisticated strategies for dealing with a variety
of mechanical processes� Nowadays it is common practice in the design of en�
gineering structures to rely on computational analysis� However� in most de�
sign cases the engineer is left with uncertainties about how to actually model
a structure� The uncertainties can be directed towards the sti�ness values of
structural members or connections� or geometrical or material properties� Also
production errors or damage� caused by accidents or inadequate management�
are in many civil engineering structures uncertain parameters that should be
considered in the analysis� Another question is how the load is applied and�
in dynamic analysis� the time history of the load�

There is a growing realization that unavoidable uncertainties must be consid�
ered in a computational scheme to produce reliable computational and engi�
neering results� Traditionally� designers have used safety factors to provide in�



creased con�dence in the structural performance� However� this approach does
not take into account the underlying� more sophisticated probability charac�
teristics and does not provide the designer with adequate information about
the reliability� This has lead to rather extensive research aiming to combine
e�cient methods of structural analysis with stochastic analysis where the in�
�uence of random variables is evaluated�

The �nite element method� which is the dominating numerical tool in deter�
ministic analysis� is the basis of many methods involving random parame�
ters� Stochastic �nite element approaches are based on the representation of
stochastic �elds as a series of random variables� The probabilistic design pa�
rameters are represented in the system matrices� often at the element level� by
submatrices containing the nominal or mean values of the uncertain param�
eters and other submatrices considering the perturbation of the parameter
values� The size of the system matrices increases rapidly with the number
of probabilistic parameters and the order of the series expansion� see e�g�
Jensen �	�� Kleiber and Hien ��� give a theoretical background in stochastic
�nite element analysis� The applicability of these methods is� however� limited
since they in most cases are not capable of dealing with problems involving
non�linearities or dynamic loading� Furthermore they are accurate only for
small values of variability of the stochastic properties� Many methods also
place restrictions on the element mesh�

A simple and widely used strategy for dealing with probabilistic parameters
is Monte Carlo Simulations� The probabilistic input parameters are sampled
from their distributions and a number of deterministic computations are per�
formed to provide information about the distribution of the output param�
eters� This approach is the most accurate one and it is able to handle any
mechanical processes which the deterministic methods are dealing with� The
disadvantage is the computational cost� frequently very high due to the re�
peated analyses that have to be performed� In order to keep the computational
cost low and be able to handle complex mechanical processes� combinations
of stochastic �nite element approaches and Monte Carlo simulations are sug�
gested� see e�g� Papadrakakis and Papadopoulos ���� A remaining disadvantage�
however� common for most probabilistic methods� is the need for considerable
revision in the �nite element software developed for deterministic analysis�

In the present paper a Monte Carlo simulation approach� based on the Latin
hypercube sampling plan� is applied to analyse the failure sensitivity of a
complex civil engineering structure in an e�cient manner� Latin hypercube
sampling gives a good representation of the input distribution with propor�
tionately few samples� The structure considered is a pallet rack system of
a type frequently used in industry� The in�uence of damage to thin�walled
steel columns and the in�uence of variations in connector sti�nesses are in�
vestigated� The sampling plan is only used to prepare the input data for the

�



subsequent analyses� Thus the in�uence of uncertainties are evaluated without
any revision of the deterministic �nite element code� in this case ABAQUS ����
The present procedure is aimed not only towards advanced and unique prob�
lems� but also towards everyday engineering design practice�

Sensitivity has a precise mathematical signi�cance� In this paper� however�
sensitivity is more of system sensitivity for engineering structures� Thus it has
here a more general meaning�

� Latin hypercube sampling

The Latin hypercube sampling plan was theoretically described in 	
�
 in a
paper by McKay et al� ���� The desired accuracy in the estimated distribution
function determines the required number of simulations� Let n denote the re�
quired number of simulations and k the number of uncertain parameters� the
sampling space is then k�dimensional� The sampling plan is constructed as
follows� For each of the k parameters� divide the outcome into n intervals with
equal probability of occurrence and construct a column matrix with permuta�
tions of the integers 	� �� � � � � n� Note that two such matrices can be identical�
By putting the column matrices together� an n � k�matrix is obtained� Each
row in that matrix de�nes a k�dimensional hypercube cell in the sampling
space� Take one random sample from each such cell� For two input variables
with a uniform ��	� distribution and �ve simulations� a possible sampling plan
is shown in Fig� 	� Note that the samples are spread over the entire sampling
space as the generation of the Latin hypercube sampling plan requires one
sample from each row and each column� If n samples from the entire sampling
space had been chosen completely at random� there is a risk that they would
form a cluster and some parts of the sample space would not be investigated�
For sampling in higher dimensions than three it is not possible to visualize
the sampling plan� but it is clear that n samples spread over the whole sam�
pling space are obtained� An interesting overview on di�erent sampling plans
is found in Kjell ���� and applications to structural analysis are suggested in
Sandberg et al� ����

� Load�carrying capacity of pallet racks

The development of pallet racks and other load�carrying systems is undergoing
a rapid growth� and progressively higher pallet racks are being designed� The
development is requested by industry� and the competition between di�erent
manufacturers makes it necessary to minimize the cost of materials and pro�
duction� Uncertainties in strength and sti�ness of di�erent structural members
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occur and cause uncertainties in the structural performance� This results in
di�culties in achieving valid guarantees of the load�carrying capacity� To pre�
serve the safety and serviceability at the working site� additional knowledge
concerning the mechanical behaviour and the in�uence of changing di�erent
parameters in pallet racks is therefore needed�

In this paper the in�uence of two di�erent parameters are studied with respect
to the load�carrying capacity� At �rst the e�ect of damage to thin�walled steel
columns with open cross�sections is evaluated� Damage could for instance be
caused by trucks running into the columns� The study comprises a close� deter�
ministic investigation of the reduction in load�carrying capacity of individual
columns due to di�erent damage levels� and a global� probabilistic analysis of
the in�uence of damaged columns in an entire pallet rack system� The analy�
sis of the local� single column� level is only brie�y discussed in this paper� see
Olsson and Sandberg ��� for further details� The second parameter is the sti��
ness of the connectors between columns and horizontal beams� The in�uence
of variations in sti�ness between di�erent connectors is investigated�

��� Damaged thin�walled steel columns

A model of an upright pro�le is built up of shell elements� The model describes
the geometry of the pro�le in detail and is able to capture both in�plane and
out�of�plane deformation of the cross�section� An elasto�plastic material model
is used� and large deformation theory is applied� The length of the column is
	��� mm� which corresponds to the height of one compartment in the global
pallet rack considered in the following study�

Simulations are performed to apply damage of di�erent magnitudes to the
pro�le and evaluate the in�uence of damage on the axial load�carrying ca�
pacity� The �rst part of the simulation� divided into three steps� applies the
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damage to the structure� At �rst the broad side at the middle of the column
is compressed by a rigid body in direction normal to the broad side� There is
no friction between the rigid body and the deformable structure� The column
is supported so that it is free to rotate around the in�plane axis of the cross�
section� parallel to the broad side� Then the rigid body is released and loses
contact with the structure� If the compression was big enough to cause yielding
in the material� there will be remaining deformations in the structure� Finally
the ends of the column are bent so that the cross�sections at the supports
end up normal to the original upright axis� Fig� � shows the result of these
steps in the simulation� a damaged column� Depending on the magnitude of
the rigid body compression� di�erent damage levels are obtained� Damage is
represented by the imperfection� or the displacement of the cross�section at
the middle of the column�

  

Fig� 	� Damaged column according to the computer simulation�
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The second part of the simulation puts the column into axial compression�
Fig� � shows the axial force as a function of the axial displacement for a number
of columns with di�erent damage levels ��	� mm� and Fig� � shows the
remaining load�carrying capacity as a function of the initial damage level� It
is shown that even very small damage causes signi�cant reduction in strength
and sti�ness� For example� a 	� mm imperfection causes a ��! reduction of
the axial load�carrying capacity� However� to investigate the global in�uence
of damage an entire pallet rack must be analysed�

�� Damaged columns modelled by beam elements

To achieve a reasonable size of the sti�ness matrix of a global pallet rack model�
the properties of damaged columns must be transformed from the shell model
to a more simple beam model� In the shell structure� damage involved bend�
ing of the upright axis as well as in�plane deformation of the cross�section�
To capture the e�ects of damage in the beam model� changes in two di�er�
ent characteristics are performed� The �rst change a�ects the geometry� An
imperfection� equal to the damage level de�ned for the shell model� is intro�
duced� This decreases the sti�ness and strength of the beam structure� but
not as mush as the corresponding damage in the shell structure� To adjust the
damage e�ects� the material properties are involved� For increasing damage
levels the yield stress of the material in the beam structure is decreased� The
reduction of the yield stress is adjusted to achieve equal reduction in load�
carrying capacity according to the di�erent models� The calibration results in
good agreement concerning axial sti�ness� axial load�carrying capacity� and
sti�ness to bending� Fig� � shows the principal features of the calibration pro�
cess�
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��� Global analysis of a pallet rack

The pallet rack in the present study contains �ve sections and four horizontal
beam levels� Fig� � shows the geometry of the structure� The components in
the pallet rack are typical for many racking systems used in industry� Labo�
ratory tests� as well as numerical simulations� are performed to evaluate their
mechanical properties� see Mroz �
��

The columns are modelled by beam elements which are able to capture torsion
and warping of the cross�section� The horizontal beams are modelled by ordi�
nary beam elements according to Timoshenko beam theory� and the diagonal
elements� used for stabilization of the pallet rack in the cross�aisle direction�
are modelled by truss elements� i�e� with pinned connections to the columns�
The connections between the horizontal beams and the columns are modelled
as �nite elements with speci�ed non�linear sti�ness� evaluated from tests� The
�oor end connectors are modelled in the same manner� Large displacements
are considered in the model as well as material non�linearities�

Fig� � shows the load con�guration in the pallet rack� In the �rst load step
the box loads and the corresponding horizontal loads are applied� Each box in
the model represents a load of 	� kN and the horizontal loading amounts� in
accordance with the FEM norm �	��� to ���	! of the vertical loading at the
corresponding beam level� The pallet rack is also loaded by the weight of its
own components� In the second load step the vertical loads at the columns at
the top of the pallet rack and the corresponding horizontal loading are applied�
The magnitude of the top loads is increased until failure occurs� Fig� � shows
the three�dimensional structure of the pallet rack without damage� and the
failure mode due to the loading applied� a global down�aisle sway mode�

��� Damage distribution in pallet racks

As the exact damage locations and damage magnitudes in a pallet rack are not
known� it is not possible to perform an accurate deterministic computation to
evaluate the in�uence of the damage� However� if the distribution of damage
is known or can be estimated� this would be enough to perform a probabilistic
analysis and �nd the distribution of the global load�carrying capacity� Inspec�
tions of pallet racks have shown that the main part of the damage is located
in the lower parts of the pallet racks since impacts often occur there� It is also
clear that the loading is bigger in the lower parts of the structure and damage
there is likely to be of greater importance than damage in the upper parts of
the structure�

In the present analysis it is assumed that every column in the lowest level
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of the pallet rack is damaged� The damage is of the type presented above
and is located with equal distance to the �oor and the lowest horizontal beam
level� The damage magnitudes for the 	� columns are assumed to be uniformly
distributed in the interval ��	� mm�

��
 Probabilistic analysis of global in�uence of damage

The Latin hypercube sampling plan is used to choose damage magnitudes
for the 	� columns for a number of �nite element simulations� The technique
is already generally described� but the procedure for the present application
is also presented with an example where input data to four deterministic
computations are to be performed� Twelve columns are damaged� i�e� k # 	��
and four di�erent damage cases are considered� i�e� n # �� The sampling space
for the 	� parameters is divided into four intervals�
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Twelve permutations of the damage intervals are performed�
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A matrix� four rows and 	� columns is established from the permutations�

�
������

� 	 � � � �

	 � � � � �

� � � � � 	

� � � � � �

�
������

For each component� i�e� interval in the matrix above a random value is picked
and multiplied by 	� mm� A new matrix is then established in which each line
contains the damage magnitudes for the 	� columns for one deterministic
computation�
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The damage magnitudes a�ect� as described above� the geometry and material
for each of the 	� columns�

Fig� 
 shows the computational results in terms of the distribution of the
load�carrying capacity for simulations with n # ��� n # 	�� and n # ���� The
load�carrying capacity is approximately uniformly distributed according to the
simulations� The distributions become smoother when the number of samples
increases� but even the ���sample simulation gives a good representation of the
variation of the load�carrying capacity� Failure arises for load levels between
���� and ���� MN�� where the latter value is equal to the failure load for a
pallet rack without damage� The damage distribution causes a reduction in
the load�carrying capacity of up to ��!� For all the damage cases considered
in the simulations� the pallet rack fails in a global down�aisle sway mode as
for a pallet rack without damage�

��� Sti�ness of beam end connectors

Many pallet rack systems are designed without stabilizing bracing members
in the down�aisle direction� The sti�ness in that direction is then obtained
with the framework of the horizontal beams and the columns� In this type of
structures the sti�nesses of the beam end connectors are of vital importance
for the behaviour of the pallet rack� and if failure occurs in a global down�
aisle sway mode� as is the case for the pallet rack considered in this paper� the
load�carrying capacity of the entire pallet rack is dependent on the sti�nesses
of these connectors�

��� Connector sti�nesses as probabilistic parameters

There are always individual di�erences in the sti�ness relations of the beam�
end connectors in a structure� Usually mean values of sti�ness and failure
moment� including safety factors� are evaluated from tests of a number of
specimens and used as design values for all the connectors in the structure� In
this study the sensitivity with respect to the failure load is investigated when
individual connector sti�nesses� picked from known distributions� are applied
to the pallet rack model� Fig� 	� shows the bending moment as a function of
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Fig� �� Distribution of the load�carrying capacity� with �	 samples� �		 samples� and
�		 samples�
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the rotation for �ve specimens tested according to the recommendations in
FEM �	��� Five specimens are too few to draw any reliable conclusions about
the distribution of the sti�ness� but the aim of this analysis is to illustrate
a method to evaluate the distribution of the load�carrying capacity when the
distribution of the connector sti�nesses is known� It is assumed that the bend�
ing moment� at a number of di�erent rotations� is normally distributed� Mean
values and standard deviations are then computed� Fig� 		 shows a schematic
sketch of the mean sti�ness curve evaluated from the curves in Fig� 	�� The
lengths of the vertical bars indicate the size of the standard deviations at dif�
ferent rotations� Each bar is divided into a number of intervals where all the
intervals represent equal probability�

Latin hypercube sampling is used to produce an optional number of sti�ness
intervals� From the sampling plan each connector sti�ness is only represented
by one interval from the uniform ��	� distribution� as in the preceding study
on damaged columns� but in the �nite element model each sti�ness curve is
de�ned by �ve rotations and �ve corresponding bending moments� To prepare
each curve� �ve random values are picked from its interval and mapped on
�ve normal distributions� with mean values and standard deviations evaluated
from the laboratory test� The mapping is performed according to Eq� 	� and
illustrated in Fig� 	��

Nr� #
p

�� erf���r � 	� $ m 	�

where

erf�r � 	� #
�p
�

�r��Z
�

e�t�dt ��

In Eq� 	� � is the standard deviation� m is the mean value� r is a random
value from the current interval� and Nr� is the value of r mapped on the
normal distribution� If the sampling space is divided into four intervals� � �
�� sti�ness curves are established� A possible result of the procedure for one
connector is shown in Fig� 	��
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Fig� ��� Stiness curves of beam�end connectors according to laboratory test�

��� In�uence of variations in connector sti�nesses

Simulations with n # ��� n # 	�� and n # ��� are performed� Fig� 	� shows
the distribution of the load�carrying capacity according to the simulations� and
Table 	 shows the mean values and the standard deviations of the connector
sti�nesses and the load�carrying capacity� The standard deviation of the load�
carrying capacity is very small compared to the standard deviations of the
connector sti�nesses� This means that the global sti�ness� and global load�
carrying capacity are not very sensitive to variations around the mean values
of the connector sti�nesses� This does not imply that the behaviour of the
pallet rack is insensitive to variations of the mean value of the connector
sti�nesses� but it could be concluded that in this particular case it is su�cient
to treat the connector sti�nesses as deterministic parameters�

	�



Phi (rad)

0

400

800

1200

1600

1800

2200

0.000 0.020 0.004 0.060 0.080 0.100

M
 (

N
m

)

Fig� ��� Mean stiness curve of the beam�end connectors�

Mapping

m,σ

0 1

r N(r)

m

Fig� �	� Mapping of a uniform distribution on a normal distribution�

	�



Phi (rad)

0

400

800

1200

1600

1800

2200

0.000 0.020 0.004 0.060 0.080 0.100

M
 (

N
m

)

Fig� �
� Possible generated stiness curves�

Parameter Mean value Standard deviation

M�� � ����� rad� ��� Nm ��� Nm 
�
�
M�� � ���	� rad� �
� Nm 
��� Nm 
�
�
M�� � ����� rad� ���	 Nm ���� Nm ����
M�� � ����� rad� �			 Nm 
��� Nm 	�	�
M�� � ����� rad� ���	 Nm 
��� Nm 	���

L�c� c� 
� samples ���� kN 
��� kN ��
��
L�c� c� ��� samples ���� kN 	�
� kN ��	��
L�c� c� 
�� samples ��� kN 	�� kN ��
��

Table �� Mean values and standard deviations of connector stinesses and load�
carrying capacity �L�c�c��
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� Summary and conclusions

In this paper Latin hypercube sampling is used to prepare input data of
probabilistic parameters to deterministic �nite element analyses where non�
linearities in structural behaviour are considered� An analysis of a pallet rack
system shows that small damage to thin�walled steel columns is of great im�
portance for the load�carrying capacity of the entire pallet rack as well as for
the load�carrying capacity of individual columns� In a global pallet rack model
damage is treated as a probabilistic parameter since it is impossible to predict
the exact locations and magnitudes of damage� The simulation shows that
damage corresponding to less than 	� mm imperfections causes reduction of
the global load�carrying capacity of up to ��!�

The in�uence of deviations in the connector sti�nesses is also investigated�
Laboratory tests of a few connectors are used to evaluate mean values and
standard deviations of the sti�ness relation� Synthetic sti�ness curves are then
generated and applied in the �nite element model� The simulation shows that
the global sti�ness and thereby the load�carrying capacity are not very sensi�
tive to deviations around the mean sti�ness of the connectors�

The approach with Latin hypercube sampling allows the designer to analyse
engineering structures� with probabilistic parameters� without keeping back
the possibilities of using elaborate models and existing� deterministic codes�
Compared to Monte Carlo simulations� where the samples are chosen com�
pletely at random� the representation of the distributions of the inputs are
more accurate with the same number of samples�
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Abstract

The present paper suggests a Latin hypercube sampling method� with correlation
control� for stochastic �nite element analysis� This sampling procedure signi�cantly
improves the representation of stochastic design parameters compared to standard
Monte Carlo sampling� As the correlation control requires the number of realizations
to be larger than the number of stochastic variables in the problem� principal com�
ponent analysis is employed to reduce the number of stochastic variables� In many
cases this considerably relaxes the restriction on the number of realizations� Fur�
thermore� it is an advantage to combine the sampling method with the well�known
Neumann series expansion method for solving the equation systems e�ciently� The
paper comprises an extensive comparison of di�erent sampling methods and per�
turbation methods for stochastic �nite element analysis� It is shown that the Latin
hypercube sampling plan� with correlation control� in conjunction with the Neu�
mann series expansion method� is a competitive approach regarding computational
e�ciency as well as general applicability�

Keywords� Latin hypercube sampling� Finite element method� Correlation control�
Principal component analysis� Neumann series expansion

� Introduction

Nowadays elaborate deterministic numerical methods and models� including
sophisticated strategies for dealing with a variety of mechanical processes�
have become widespread and are employed in everyday engineering design
practice� However� in most design cases the engineer is left with uncertainties
about how to actually model a structure� The uncertainties can be directed
towards geometrical or material properties and a�ect the strength and sti��
ness of structural members and connections� Production errors or damage�
caused by accidents or inadequate management� are in many civil engineering



structures uncertain parameters that should be considered in the analysis as
well� Other issues are how the load is applied and� in dynamic analysis� the
time history of the load�

There is a growing realization that unavoidable uncertainties must be con�
sidered in a computational scheme to produce reliable computational and en�
gineering results� Traditionally� designers have used safety factors to provide
increased con�dence in the structural performance� but this approach does
not take into account the underlying� more sophisticated probability charac�
teristics and does not provide the designer with adequate information about
the reliability of the entire system� This has lead to rather extensive research
aiming at combining e�cient methods of structural analysis with stochastic
analysis� where the in�uence of random variables is evaluated�

The only method that has become widespread in engineering design practice
is the Monte Carlo simulation technique� Probabilistic design parameters are
sampled and a number of deterministic computations are performed to provide
information about the distribution� or some statistics of response parameters�
This is an accurate and simple approach� but also very expensive in terms
of computer resources� Several methods that could be employed at a lower
computational cost have been proposed� These can be divided into three main
categories� The methods of the �rst category concern the sampling itself of the
Monte Carlo technique in order to reduce the number of realizations required
to provide reliable statistics of the response� Strati�ed sampling and Latin
hypercube sampling belong to this category� Most work in this area has been
carried out by mathematical statisticians �e�g�� McKay et al� 	
�
�� Iman
and Conover 	
���� Stein 	
���� Owen 	

��� Harris et al� 	

��� Kjell
	

���� and elaborate sampling techniques are rarely employed in the �eld of
structural analysis using �nite elements� A major advantage of these methods
is that the consequent analyses� i�e� the runs determined by the sample� are
identical to the deterministic analysis� Thus� full advantage can be taken of
existing commercial code developed for deterministic analysis Sandberg et al�
	

�� Sandberg and Olsson 	


��

The methods of the second category also employ Monte Carlo simulations�
However� the strategy is to reduce the computational work by using e�cient
solution techniques for the equation system of each run by making use of
the similarity between the di�erent realizations� The Neumann series expan�
sion method� and the preconditioned conjugate gradient method belong to this
category� The Neumann series expansion method in conjunction with the stan�
dard Monte Carlo method has been employed by several researchers and found
to be e�cient �e�g�� Yamazaki et al� 	
���� Chakraborty and Dey 	

���� The
preconditioned conjugate gradient method has been used in conjunction with
the Neumann series expansion method� and the standard Monte Carlo method
by Papadrakakis and Papadopoulos 	

���

�



Methods of the third category do not compute the response statistics through
Monte Carlo simulations but through series expansions of random variables�
The most well�known methods are probably� the Taylor series expansion
method� in which a truncated Taylor series of the response variable is estab�
lished Liu et al� 	
��� Kleiber and Hien 	

��� the Neumann series expansion
method� in which a truncated Neumann series is employed for the equation
system Shinozuka and Deodatis 	
��� Spanos and Ghanem 	
�
�� and the
basis random variable method� in which the statistics of the response variables
are evaluated by minimizing the potential energy of the system with respect to
statistics of the basis random variables Lawrence 	
���� A comprehensive ex�
position of a wide range of stochastic �nite element methods� from the second
and third category� is given in Matthies et al� 	

���

The present paper makes a contribution to the �rst category of methods� The
Latin hypercube sampling method� with correlation control� is further devel�
oped to overcome the restriction that the number of realizations must exceed
the number of correlated random variables� The method can unimpededly
be combined with methods from the second category� Furthermore� for the
sake of completeness and in order to make some comments� the paper brie�y
describes the Neumann series expansion method in conjunction with Monte
Carlo simulations� and the Taylor series expansion method in correlated as
well as uncorrelated random variable space� Finally� by means of numerical
examples� the suggested approach is compared to the alternative methods
with respect to accuracy� e�ciency� and general applicability�

� Representation of random 	elds

This section contains some basics of the theory of random �elds� and a brief
account of the most commonly employed discretization methods in connection
with �nite elements� A thorough treatment of the theory of random �elds is
found in Vanmarcke 	
����

The random �eld� Hx�� of some physical property such as the Young s mod�
ulus� or the thickness of a plate can be expressed as the sum of its mean value
function� �x�� and its �uctuating component� ax�� where x indicates the
position vector�

Hx� # �x� $ ax� 	�

The mean value is then a deterministic function of the spatial variables�
whereby the �uctuating component is a random function� with a mean of

�



zero� of the same variables�

E�ax�� # � ��

Furthermore� the random �eld is represented by the auto�covariance function�

Caax�x
�� # E�ax�ax��� ��

where x and x� are two locations in the variable space� Higher order expecta�
tions might also be employed in the modeling of the random �eld� However� it
is convenient� and often su�cient� to con�ne the statistics to the mean value
function and the auto�covariance function� For Gaussian �elds these statistics
unambiguously determine the distribution� If the random variation is assumed
to be homogeneous� i�e� the covariance between two points depends only on
the relative position� � # x�x�� the auto�covariance function can be expressed
as

Caa�� ��� # ��� �aa�� ��

in which �� is the standard deviation� the same at every location� and �aa��
is an auto�correlation function with �aa�� # 	� Furthermore� if the random
�eld is isotropic� i�e� the covariance between two points depends only on the
distance� the auto�covariance function can be expressed as

Caa�� ��� # ��� �aaj�j� ��

It should be noted� however� that the �nite element approaches presented
herein are not limited to isotropic or homogeneous random �elds�

The next step is to discretize the random �eld and its statistics to �t the
consequent �nite element analysis� Several discretization methods have been
proposed� One of the most simple and widely employed is the midpoint method
in which the value at the center point of each element is used to represent
the random �eld within the element� Another point discretization method
is the integration point method in which the integration points are used to
represent the random �eld� These two methods have the advantages of yielding
positive de�nite covariance matrices and to allow other marginal distributions
than the Gaussian� The major disadvantage is that the �nite element mesh
has to be very �ne in order to capture the correlation of the random �eld
su�ciently� especially if the correlation length is short� Alternative methods
are the interpolation method� which is based on representing the random �eld in
terms of an interpolation rule involving a set of deterministic shape functions
and the random nodal values of the �eld� and the local averaging method� which

�



integrates the random �eld function over each element or domain� These latter
methods are able to represent the random �eld with coarser meshes than the
point discretization methods� but they are strictly valid only in the case of
Gaussian random �elds� Also� the local averaging method might in some cases
lead to non�positive de�nite covariance matrices� More detailed descriptions�
and several references on random �eld discretizations are given in Matthies et
al� 	

���

The discretized random �eld is now represented by the mean value vector�
and the covariance matrix� corresponding to the mean value function� and the
auto�covariance function of the undiscretized random �eld� Using the mid�
point method� the length of the mean value vector and the number of rows
and columns in the symmetric covariance matrix are equal to the number of
elements in the problem� The mean values at the center points of the k �nite
elements are computed as

mi # �xi�� i # 	� �� ���� k ��

and stored in the mean value vector m� The covariance between each pair of
element center points is computed as

Cij # Caaxi�xj�� j # 	� �� ���� k ��

and stored in the covariance matrix C�

� Standard Monte Carlo sampling

When the mean value vector and the covariance matrix are established� the
Monte Carlo method can be employed to generate realizations that correspond
to the statistics of the random �eld� For Gaussian random �elds it is possible
to generate a set of realizations with estimated statistics arbitrary close to
the target statistics� and thereby to the joint distribution function� provided
that a su�ciently large sample is considered� The procedure is to generate n
independent Gaussian distributed random numbers with a mean of zero and
a variance of one for each of the k variables� The random numbers are then
stored in an n � k matrix R� The correlation is met by performing Cholesky
decomposition of the target covariance matrix C so that

LLT # C ��

�



where L is lower triangular� Then the covariance is applied as

U # RLT 
�

yielding the n�k matrix U of Gaussian random numbers with a mean of zero�
and a covariance in accordance with the target covariance matrix� The target
mean values are applied by adding the mean value vector m to each row in
U�

The preservation of the Gaussian distribution from R to U is dependent on the
fact that the sum of Gaussian variables is also a Gaussian variable� As other
distributions are not preserved during this operation� the described procedure
is only valid for Gaussian random �elds� However� for non�Gaussian random
�elds the target covariance can be approached approximately by establishing
R and U as if the �eld was Gaussian and then map the elements of U on the
target distribution� This non�linear transformation is performed as

Vij # F��f%�Uij �g�
i # 	� �� ���� n

j # 	� �� ���� k
	��

where % represents the Gaussian cumulative distribution function� and F��

represents the inverse of the target cumulative distribution function with re�
spect to speci�ed marginal statistics�

The transformation is illustrated in Fig� 	 and yields a sample with marginal
distributions exactly approaching the target distributions� and correlation ap�
proximately approaching the target correlation� The closer the target marginal
distributions are to the Gaussian distribution the better the approximation�
The sampling method described above will in the following be designated SMC
Standard Monte Carlo��

�
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The correlation of V can be improved using an iterative algorithm proposed
by Yamazaki and Shinozuka 	
���� Yamazaki and Shinozuka applied the
algorithm on the spectral density function of the stochastic �eld� but also
outlined the corresponding procedure for the covariance matrix decomposition
method according to the following�

C� �# C

C� �# covV�

repeat until C� � C

for i # 	 � number of variables
for j # 	 � number of variables

C�i� j� �#
C�i� j�

C�i� j�
Ci� j�

end
end

L �# cholC��
U �# RLT

for j # 	 � number of variables
for i # 	 � number of realizations

Vi� j� �# F��f%�Ui� j��g

end
end

C� �# covV�

end

where cov denotes estimation of the covariance� and chol denotes calculation of
the lower triangular matrix by Cholesky decomposition� After a few iterations
C� � C� and the algorithm is terminated� The sample stored in V then
closely matches the target correlation� One problem� however� is that there
are no guarantees that C� remains positive de�nite during the iteration� not
even if the midpoint method is used� If the covariance matrix is not positive
de�nite the Cholesky decomposition can not be performed and the algorithm
can not be employed�

�



� Latin hypercube sampling

In order to reduce the required number of realizations� Latin hypercube sam�
pling can be employed� This sampling scheme for computational planning was
�rst proposed by McKay et al� 	
�
�� As for the SMC method� the desired
accuracy in the estimated distribution function determines the required num�
ber of realizations� Let n denote the required number of realizations and k
the number of random variables� The sampling space is then k�dimensional�
An n� k matrix P� in which each of the k columns is a random permutation
of 	�n�� and an n � k matrix &R of independent random numbers from the
uniform ��	� distribution are established� Then the elements of the sampling
matrix &V are determined as

&Vij # F��

�
Pij � &Rij

n

�
		�

where F�� represents the inverse of the target cumulative distribution func�
tion� Each row in &V now contains input for one deterministic computation�
For two input variables and �ve realizations� a possible sampling plan is shown
in Fig� �� Note that the sample is spread over the entire sampling space as
the generation of the Latin hypercube sampling plan requires one image from
each row and each column� If n realizations from the entire sampling space
had been chosen completely at random� as in SMC sampling� there is a risk
that they would form a cluster and some parts of the sampling space would
not be investigated�
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Fig� 	� Latin cube� two variables and 
ve realizations� The ��	 matrix �a� determines
the plan illustrated in �b��

Even though the marginal distribution of each variable is e�ciently repre�
sented� there is a risk that some unwanted correlation appears Fig� �a��






However� it has been shown Iman and Conover 	
��� that such unwanted
correlation can be reduced by modi�cations in the permutation matrix P�
The elements of P are divided by the number of realizations plus one� and
mapped on the ��	� Gaussian distribution�

Yij # %��
�����

	
Pij

n $ 	



	��

Then the covariance matrix of Y is estimated and Cholesky decomposed as

&L&LT # covY� 	��

where &L is lower triangular� A new matrix Y� with sample covariance equal
to the identity is computed as

Y� # Y&L���T 	��

and the ranks of the elements of the columns of Y� become the elements in
the columns of the matrix P�� If the elements of P in Eq� 		� is replaced
by the elements of this matrix� the sampling matrix &V will contain a consid�
erably lower amount of unwanted correlation� Fig� � illustrates the e�ect of
the correlation reduction procedure in a two variable sampling plan� a� repre�
sents the sampling plan before� and b� the sampling plan after the correlation
reduction�

(a) (b)

reduction
Correlation

Fig� 
� Unwanted correlation of sampling plan �a� is reduced in plan �b��

If the target correlation matrix is di�erent from unity the target correlation
is applied by replacing Eq� 	�� with

Y� # Y&L���T 'LT 	��

	�



where 'L is the lower triangular matrix from the Cholesky decomposition of
the target correlation matrix� The Latin hypercube sampling method without
correlation reduction will in the following be designated LHS� and the Latin
hypercube sampling with correlation reduction will be designated CLHS� As
for SMC sampling� the correlation of &V will exactly approach the target cor�
relation if the stochastic �eld is Gaussian� and approximately approach the
target correlation if the stochastic �eld is non�Gaussian� An iterative algo�
rithm� similar to the one described in the previous section� could be employed
to improve the correlation in the non�Gaussian case�

It is important to note that the correlation reduction procedure described
above requires the covariance matrix of Y to be positive de�nite� This means
that the inequality

n 	 k 	��

must be ful�lled for the CLHS method� Unfortunately this is a severe restric�
tion in many applications� If the random �eld is discretized to coincide with
the �nite element mesh� the CLHS method requires the number of realizations
to be higher than the number of �nite elements in the mesh� This restriction
could be relieved to some extent by employing a coarser mesh for the random
�eld� but the representation of the random �eld would then deteriorate� and
separate discretizations of the structure and the random �eld would be nec�
essary� However� if the random properties of adjacent elements are correlated�
the original set of random variables can be represented by a lower number
of uncorrelated random variables� This is taken advantage of in the sampling
procedure proposed in the following section�

��� Correlation control in transformed variable space

The target covariance matrix C can be factorized as

D # ZTCZ 	��

where D is the eigenvalue matrix of C� and Z is the corresponding� orthogonal
eigenvector matrix� If C contains signi�cant correlation� the sum of the r
largest eigenvalues� where r is a small number compared to the total number
of eigenvalues� is approximately equal to the trace of D� This means that
if the r largest eigenvalues are stored in the diagonal r � r matrix (D� and
the corresponding eigenvectors are stored in the k � r matrix (Z the target
covariance matrix is approximately equal to

(C # (Z (D(ZT 	��

		



The original set of k correlated random variables� with target covariance ma�
trix C� can thus be replaced by a set of r uncorrelated random variables with
target covariance matrix (D� This representation is called principal compo�
nent analysis and is commonly employed in conjunction with SMC sampling
to decrease the computer e�ort of generating random numbers� It is easy to
transform the principal components� i�e� the uncorrelated random variables�
back to the correlated space� Let (X be an n�r matrix of Gaussian distributed
random numbers with target covariance matrix (D� The transformation to the
corresponding n� k matrix X with covariance matrix close to C is then per�
formed as

X # (X(ZT 	
�

When principal component analysis is employed in conjunction with Latin
hypercube sampling� with correlation reduction� it also contributes to relax
the restriction of Eq� 	��� The new restriction reads

n 	 r ���

and in many situations� as stated above� r � k� The Latin hypercube sampling
on the uncorrelated variables starts by generating an n� r matrix (P in which
each of the r columns is a random permutation of 	�n�� Then the procedure
continues� equivalent to Eqs� 	��	��� as

(Yij # %��
�����

�
(Pij

n $ 	

�
�	�

(L(LT # cov (Y� ���

(Y� # (Y(L���T ���

Now the ranks of the elements of the columns of (Y� become the elements in
the columns of the new matrix (P�� and the �nal sampling matrix (V� in the
original variable space� is established as

(Vij # F�� % Qij�� ���

where

Q # &Q
q

(D(ZT ���

	�



and

&Qij # %��
�����

�
� (P �

ij � (Rij

n


A ���

Note that the transformations % and F�� are performed with respect to the
speci�ed marginal statistics of the k variables� The sampling matrix (V repre�
sents the random �eld e�ciently with respect to the marginal distributions� as
well as to the correlation structure� This is con�rmed by means of numerical
examples presented at the end of the paper� The method will in the following
be designated CTLHS Correlation Transformed Latin Hypercube Sampling��

� Neumann series expansion method

When the sample is determined� the deterministic solutions of the n equation
systems must be computed� The system to be solved reads

Ku # f ���

where K is the sti�ness matrix of one realization� u is the corresponding un�
known displacement vector� and f is the force vector� The standard procedure
is to perform a Cholesky decomposition of K and then solve the system by
backward and forward substitutions� The major part of the computational
work in this method is the Cholesky decomposition of K which has to be per�
formed n times� An alternative method� proposed by Yamazaki et al� 	
����
takes advantage of the similarity between the di�erent sti�ness matrices and
employs the Neumann expansion technique to solve the systems� The sti�ness
matrix of each realization can be decomposed into two matrices�

K # K� $ )K ���

where K� is the non��uctuating mean sti�ness matrix� and )K is the �uc�
tuating part that is di�erent for each realization� The displacement vector
corresponding to the non��uctuating part of the sti�ness matrix can be ob�
tained as

u� # K��
� f �
�

The actual inverse of the sti�ness matrix is not computed� but the notation
K��

� is used to represent a Cholesky decomposition with backward and forward

	�



substitutions� The Neumann expansion of K�� takes the form

K�� # K� $ )K��� #
�
I� J$ J� � J� $ � � �

�
K��

� ���

where J # K��
� )K and I denotes the identity matrix� This expression for

K�� in combination with Eq� �
� result in the following series expansion for
the displacement vector�

u # u� � Ju� $ J�u� � J�u� $ � � � �	�

Introducing the recursive equation

ui # K��
� )Kui��� i # 	� �� � � � ���

the series expression of the displacement vector can be written as

u # u� � u� $ u� � u� $ � � � ���

The series may be truncated after a �xed number of terms� or according to an
error norm as for example

kuik������
iX

k��

�	�kuk

�����
�

� 
 ���

where 
 is the allowable error and kuk� is the vector norm de�ned by
p
uTu�

The major advantage of the Neumann series expansion method is that only
the non��uctuating part of the sti�ness matrix has to be factorized and this
only once� The additional computational work consists of elementary matrix�
vector multiplications and additions of matrices� Thus a considerable amount
of computational resources can be saved by using this method� However� it
must be checked that the series of each realization converges� This can be
done by the error norm given by Eq� ��� in combination with a maximum
number of terms� or by concluding that the series does not converge when

kuik� � kui	�k� ���

Yamazaki et al� 	
��� showed that the convergence criterion of Eq� ��� can
always be met by replacing the decomposition of Eq� ��� by

K # mK� $ )K� ���

	�



where m is a scalar chosen to satisfy the convergence criterion� It is beyond
the scope of the present paper to describe this modi�ed procedure in detail�
but it should be noted that in order to compute the value of the scalar m
it is necessary to compute the eigenvalue of J having the largest absolute
value� Unfortunately� the calculations required to �nd that eigenvalue appear
to be more demanding� in terms of computational resources� than to perform
the Cholesky decomposition of K� Therefore� the Neumann series expansion
method should only be employed for applications where most of the realiza�
tions result in series that are convergent without modi�cations� If a small
number of the realizations result in non�convergent series� the equation sys�
tems of these can be solved by the standard Cholesky decomposition method�


 Taylor series expansion method

In this method� the unknown random �eld is approximated by a Taylor series
expansion� The statistics of the random �eld are computed by integrating the
product of this series expansion and the probability distribution of the input
variables over the domain of these variables� An extensive description of the
method is found in Kleiber and Hien 	

���

The sti�ness relation of the structure reads

K��u� # f� ���

where K�� and f� are the sti�ness matrix and force vector� respectively� and
u� represents the unknown random displacement �eld of the system� A Taylor
series expansion of the displacement vector is established as

u�s�� # u��s��� $ u��� s���)s� $
	

�
u���� s���)s�)s� $ � � � ���

where u��s��� is the deterministic solution of the system corresponding to the
mean values of the stochastic input variables� and u��� s��� and u���� s��� are the
�rst and second derivatives of the displacement vector with respect to the
stochastic input variables� The mean value vector and the covariance matrix
of the displacements are de�ned as

E�u�� #

�Z
��

�Z
��

� � �
�Z

��

u�pks�� s�� � � � � sk�ds�ds� � � � dsk �
�

	�



cov�u�� u� � #

�Z
��

�Z
��

� � �
�Z

��

fu� �E�u��gfu� � E�u��g

pks�� s�� � � � � sk�ds�ds� � � � dsk ���

where pk is the k�dimensional probability density function of the stochastic
input variables and k is the number of stochastic input variables of the system�
Substituting Eq� ��� into Eqs� �
����� disregarding higher order moments
than the second order� yields

E�u�� # u�� $
	

�
u���� C��

s �	�

cov�u�� u� � # u���u
��
� C

��
s ���

where C��
s is the covariance matrix of the stochastic input variables� The

derivatives of the displacements are obtained by partial derivatives of the
system equation� The �rst and second order partial derivatives read

K�
��s���u

��
� s��� # f ��

� s����K ��
��u

�
�s��� ���

K�
��s���u

���
� s��� # f ���

� s���� �K ��
��s���u

��
� s����K ���

�� s���u
�
�s��� ���

When the derivatives of the displacement vector are derived� they are sub�
stituted into Eqs� �	���� and the displacement statistics are computed� The
described procedure shows the basic concept of the Taylor series expansion
method� When the statistics of the displacements are computed� the statis�
tics of secondary unknowns� such as strains and stresses� can be derived� This
procedure� however� is not dealt with herein�

As in the sampling methods� the original set of stochastic input variables can
be replaced by a set of uncorrelated stochastic input variables� i�e� principal
components� The transformation of the covariance matrix is performed as

D
�
�
t # Z
��C

��
s Z�
� ���

where D
�
�
t is the diagonal covariance matrix of the new set of random variables�

t� and Z
�� contains the eigenvectors of C��
s corresponding to the *k largest

eigenvalues of C��
s � The expressions for the displacement statistics become

E�u�� # u�� $
	

�
u�
�
�� D
�
�

t ���

cov�u�� u� � # u�
��u
�
�
� D


�
�
t ���

	�



where the displacement derivatives are derived from the partial derivatives of
the system equation

K�
��t�
��u

�
�
� t�
�� # f �
�

� t�
���K �
�
��t�
��u

�
�t�
�� ���

K�
��t�
��u

�
�
�
� t�
�� # f �
�
�

� t�
��� �K �
�
��t�
��u

�
�
� t�
���K �
�
�

�� t�
��u
�
�t�
�� �
�

The derivatives of the system matrix are computed as

K �
�
��t�
�� # Z
��K

�
��s��� ���

K �
�
�
�� t�
�� # Z
��K

���
�� s���Z�
� �	�

It should be emphasized� however� that as D
�
�
t is diagonal� only the subset with

index *� # *� has to be dealt with in Eqs� ����	�� Thus no mixed derivatives
of the system matrix with respect to the transformed set of random variables
have to be derived� This advantage� and the fact that the considered number
of principal components is much lower than the original number of random
variables� are the reasons why the method with transformation often can be
employed at a considerably lower computational cost than the method without
transformation� A disadvantage of the principal component approach is that
the extremely sparse structure of the third order tensor K ��

��s��� is damaged
when transformed according to Eq� ����

� Numerical example

To compare the accuracy and e�ciency of the described methods� and to a
certain degree illustrate the signi�cance of the random �eld discretization� a
numerical example is employed� All calculations are performed on a SGI Oc�
tane� 	
� MHz computer� using the software MATLAB MATLAB 	


�� A
square plate with unit side length and unit thickness is modeled by plane�
stress Melosh elements� The material of the plate is assumed to be isotropic
with stochastic Young s modulus and deterministic Poisson s ratio� � # ����
The plate is loaded with a deterministic� uniformly distributed load of unit
magnitude� Nodal displacements in the y�direction are constrained along the
lower edge� and nodal displacements in both directions are constrained at the
lower left corner� Fig� � shows the geometry� loading� and boundary conditions
of the structure� Note that in the deterministic case� with constant Young s
modulus in the entire plate� the displacement �eld is computed exactly in�
dependently of the �nite element mesh� Thus the need of a re�ned mesh is
solely to capture the properties of the random �eld� i�e� the stochastic Young s
modulus� A similar example was used by Yamazaki et al� 	
��� to illustrate

	�



the advantages of using the Neumann series expansion method in conjunction
with SMC simulations�

1.0
x

1.0

Uniform load, q=1.0

y

Fig� �� Square plate� loaded in tension� modeled by ��� �� elements�

��� Correlation and discretization

A log�normal random �eld is adopted for the Young s modulus of the plate�
The �eld is characterized by its mean value function� which is constant and
equal to one in the entire plate� and the isotropic auto�covariance function�

Cij # ��� exp

�
��

� j�ij j
d

��
�
� ���

in which �� is the standard deviation of the random �eld� and d is a positive
parameter such that a larger value indicates a stronger correlation� The ran�
dom �eld is discretized using the midpoint method� Thus j�ij j is the distance

	�



between the centroid of element i and the centroid of element j� and the size
of the covariance matrix C is equal to the square of the number of elements in
the plate� Fig� � shows the correlation according to Eq� ��� as a function of
the distance� and the discretization of the correlation function corresponding
to the midpoint method with 	� elements along the edge of the plate� It is
quite clear from Fig� � that the discretization yields better approximations of
the correlation function for large values of d�
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0
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
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0.5
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d=0.3

d=0.2

d=0.1

Fig� �� Correlation as function of distance�

The displacement �eld of the plate is now evaluated for all combinations of
d # ��	� ���� ��� and �� # ��	� ���� ��� in order to investigate how �ne the �nite
element mesh has to be to capture the random �eld su�ciently well� Calcu�
lations are performed using 	�� 	�� ��� and �� elements along the edge of the
plate� The Latin hypercube methods are employed� as they are more e�cient
than the SMC method in obtaining the statistics of the displacement �eld� A
sample of 	����� realizations is established for each calculation� The CLHS is
used when possible� but in the models with �ne mesh and strong correlation
the correlation matrix becomes close to singular� resulting in numerical di��
culties� In those cases the CTLHS is employed� considering a su�ciently large
number of the eigenvalues of the covariance matrix� The quantities given in
Table 	 are the mean value of the vertical displacement of the upper right

	




corner of the plate� the variance of the same displacement� and the covariance
between the vertical displacements of the upper left and upper right corners�
An asterisk in Table 	 indicates that the CTLHS is used for that calculation�
The signi�cance of the values in Table 	 is not evaluated in the strict math�
ematical sense but �ve repetitive simulations of each model are performed
showing that the errors should not exceed one unit of the last digit given of
each value�

Fig� � illustrates that the same �nite element mesh represents a di�erent qual�
ity of the correlation function discretization depending on the value of the
parameter d� the higher the value of d the better the representation� Thus a
short correlation distance requires a �ner mesh than a longer correlation dis�
tance� This is con�rmed by the values in Table 	� In the following study of the
performance of the di�erent sampling methods and expansion methods� the
correlation of the Young s modulus is determined by d # ���� and the 	�� 	�
element mesh is employed�

�� Comparison of di�erent methods

The e�ciency of the di�erent sampling methods is �rst and foremost depen�
dent on the accuracy of the output distributions and statistics that can be
achieved for a given number of realizations� The computer e�ort of generating
the input sample is in most �nite element applications comparatively low� As
a measure of the ability of capturing the true values of the statistics the coe��
cient of variation� R� of the statistics is employed� A good performance of the
applied sampling method results in a low coe�cient of variation of the esti�
mated output statistics� Naturally� also the bias due to the di�erent sampling
methods should be evaluated� A brief investigation on this matter is performed�
though not thoroughly accounted for herein� showing that no signi�cant bias
appears in the evaluated statistics� However� it should be noted� that in some
situations signi�cant bias actually appears for the Latin hypercube methods
with correlation control� This has been illustrated by Kjell 	

���

The coe�cient of variation of the statistics is evaluated for each combination
of �� # ��	� ���� ���� and n # 	�� 	��� 	���� One hundred calculations for each
combination are performed in order to estimate the coe�cient of variation of
the statistics� The expression reads

R�� #

vuut���X
i��

�i ��mean�� �



�mean

���
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where

�mean #
���X
i��

�i�	�� ���

and � represents the mean value� the variance� or the covariance� Actually� for
the results presented in Table �� ��	�� calculations are performed in order to
verify the signi�cance of the computed numbers� The relative error received
using the Taylor series expansion method is also given in Table �� Even though
this error is not equivalent to the coe�cient of variation given for the sampling
methods it can be used for a comparison of the di�erent strategies�

Consider �rst the coe�cient of variation of the mean value� It is quite clear
that all the Latin hypercube methods perform excellently� at least ten times
better than the SMC method� When applicable� the CLHS is the most e��
cient method but as it requires n to be higher than the number of stochastic
variables� in the present case 	��	�� it can not be used for n # 	�� or n # 	���
The CTLHS is suitable when the n�	 largest eigenvalues are su�cient to rep�
resent the random �eld� and for n # 	��� more than 

�

! of the eigenvalue
sum is captured� The performance of the Taylor series expansion method is
excellent when �� # ��	� but even for �� # ��� the error is smaller than the
coe�cient of variation using any of the sampling methods with n # 	���

More interesting than the mean displacements is the ability to capture the
variance and the correlation of the displacements as they normally require
much larger samples� For example� using the SMC method with n # 	�� and
�� # ��	� the coe�cient of variation of the variance amounts to ��! whereas
the coe�cient of variation of the mean value only amounts to �!� Table �
shows that the LHS is only slightly better than the SMC method� whereas
the CLHS and the CTLHS are much more e�cient� For example� using the
CTLHS with n # 	��� better results are achieved regarding the variance and
correlation than using the LHS with n # 	���� Note that the CTLHS is almost
as e�cient as the CLHS� Furthermore� a comparison shows that the Taylor
series expansion method performs approximately as well as the CTLHS with
n # 	��� The performance of the Taylor series expansion method is relatively
better for small values of ���

As a principal component representation is employed for the CTLHS� and can
be employed for the Taylor series expansion method� the number of eigenval�
ues required for the analysis should be studied� Fig� � shows� for d # ��	� ����
���� the relative error of the mean value and the relative error of the variance
as functions of the number of eigenvalues considered� It is clear that the re�
quired number of eigenvalues decreases as the correlation of the random �eld
increases�

��
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As pointed out earlier� the sampling methods can be employed in conjunction
with the Neumann series expansion method in order to reduce the compu�
tational e�ort required for analyzing each realization� Realizations that� ac�
cording to Eq� ���� do not result in a convergent series are solved with the
standard Cholesky decomposition method� If the standard deviation of the
random �eld is small� the number of such realizations is quite low compared
to n� but they are important to detect as they otherwise would signi�cantly
a�ect the statistics of the displacement �eld� Table � shows the error of the
displacement statistics� the same as in the previous tables� due to the approx�
imation of the Neumann series expansion� The number of realizations treated
with the standard Cholesky decomposition is given in parenthesis� The values
of Table � are evaluated using the CLHS with n # 	���� and d # ���� but
it should be noted that the errors given are due to the Neumann expansion
and would not decrease or increase if another number of realizations was con�
sidered or if any of the other sampling methods was employed instead of the
CLHS�

Fig� � shows how the solution of the Neumann series expansion method ap�
proaches the solution of the Cholesky decomposition method as the order of
the expansion increases� The relative errors of the mean displacement and the
variance of the displacement of the upper right corner are given as functions
of the order of the Neumann series expansion for d # �� # ���� It is noted that
the error of the mean displacement according to the second order expansion�
and the error of the variance of the displacement according to the �rst order
expansion are comparable to the corresponding errors when the Taylor series
expansion method is employed�

To compare the Neumann series expansion method with the Cholesky decom�
position method� and the sampling methods with the Taylor series expansion
method� the computational e�ort required for the di�erent methods must be
evaluated� However� it is not an easy task to perform a fair comparison as
the required computational e�ort very much depends on the implementation
in the computer code� Therefore� it should be noted that even though much
e�ort is spent on implementing the di�erent methods e�ciently� the relations
between the CPU�times given in Tables ��� could be quite di�erent if the cal�
culations were performed using another computer code� Nevertheless� Table �
shows that the Neumann series expansion method can be employed at a con�
siderably lower cost than the standard Cholesky method� and the di�erence is
more pronounced for large systems� Table � shows the CPU�times required for
generating one log�normal realization using the di�erent sampling methods�
The values given are valid for n # 	�� and n # 	���� the latter in parenthesis�
For small values of n� the major part of the cost is due to initial preparation
of the sampling such as Cholesky decomposition or eigenvalue transformation
of the covariance matrix� Considering the total computational costs of gener�
ating the sample and solving the corresponding equation systems� it appears
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most favorable to employ the CTLHS in conjunction with the Neumann series
expansion method�

Table � shows the CPU�times required using the Taylor series expansion
method with and without eigenvalue transformation� The displayed CPU�
times for the latter alternative correspond to 	�� considered eigenvalues� For
small problems the values of Table � indicate that the eigenvalue transforma�
tion method is better only if the considered number of eigenvalues is much
smaller than the number of original random variables� A comparison between
the Taylor series expansion method and the CTLHS method in conjunction
with the Neumann series expansion method is hard to perform as the types
of error of the two approaches are di�erent� and as the implementation might
favor one of the approaches before the other� Nevertheless� the square plate
example shows that in a case with �� # ���� the quality of the computed
statistics is approximately the same when the CTLHS� in conjunction with
the Neumann series expansion method �th order�� is employed and when the
Taylor series expansion method is employed� The computational cost� however�
is almost twice as high using the latter approach�

element mesh Cholesky N� 	nd ord� N� �th ord� N� th ord� N� �th ord�

��� �� ����� ���		 ���
 ����� ����
	�� 	� ��	�� ����� ���
� ����� ��	
�
��� �� 	��
� ����� ����� ���
� ����

Table �� CPU�time required for the Cholesky and Neumann methods�

element mesh SMC LHS CLHS CTLHS�

��� �� ����� ������� ����� ������� � ������� ���	
 �������
	�� 	� ���
 ����	�� ����� ������� � ������� ��	�	 ������
��� �� ���� ���		�� ��	�� ���

�� � � ���� ���
��

Table �� CPU�time required for generating input samples� �One hundred eigenvalues
considered�

element mesh No transf� eig�transf��

��� �� ��� ����

	�� 	� ��
 ����
��� �� ��� ���

Table � CPU�time required for the Taylor series expansion method� �One hundred
eigenvalues considered�

��



� Conclusions

The main objective of this paper is to introduce the correlation controlled
Latin hypercube sampling plan in transformed variable space for �nite ele�
ment applications� As the sampling plan is only used to establish input data
for a number of deterministic runs� the method can be unimpededly employed
for applications involving complicated mechanical processes such as geometri�
cal and material non�linearities� and dynamics� Existing �nite element codes�
developed for deterministic analysis� can without modi�cations be employed
in conjunction with the sampling method�

The paper shows the superior e�ciency of the suggested method compared to
standard Monte Carlo sampling and Latin hypercube sampling without corre�
lation control� It also shows the superior applicability of the method compared
to correlation controlled Latin hypercube sampling in original variable space�

The Neumann series expansion method� used by several researchers in con�
junction with standard Monte Carlo sampling� can also be combined with the
proposed method� This combination is the most e�cient approach of the alter�
natives presented� It appears to be even more e�cient than the Taylor series
expansion method which is a method with signi�cant limitations in general
applicability� and availability for everyday engineering design practice�
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