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Abstract—We are currently witnessing the second wave of
cloud services that go beyond web storefronts and IT systems,
aiming for digitalization of industrial systems. Automation and
time-sensitive systems are now taking their first steps toward
the cloud. The AORTA project aims to facilitate this transition
by providing key technology components needed for real-time
services running in the cloud. The ambition is to support a future
robotics ecosystem that enables a new level of flexible productivity
in industrial production. AORTA will develop technologies that
allow offloading of real-time services/functions to the edge and
cloud. We will build upon recent advances in 5G, cloud, and
networking technologies. The AORTA framework will support
a fluid compute model where functionality will be dynamically
deployed locally, in the edge, or in the cloud and support
integration and real-time performance irrespective of where
it executes. Results of the project will be demonstrated in a
real-world robotics manufacturing and construction scenarios
operating via a 5G network with real-time edge and large-scale
cloud service. The AORTA technologies will provide opportunities
for automation enterprises and system integrators by adding
real-time capabilities needed to evolve beyond the currently
closed ecosystem. They will also add value to telecom providers
and operators that may host these new automation services in
addition to their current portfolio.

Index Terms—Edge computing, Offloading, Real-time applica-
tions.

I. INTRODUCTION

The cloud computing paradigm provides a promising so-
lution also for computation-intensive industrial applications,
ranging from infrastructure monitoring, smart manufacturing
to collaborative robots, to mention a few [1], [2]. Although
cloud computing provides enhanced storage and computing
capacity, it can cause high and unpredictable latencies [3],
[4]. Edge computing is a distributed computing paradigm
and ecosystem, where the execution environment (e.g., the
compute and storage resources) is closer to the location of the
source of data compared to the traditional cloud computing
paradigm [5]. Edge computing also enables offloading of
certain functionality from a resource-constrained device to
edge or cloud servers. By offloading, it is possible to improve
the performance of the local device, e.g., reduce power, and
extend its capabilities by connecting advanced services only
possible to run in the cloud. Another advantage of offloading

is the reduction in the cost of local devices since they can be
equipped with low-cost less powerful hardware [6], [7].

The reduced latency between the physical devices and the
edge-hosted application instance has the potential to support
time-critical industrial use cases. However, to ensure deter-
ministic performance and support timing predictability of real-
time applications that utilize the edge-cloud continuum, more
enhancements are required in edge and cloud computing (the
computation domain), as well as in the communication be-
tween embedded devices and edge/cloud, and communication
among the servers within edge and cloud (the communication
domain). Enhancements in these domains include flexible dis-
tributed execution environments that provide real-time perfor-
mance, modelling and timing analysis of real-time applications
while considering dynamic adaptation and offloading, as well
as dynamic orchestration and resource management of the
applications in the edge-cloud continuum.

Recent works show that the benefits of edge and cloud
computing can be leveraged if the computation and commu-
nication domains are deployed in an integrated fashion and
are managed in a coordinated way [3], [8]. Building upon
the existing edge and cloud computing concepts, one major
need is a real-time cloud, with capabilities to design and
offer deterministic and timing predictable computing services
for deploying reliable real-time applications on the edge-
cloud. This must cover how the computation domain and the
deterministic communication network should be integrated by
considering possible combinations of different types of 3GPP
Non-Public Networks (NPN) [9], deterministic networks like
Time Sensitive Networking (TSN) [10], [11], and Determinis-
tic Networking Architecture (DetNet) [12] together with cloud
and edge deployment models, such as solutions based on
Kubernetes, Webassembly1, and Julia2.

With the intention of ensuring deterministic performance
and supporting timing predictability of real-time applications
that utilize the edge-cloud continuum, we will develop the
AORTA (Advanced Offloading for Real-Time Applications)

1https://webassembly.org/
2https://julialang.org/



framework. AORTA allows offloading application components
that require real-time services and functionalities, as well
as integration of them with services in the edge-cloud. The
ambition is to support, for example, advanced robotics or
manufacturing applications in utilizing non-local services in
a predictable fashion. Using recent advances in predictable
communication and compute technologies (such as TSN, Ku-
bernetes, and 5G), we will build a new real-time computing
platform consisting of a portable real-time container that
supports dynamic code migration for offloading. Together with
enhanced robot programming principles, interactive program-
ming and optimization of motions will be supported both
technically and business-wise, thereby forming a basis for a
new eco-system.

The rest of this paper is organized as follows: Section II
presents existing technologies that provide predictable com-
munication and compute solutions. The overall concept of
AORTA framework is presented in Section III. Section IV
describes the use-case scenario. The main envisioned results
of AORTA framework are presented in Section V. Finally,
Section VI presents the conclusions.

II. BACKGROUND

A. Programmable, Light Containerisation

Existing solutions for executing untrusted code on shared
hardware such as virtual machines and containers are not
optimized in respect to code size and performance. This is
because an operating system, libraries or configuration files
must be provided together with the code for execution. Large
program overheads are often caused by supporting libraries,
configuration files, etc. As a more lightweight model, AORTA
aims at using a standardized bytecode format - where only
the program byte code itself is transferred, originally written
in the developers language of choice.

Lightweight and portable execution environments have
been identified as a crucial enabler for higher flexibility
and dynamism of application deployment in distributed net-
works [13], [14]. In AORTA, we experiment with WebAssem-
bly technologies to fill this gap. WebAssembly [15] is an open
binary instruction format for a stack-based virtual machine,
designed to support existing programming languages in a web
browser environment.

In the browser, WebAssembly is generally faster than
JavaScript due to its more compact format and manual memory
management. The virtual machine is, however, not bound to
browsers, but can be used standalone on various platforms.
A deployment flow is where a high-level language such
as C, C++, Rust, Python and so on can be compiled to
WebAssembly (using clang) and executed on various hardware
or software platforms. Webassembly allows applications to
execute within a wide range of devices and operating systems.

B. Modelling and Resource Analysis

Several works have addressed modelling and analysis of re-
sources and predictability in edge-cloud computing systems. A
recent survey [16] presents existing offloading approaches with

various modelling techniques, e.g., mathematical modelling
and simulation-based modelling. Moreover, an overview of
task offloading approaches on edge-cloud computing has been
presented in [17]. These surveys indicate that there are still
significant gaps in achieving an optimal resource utilization
in edge-cloud computing using task offloading techniques. In
particular, the proposed offloading techniques have limitations
to be used for time-critical applications where strict timing
requirements are imposed by the applications.

In the context of real-time applications with short latency
requirements some of the recent proposals include an architec-
ture with low-latency support for smart mobile devices [18],
multi-task offloading for mobile devices [19], and dynamic
task offloading [20], to name a few. However, many of the
existing works on task offloading models focus on optimizing
metrics such as reducing end-to-end delay, but fail to consider
communication costs between tasks. In addition to these,
several works address utilization of specific technologies for
real-time edge-cloud computing [21]. Among them we can
mention, RT-Kubernetes [22] that supports dynamic adaptation
in the edge-cloud computing based on Kubernetes technology,
orchestration of services based on Kubernetes [23], and real-
time containers to support soft-real-time applications with
run-time adaptation of containers [24]. The above-mentioned
works present mathematical models for tasks and applications
mainly customized for computation.

Given the above overview, a comprehensive model that can
represent tasks, real-time constraints, communication among
tasks, relation to applications, and resource utilization is miss-
ing. Such a model can help in understanding such relations
in complex systems, while providing a base for timing and
resource analysis of services in the edge-cloud computing.

C. Control over the Cloud

Advanced controllers, such as Model-Predictive Controllers
(MPC) [25], are examples of applications that might need more
compute resources than what is available in the local device,
e.g., in the local robot controller. In MPC, an optimization
problem is solved in each sampling period, which can be
quite costly in terms of computational resources. Therefore,
offloading the optimization solver to the edge/cloud and,
hence, closing the control loop over the edge-cloud, is an
interesting approach. This also creates real-time requirements
on the end-to-end latency from the local device to the edge-
cloud and back to the device again, i.e., the latency involves
both the communication and the computation latency.

The MPC approach is flexible. It is possible to compen-
sate for latency variations in different ways up to a certain
extent, and to dynamically modify the compute requirements
by formulating a smaller optimization problem, thus trading
control performance for resource requirements. This opens
the possibility for a negotiation-based approach where the
application can adapt its resource requirements when they
cannot be met by the infrastructure. MPC-based control over
the cloud is the topic that is discussed by authors in [26].
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Moreover, there are other applications that fit into the pro-
posed framework. There has been a large amount of work done
on deep neural network-based classification of, e.g., images
captured using local devices such as mobile phones where
the training and inference is performed in the edge-cloud.
Compare to previous MPC based application, the latency
requirements are typically not so stringent and often it is only
in one way, i.e., from the device to the edge-cloud direction
for this kind of applications. Therefore, based on computation
capabilities of edge and cloud applications requirements can
be negotiated in our proposed framework.

III. AORTA: OFFLOADING FOR REAL-TIME
APPLICATIONS

The goal of AORTA is to develop a framework that allows
offloading of real-time services and functionalities to the edge
and cloud, as well as their integration with services in the
edge and cloud. The ambition is to support, for example,
advanced robotics or manufacturing applications in utilizing
non-local services in a predictable fashion. We will build upon
recent advances in predictable communication and compute
technologies, such as TSN, Kubernetes and 5G. A new real-
time computing platform consisting of a portable real-time
virtual machine that supports dynamic code migration for
offloading will be developed.

The anticipated framework consists of two interacting parts:
the modelling and scheduling part, and the application part.
The first part consists of a new technique to allow holistic
modelling of real-time applications that utilize the edge-
cloud continuum. The modelling technique will be expressive
enough to model the application’s resource information such
as end-to-end timing, network bandwidth, memory, and the
applications’ criticality levels. This will be combined with a
resource verification framework for these applications. This
part is also envisioned to support continuous monitoring of the
application’s resource usage together with run-time analysis of
the applications’ timing behaviours while considering on-the-
fly adaptation and offloading. Based on this, parts of the appli-
cation or the entire application can be dynamically offloaded to
the most suitable compute platform in the embedded devices to
edge-cloud continuum. The application part of the framework
is responsible for expressing the real-time requirements of the
applications and informing the scheduling part about this. We
will develop an adaptive negotiation-based approach where
the applications can adapt their resource requirements when
they cannot be met by the edge-cloud infrastructure and
where the infrastructure can adapt the resources provided when
requirements and/or the total amount of available resources
change. For the control applications this implies that new
cloud-aware control system architectures are needed [26].

With the developed framework we will be able to (1)
support the evolution of a third-party ecosystem of real-time
components, and (2) support collaborative robotics use cases
in new applications areas. The results will be demonstrated and
evaluated in the context of industrial and construction robotics
in two dimensions:

1) Ecosystem evolution: The ambition is to support a future
ecosystem around robotics that enables a new level of flexible
productivity in manufacturing. To achieve true flexibility, it
must be possible to combine control, sensor fusion, learn-
ing, and vision components with real-time requirements to
meet demands on both productivity and flexibility. Some of
the components could be deployed in the embedded device,
whereas others must be deployed in the edge or cloud due to
resource demands. The developed framework will support a
fluid model where components may be dynamically deployed
locally, at the edge or in the cloud and support integration
among the components and supporting real-time performance
irrespective of where they execute. Figure 1 shows a robot
cell connected to edge and cloud service. In this case, the
robot control functions can be moved to the edge and cloud
depending on dynamic requirements and available resources to
improve operation and performance. The outcome of AORTA
will allow for the offloading as well as hosting of modules
such that third party technology providers (of equipment or
operations) contribute to an evolved ecosystem that involves
both large enterprises and SMEs.

2) New collaborative robotics: Applying robotics in new
collaborative use cases with physical human interaction is
challenging, in particular from a communication and compute
resource perspective. The individual robots must each be
guaranteed sufficient resources so that the total task can be
achieved. In Industry 4.0 and 5.0, cloud-based digital twin
technology and human interaction are key. However, the
subsystems with strict timing requirements are still running
locally at the embedded device and manual operation during
production is neglected. Online upgrades and dynamic soft-
ware configuration are not considered for the real-time parts
of the system. The outcome of AORTA will enable ad-hoc
production cells where humans and robots collaborate safely
and efficiently, i.e., with strict timing.

IV. USE CASES

The most relevant use-cases are defined from core limita-
tions that are experienced within two industrial application
areas: manufacturing and construction. Robot usage in manu-
facturing is standard, at least in large scale series production.
In smaller companies and for products that vary due to short
series or customization, there are still many challenges.

Since competitive robot systems have control systems that
are optimized for the embedded online computations needed
for high-performance motion, additional functions for motion
optimization and processing of sensor data requires additional
computing power. This is however better provided on-demand
for cost-efficient utilization of resources (including mainte-
nance and upgrades). Offloading from the robot controller
to the cloud is then an attractive alternative, but current
networking and factory practices do not allow the needed
solutions.

Defining the robot tasks is done by means of teach-
ing/programming the robot in some language, which so far
has been vendor specific due to the the way motions and
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Fig. 1. A use case scenario of dynamic offload of functionality during operator switches from configuration mode to run time mode.

real-time sensing is supported. In AORTA, we have a new
take on motion programming by developing new programming
principles based on the language Julia. This will additionally
provide a language candidate for edge and cloud computing,
for instance with a WebAssembly backend, and will allow
third parties to (technically and business-wise) provide new
solutions for human-robot interaction.

Construction work-places are in need of robot assistance, in
a safe way and such that robots can collaborate with humans,
for instance allowing an experienced worker to guide or adjust
motions for improved outcome. This can happen outdoors, or
in nearby indoor setups for so called prefab production.

There are two main differences compared to the situation in
manufacturing: (1) tasks and environments are less known and
less structured, and hence more sensing and sensor processing
in combination with robot world modelling are needed. This
requires software that is better maintained as cloud services;
and (2) there is no stationary IT infrastructure based on wires
and wireless networks, and there is no time/desire/resources to
setup such networking for each new construction site. Instead,
data networks based on 4G/5G/6G could be used, but when
reliability and predictability are required the mobile networks
need some tailoring to be applicable on construction sites.

In most situations where robots still do not deliver the
desired assistance to human labor, there are computing needs
that are best fulfilled by a cloud-edge approach. However,
real-time predictability is often required, and for the needed
agility of the communication, a telecom approach is clearly
more suitable than (standard rigid) local factory networks.
Both (worker) safety and (information) security are con-

sidered within the AORTA developments. This is, however,
less demanding than mission-critical solutions since robots in
production are allowed to slow down or even stop when some
part of the system is not working as intended.

From a business perspective, future agile but predictable
networking and computing will create new opportunities for
smaller tech providers (such as Cognibotics) to enhance pro-
duction systems (in manufacturing and construction) by means
of new solutions from innovative telecom providers (such as
Ericsson).

V. DISCUSSIONS AND ENVISIONED RESULTS

The goal of AORTA is to support a future ecosystem around
robotics by developing technologies that allow offloading of
real-time services and functionality to the edge and cloud.
This enables a new level of flexible productivity in the
manufacturing industry. In terms of the economic impact, the
activities proposed in AORTA can ensure deterministic and
predictable communication across verticals including, but not
limited to, Industry 4.0/Industry 5.0, automotive, augmented
virtual reality, and healthcare. The potential for innovation-
based growth and leveraging investments from AORTA results
is extensive and can assist in generating autonomy within EU
in emerging 6G technologies associated with applications of
end-to-end deterministic communication. The implementation
of AORTA is divided in three main parts as illustrated in
Figure 2. The following sections describe these parts as well
as the envisioned results in each part.
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A. Holistic Modelling and Resource Analysis

In AORTA, we aim at developing 1) new techniques and
a framework for holistic modelling, 2) on-the-fly adapta-
tion and offloading, and 3) resource verification of real-
time applications that utilize the edge-cloud continuum. The
developed techniques will allow holistic modelling of real-
time applications that utilize edge-cloud continuum. The mod-
elling technique is envisioned to support timing predictable
networks for these applications such as TSN and URLLC
via 5G. The technique will be expressive enough to model
the application’s resource requirements such as end-to-end
timing, network bandwidth, memory, and criticality levels.
Furthermore, the envisioned resource verification framework
will be comprehensive enough to support pre-runtime as well
as runtime analysis of the applications’ timing behaviour while
considering on-the-fly adaptation and offloading to edge-cloud
continuum.

The framework will support on-the-fly adaptation by con-
tinuously monitor the application’s resource requirements.
Based on the dynamic updates in the resource requirements,
parts of the application (software components/tasksets) or
entire application can be dynamically offloaded to the most
suitable compute platform in the embedded nodes to edge-
cloud continuum while considering the application’s real-time
constraints. In addition, the framework will also consider the
networks’ resources.

B. Control Algorithm and Architecture

In AORTA, we aim at developing dynamic and distributed
edge and cloud-aware control systems, including dynamic
negotiation with the edge-cloud infrastructure about resource
requirements, resource provisioning, and system performance,
in a scalable intent-based fashion. The proposed control
systems will support dynamic integration with third party
components to form ad-hoc distributed systems. The compo-
nents shall preferably be adaptive and able to dynamically
express requirements on, e.g., CPU cycles, deadlines, etc. The
components may be loosely coupled during configuration but
provide tight coupling with timing guarantees during run-time.

We will also develop edge and cloud negotiation and
offloading methods for scenarios involving multiple collabora-
tive robots where the resource requirements among the robots
are strongly connected. A combination of stationary robots
and mobile robots will be considered that includes human

Fig. 2. Implementation parts of AORTA.

interaction. The work will address services that are safety-
critical and require graceful degradation in case of loss of
connectivity. This includes dynamic scenarios where offloaded
functionality becomes unavailable and local services need to
take over.

C. Industrial Prototypes, Demonstration, and Validation

We aim at prototyping and showing the potential of the
AORTA results in the context of robotics and automation.
Technical requirements for the AORTA technologies will grad-
ually be refined into specifications for AORTA components.
The application scenarios will be developed in the virtual robot
environment. The use case will serve to evaluate and validate
the new techniques, methods, and the AORTA framework. An
industrial interactive robot control and programming platform
will be used as base for the final validation and demonstration
of the AORTA framework.

VI. CONCLUSIONS

The development of future computing and communication
platforms for distributed computing and telecom systems
should take into account resource awareness/management,
scalability (which includes technical considerations such as
networking, as well as business considerations spanning from
enterprises to small companies). These features need to be
seamlessly operating in the cloud, in the upcoming real-time
cloud, on the edge, locally in interactive systems, and in
embedded devices. In robotics and automation, the present
Industry 4.0 with emphasis on efficient usage of interconnected
machines and their digital twins, needs to be enhanced towards
Industry 5.0 that better reflects needs coming from human
interaction and interactive motion adjustment/programming.
The presented AORTA initiative brings together these two
areas, to form the technical foundations of a 6G standard that is
open to new types of business along a variety of value chains.

Specifically, upcoming 6G networks will be a game-changer
that enable wide-spread use of robots for both automated
and interactive (collaborative) tasks. Robotic systems can be
interactively taught in a more intuitive and safe manner than
possible today, also on distributed work-places without prior
local installation of a fixed factory network. During automated
operation, monitoring and optimization of motions take place.
In both these modes of operation, new languages, com-
puting, communication, resource-modeling and performance
optimization will be supported by advanced offloading to the
real-time cloud. From robot-related demonstrations within two
years, AORTA will pave the way for the next generation of
systems with interconnected devices, with apparent upcoming
opportunities for many other products too.
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