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Abstract
While recent progress has been made in several fields of data-intense AI-research, many applications have been shown to be
prone to unintendedly reproduce social biases, sexism and stereotyping, including but not exclusive to gender. As more of
these design-based, algorithmic or machine learning methodologies, here called adaptive technologies, become embedded
in robotics, we see a need for a developed understanding of what role social norms play in social robotics, particularly with
regards to fairness. To this end, we (i) we propose a framework for a socio-legal robotics, primarily drawn from Sociology of
Law and Gender Studies. This is then (ii) related to already established notions of acceptability and personalisation in social
robotics, here with a particular focus on (iii) the interplay between adaptive technologies and social norms. In theorising this
interplay for social robotics, we look not only to current statuses of social robots, but draw from identified AI-methods that
can be seen to influence robotics in the near future. This theoretical framework, we argue, can help us point to concerns of
relevance for questions of fairness in human–robot interaction.

Keywords Socio-legal robotics · Human-Robot Interaction · Social norms · Gender studies · Mirroring of norms · Adaptive
technologies

1 Introduction: The Social in Social Robotics

In this study, we theorise on the implications of social
norms for social robotics, informed by gender studies and
socio-legal theory. We use recent AI-developments as an
opportunity to demonstrate and emphasise the need for this,
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although our scope includes also non-learning algorithmic
systems and robotic design as such.

Social robots are, most simply put, robots that can inter-
act and communicate with humans (cf.[1]). Scholars within
the realm of Human–Robot Interaction (HRI) define social
robots as having distinctive personality and character traits,
as well as perceive and express emotions; those enable social
robots to communicate through the use of natural cues—such
as gaze and gestures—and ‘expected norms’ within a given
context (cf. [2–4]), and lead to a further need for address-
ing ethical and legal questions when empowered with AI
and autonomy ([5]). Social robots hence take part in a social
context, which has prompted studies on what social norms
they reflect [6], including with regards to gender [7]. Inter-
estingly, in a scrutiny of gender and robotics, it has been
pointed out that actual practices of robotics at worst may
serve to “re-entrench existing social stereotypes and hier-
archies rather than to contest them” [8, p.360] (cf. [9]). A
recent study however found evidence of that breaking gen-
der norms boosts robot credibility regardless of gender or
cultural context, and regardless of pretest gender biases [10].
In addition, while recent advancements in AI-research has
enabled robots to recognise faces [11], synthesise speech to
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be more accepted [12], observe and learn from human move-
ment [13] it has also stressed the need for ways to better
ensure fairness in HRI. Regarding norms and gender, this
need has for example been argued from the basis of how tra-
ditional housewife ideals still are reproduced in technological
devices for the home [14] and can be seen in calls for feminist
HRI [15]. That is, as data-dependent AI-systems and large
language models further power robots—where the way we
speak, write and behave in various contexts becomes training
data—there is a continuous need to theoretically revisit the
relationship between the social and the robot, also beyond
design and “non-learning” systems. Particularly so as social
robots make-up a part of a complex, and in some distinct
ways problematic, data-driven, sociotechnical world.

Indeed, researchers have found thatAI-systems frequently
mirror and display existing prejudices and societal injustices
[16–19]. There have been numerous awareness-raising scan-
dals where the false universal of ‘man’ or ‘whiteness’, taken
as coexistent with ‘being human’ itself, have interplayed
with learning technologies. These include commercial facial-
recognition systemswithmuch less accuracy for female faces
and dark skin [20], gender-discriminating job ads [21], and
antifeminist and anti-Semitic sentiments expressed by adap-
tive conversational agents [22]. Consequently, as long as
robotic design at large, including machine learning-based
systems that learn from incomplete datasets, depend on
biased and unfair social structures, we can expect them to
not only reproduce but also amplify inequalities [23–25]. In
parallel and despite the best of intentions, there is a risk that
definitions of fairness may fail to consider how the social
context intermesh with technology in different forms. We
use the term adaptive technologies (see Fig. 1) to theorise on
how robotic design, with or without AI-systems, adapt to or
reproduce social norms in their design or via collected data.

In short, we see a need for more interdisciplinary work in
social robotics in relation to social norms and stereotypes.
We use theoretical findings in Sociology of Law (SoL) and
Gender Studies to highlight the mirroring of norms in robotic
learning and design. While law, as in formal norms, are of
relevance for governing technologies, and also adapt in rela-
tion to technological development [26, 27], our study mainly
focuses informal, social, norms. This focus is often found
in socio-legal studies, hence the proposed terminology of
socio-legal robotics. With regards to adaptiveness, we refer
to technologies that purposefully are built to change, trans-
formor develop the relation to social interaction,which social
robotics falls into. This is also why we point to normative
mirroring, a term suggested in the socio-legal literature with
regards to the interplay between AI-systems and society [23,
28], as oneway to conceptualise this space of scrutiny. Lastly,
while we primarily draw from discourses on gender, it should
here be seen in its wider intersectional approach. That is, gen-
der is framed in a way that is not solely about the person’s

sex, but is also impacted by a person’s race, age, (dis)ability,
ethnicity and socio-economic status to name a few, which
all play a role in how a person lives and experiences their
everyday life [29–31].

1.1 Purpose and Aims

In this article, we propose a conceptual framework on socio-
legal robotics through the interplay of SoL, Gender Studies
and HRI. As disciplines, SoL and Gender Studies are both
critical disciplines to understand the interplay of various
norms and power structures in certain settings, often with
contributions envisioning a more just society; whilst HRI
is a discipline seeking to bring social robots into society.
Combining all three disciplines accommodates for emerging
concerns in social robotics. That is, to be able to theorise and
understand how to deal with the fact that the underlying tech-
nologies are, and likely increasingly so, becoming adaptive
of the social interplay that includes social norms and infor-
mal social structures, e.g. related to gender. Put differently,
as robots adapt to and mirror gendered informal structures,
a heightened awareness is necessary with regards to under-
standing the complexities of this interaction.

Under this aim, we seek to:

1. Propose a theoretical basis of socio-legal robotics, primar-
ily drawn from the realms of social sciences that underpins
both Sociology of Law and Gender Studies.

2. Relate the theoretical framework to already established
notions of acceptability and personalisation found in
social robotics as a field, in order to sketch three levels
of adaptive technologies: design, datasets and in situ per-
sonalisation. That is, if a robot mirrors or adapts to and
“learns” social norms, how may we better understand the
implications of this mirroring?

3. Contribute to how we can think of fairness as a contextu-
alised and situated practice, in light of robotic mirroring
of social norms.

1.2 Developing the Argument: Acceptability and
Personalisation

Robots’ ability to learn from and adapt to humans is arguably
a key aspect in the field of social robotics [32]. With
the advent of learning technologies strengthened by data-
dependent ML and automation, social robotics is moving
beyond pre-programmed rule-based systems, and towards
human-in-the-loop ML-based approaches for the generation
of what can be called socially adaptive robot behaviours
[33]. Correspondingly, official projections predict that in
the course of the next two decades, societies will see per-
vasive use of robotic technology in all contexts of social
interaction, public and private [34]. There is development in
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techniques for reinforcement learning in social robotics [35],
adaptive robotic tutors [36] and various studies on person-
alisation in anything from learning scenarios to bartending
(cf.[37, 38]). In addition, development in languagemodelling
and generative AI like GPT generations—which has been
found to be biased towards gender stereotypes [39]—is likely
to an impact in HRI as well (cf. a “foundation agent” for
robot manipulation, learning from human movements [40]).
Despite its importance for social robotics applications, work
on context-specific norm learning on robots has been lim-
ited [41]. However, research in social robotics has recently
begun to take an interest in normative issues from an adap-
tive point of view. This, for example, concerns ‘affective’
robotics, arguing for the need for robots to be able to be atten-
tive to moods and attitudes in HRI [42] or how robots may
be able to reason about social norms in order to plan appro-
priate behaviour [43] or how robots may challenge gender
norms [44]. This includes a critical perspective on robotics,
that has been advocated for as a way to identify conflicting
ideas about technologies, particularly with regards to under-
standing innovations in robotics and their potential social
consequences [45].

1.2.1 Robotic Mirroring of Human Traits

Previous research has shown that mirroring human traits in
the design of both a robot’s appearance and behaviour may
be beneficial for acceptability by humans users [7, 46–48].
What we do not know yet is exactly how much or what type
of mirroring is necessary for acceptability, as well as how
context (i.e. application, culture) dependent this mirroring
should—or should not—be, and how it should be accounted
for in ML-based approaches to endow robots with socially
interactive skills.

More specifically, some research indicate that the more
human-like a robot is in appearance, the more likely people
are to empathise with it [46]. People’s responses change,
though, in presence of very human-like robots, such as
androids and humanoids. Robotic agents that are very
human-like in appearance, but robotic-like in their behaviour,
may generate a violation of people’s expectations, which
evokes feelings of eeriness and unfamiliarity, according to
the so called uncanny valley hypothesis [49, 50]. Moreover,
researchers have investigated broader issues that relate to
the mirroring of human traits in robots and that may be key
for the acceptance of robots in society, for example cultural
aspects. Šabanović shows this in a critical exploration of
how Japan has introduced social robots in society [8]. She
demonstrated that researchers are expected to reproduce con-
servative social values, an “assumed cultural homogeneity”,
in order for social robots to be accepted by consumers—
which is problematic in and of itself [8, p.358].

1.2.2 Gendering Robots

Research on social robots and gender shows that there are still
complex issues being tackled around whether and how social
robots should be gendered, both in appearance andbehaviour,
as well as whether robots should mirror gender norms. These
are still open questions, and important, especially as we dis-
cuss in relation to themirroring of social norms. The interplay
between technological design and gender is a wide field, with
several highly problematic biases in both design, designers,
and data, pointed to by works from for example Criado Perez
[30] and D’Ignazio and Klein [51]. Therefore, on one hand,
the lack of a gender-sensitive approach to the design of social
robots in certain applications might lead to the phenomenon
of gender data gap [30],where there is a lack of representative
data for women.

On the other hand, there is a risk that the gendering of
robots and thereby mirroring social norms may lead to the
reproduction and perpetuation of gender biases. A recent
UNESCO report, for example, has demonstrated that the
gendering of voice assistants led to production and reproduc-
tion of gender stereotypes, especially the notion that women
should be submissive, polite and patient [52]. In social
robotics, studies have explored the relationship between
robot gendering and gender and occupational stereotypes
[53, 54], human likeness [55] and perception of robotic non-
compliance [56]. Moreover, recent studies investigated how
social robots could be designed to go against current digital
assistants’ gender norms and suggest that feminist robots can
play a role in reducing gender biases and harmful stereotyp-
ing [44] (see also the mentioned calls for feminist HRI [15,
57]). Recent commentary have made compelling arguments
on the need to develop the critical scrutiny of the detailed
learning techniques in order to better understand discrimi-
natory implications and thereby contribute to a more aware
development of robots [58, 59]. Even within the same appli-
cation scenario, a gender-sensitive approach to the design of
social robots pointed to the fact that mirroring some gender
aspects might be beneficial (e.g. a robot’s appearance), while
the mirroring of gendered norms might not [7].

Furthermore, research shows that non-representative
datasets used to train ML algorithms for automatic face
recognition might lead to disparities in recognition accuracy
for under-represented groups [20]. Consequently, new inves-
tigations are needed on how gender should be accounted for
in datasets used for training robot behaviours for social inter-
actions. We posit that there is a need for more focus on how
to handle questions of biases or harmful social norms picked
up by robots’ interactive skills, and learned via ML-based
approaches, e.g. with datasets capturing different types of
human interactions. It is currently unclear how the design
of more inclusive datasets (e.g. in terms of gender, ethnic-
ity) could lead to more inclusive robotics (cf. [7]), and how
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this, instead, might lead to social robots reproducing harmful
human biases.

1.2.3 Adaptive Technologies and Norms

There is an increased awareness in the wider community of
AI-research around the need to address ethical challenges and
questions of norms. For example, an IEEE report on ethical
issues linked to autonomous and intelligent systems acknowl-
edges the possibility of “norm conflicts”, where for example
tension “may sometimes arise between a community’s social
and legal norms and the normative considerations of design-
ers or manufacturers” [60, p.175]. This calls for a deeper
understanding of the interplay between robots, or “adaptive
technologies”, and social norms, particularly in relation to
questions of fairness. In Sect. 3 below, we propose a model
for how this interplay can be understood, and in Sect. 4 we
conclude by promoting distinct areas of focus in the path
ahead.

In sum, it is reasonable to assume that a coming strand
of research in social robotics will have to be rooted in an
interdisciplinary theorising on what type of norms socially
adaptive robots should and should not reproduce, and how
this interaction can be better studied and understood from an
applied, everyday perspective in relation to social structures
and gender. In the following section, we primarily look to
SoL and Gender Studies to contribute to a theoretical frame
of socio-legal robotics that can guide the understanding of
the social in social robotics.

2 Theoretical Development:
Interdisciplinary Contributions

In this section, we draw from Sociology of Law (SoL) and
Gender Studies to theorise on how social norms and stereo-
types inform and are mirrored in robotic design, how design
can be normative, and what importance situatedness and
contextuality have for addressing questions of fairness in
robotics.

2.1 Sociology of Law as a Study of Norms

SoL, as a discipline, theorises and empirically studies the
relationship between law and society, including non-formal
aspects of social control [61]. For many years, SoL schol-
ars have studied legitimacy in terms of social norms (often
based on the notion of “social facts” [62], as a set of informal
expectations that can be compared or contrasted to law [63–
66], and is of relevance to social control [67]. Early accounts
point to living law [68] or law in action [69] to explain what
regulates the social life of communities and societies.

Drawing fromSoL,weuse a definition of norms that are (i)
shared (and thereby social), (ii) expectations on behaviour by
(iii) groups. Our definition of social norms take on a prob-
lematising approach in that we stress what Bicchieri et al.
[70] call “scripted” or group behaviour. We focus this par-
ticular aspect of social norms which relates to conformity to
group norms in a stereotyping way, which has been studied
in HRI in elderly care in the sense that stereotypes “set nor-
mative expectations about how a good group member should
behave” [71, p. 2]. That is, we treat stereotypes as a way
for how a particular set of social norms can be expressed.
They can both be useful for design—as with the acceptabil-
ity described above—but also be harmful and unjust. Social
norms have been studied in relation to group dynamics and
how, in the words of Bicchieri et al., “social identity is built
around group characteristics and behavioral standards, and
hence any perceived lack of conformity to group norms is
seen as a threat to the legitimacy of the group” [70, p. 9]. This
is pointing to a social mechanism that can include problem-
atic aspects of how social control may be both stereotyping,
harmful, or in other ways, toxic.

We link these “scripted” group behaviours to stereotypes,
that reciprocates also in technology development, such as in
robotic design [9], in the “smart wives” of the home [14],
or in how the sampling of data for large datasets in some
instances has been shown to containmisogyny andmalignant
stereotypes [72]. Traditional gendered stereotypes see traits
such as ambition, power and competitiveness as inherent in
men, and traits such as nurturing, empathy and concern for
others as characteristics of women [73]. These stereotypes
can be reproduced also in robotic design. Consequently, and
as concluded in a study on recommendations systems, that
gender bias issues in AI recommendations cannot fully be
addressed without addressing the gender biases in humans
[74].

This means—in light of conversational agents adapting to
anti-feminist sentiment, being designed to passively accept
sexual harassment [52], or employment of gender-biased hir-
ing applications [75]—that we advocate for an increased
awareness of the importance ofwhich social norms are learnt,
also for social robotics [59]. Thus, the challenges with AI-
supported robotics, for example, are more nuanced than to
be about any simpler form of “alignment” to “human values”
(for an extensive account, see [76]). Exactly what values, or
norms, that gets “aligned” are far from a consensual, demo-
cratic or neutral process. In terms of design, this could mean
that whatever perceptions of gender or bodies that the design-
ers have may poorly influence design for women [30] or
persons with disabilities [77], for example.
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2.1.1 The Robotic Mirroring of Social Norms

Hence, these insights on the mirroring of norms in adap-
tive technologies lead to a normative question of what social
norms a social robot ought to or ought not to reproduce. In
approaching this normative question, we stress the need for
an awareness of that such a robotic mirroring of social norms
is an important question in the first place. This approach
on normativity indicates a scope that goes beyond formal
law, as it poses issues which affect society and communi-
ties generally in ways which formal law might not account
for [78]. This sensitivity for social norms includes many
mundane everyday situations that, although clearly struc-
tured and guided by social cues and conventions, are not
necessarily primarily governed by formal law. This could
concern how we converse or communicate in various con-
texts, including social media, behave at a dinner table, or
how different norms on gender affect anything from family
structures, partnerships and professional expectations. The
legislature admittedly has difficulty regulating human judg-
ment in different life situations, albeit there may of course
be legal frames or boundaries surrounding these contexts.
But many social norms regarding gender, family, sexuality
and relationships, for example, are informal and “unspoken”.
They are exercised through bodily acts and speech [65] in
everyday public and private situations, at work, in school and
in the family. The main argument here lies in the sometimes
problematic relationship to robotic design and how adaptive
technologies make use of data from these contexts.

These social norms may not only be seen as guiding com-
munities in a multitude of non-formal normative issues, but
also—of particular relevance here—perpetuate biases and
unfair social structures. From a ML-perspective, this can be
seen in what is expressed and captured in what images are
included in the collection of facial features [20], what data
that was used for prediction tools in human resources [79],
or the human tagging of images in image-databases [80].
So, social norms expressed in texts in books, emails or on
websites, but also organisational structures, gendered labour
markets and purchase patterns, are used to train algorithmic
models to detect, translate and predict. This is discussed by
Larsson [23] with regards to “data-dependent AI that learns
from real world examples derived from human activities may
be understood as a mirror of social structures, leading to
questions of accountability for those devising the mirror, its
reproducing as well as amplifying abilities” [23, p. 589]. It
is this type of mirroring we advocate needs further scrutiny
in social robotics, and develop a model for below.

Pointing back to questions of acceptability, and to add
a layer of complexity, there may indeed be useful and func-
tional aspects of “personalised” robots, that can adapt toways
of talking or behaving in order to be accepted [38]. There are
likelymany non-problematic ways that personalised robotics

can be used for developing HRI. However, one can also pic-
ture that for some communities or contexts it is stereotypical
or even misogynistic expressions that could contribute to
human acceptability—in that particular group—for robots,
if they thereby mirror norms present in that community or
context. Similar issues have been analysed from an ethi-
cal perspective in the case of gender-stereotyping in robotic
eldercare [71]. This points to the normative complexity
of meaning-making, acceptability and robotic mirroring of
social norms. A first step, from a critical point of view, is
however to acknowledge that this adaptivity may at worst
pick up “a number of structural biases and imbalances that
societies struggle with in general, such as inequality, unfair-
ness, discrimination and racism” [23, pp.589–590].

In practice, for the adaptive aspects of social robots, it
means that social robots may directly reflect society and
its various contexts, some of which harmful, discriminatory
or violent. Tanqueray et al. [7], for example, have demon-
strated that socially assistive robots in the context of perinatal
depression may mirror unwanted practices for the screen-
ing of peripartum depression, and perpetuate the narrative
of the more powerful institutions at play. Furthermore, those
who help develop such a technology may overlook gendered
power relations and power structures [15, 18, 51]. Corre-
spondingly, Tanqueray et al [7] show that the bridging of
SoL and HRI is needed to critically develop social robots in
a given context.

2.1.2 Code as Law, and the Materiality of Robotic Norms

Beyond law, norms can also—in a sense—be coded or
designed into material objects. In debating how the early
Internet met and related to normative structures, the legal
scholar Lawrence Lessig argued for code—in terms of
“cyberspace”—becoming “law” [81, 82]. For Lessig, this
was a way to stress that another type of often overlooked
regulator, that is, an entity that actually controls behaviour,
in addition to formal legislation. Next to formal law, he also
included markets, social norms and architecture as a gover-
nance structure (cf. [65, pp.589–590]). This notion of “code
as law” has influenced much thought on how governance is
played out for primarily digital environments, for example
on digital platforms [83], digitally mediated property [84],
but also governance of AI, for example in Japan [85], as
well as in robotics [86]. This technologically designed side
of norms may not be explicitly intended to be normative—
not in the sense that formal law explicitly is intended to be
normative—but may, just as well, be. Consequently, in the
critical AI literature, as shown above, there is much critique
found inwhom is developing [17, 30, 51, 52] (see also the call
for a feminist HRI [15, 57]) in the sense that this privilege
also affects design normatively, often with blind-spots for
those groups that are not heard or part of the development [6,
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51]. This is also why we include design in the three levels of
adaptive technologies below, shining a light also on risks of
non-diverse sampling in HRI research [87] and what norms
the actual designers may represent [6, 30].

Furthermore, moving on from this explicitly material
design, by following Lessig’s argument for “code” being
law, we can argue that this normativity is not only expressed
through the robots’ embodied appearances—for example if
they are gendered or not [71]—but also in how their abilities
are following from programming in relation to training data.
And, even more so, given the focus on adaptive technologies
in this analysis, what normative aspects can be picked up in
how a robot talks and positions itself in the social relation to
the humans interacting with it. For example, what normative
positioning do the virtual agents in the UNESCO report men-
tioned above perform?They are designed to be female, and to
respond with a submissive tonality—“I’d blush if I could”.
In this case, it is not so much about physically embodied
normative expression of gendered attributes—at least not in
the same direct sense as with gendered social robots—but it
is still an expression of a normative structure represented by
code, and possibly, an adaptive approach enabled by the cod-
ing that may reproduce harmful stereotypes in its interaction
with users. All of which stresses a need for an awareness in
social robotics of what this mirroring means and may lead
to.

2.1.3 Bridging Socio-Legal Studies and Gender Studies
through Feminist Legal Theory

Before the next Sect. 2.2, it is worth highlighting the link-
ages between gender-related struggles and legal and social
norms. The wave metaphor is a popular tool for telling the
recent history of feminist struggles. The division brings atten-
tion to successful achievements in struggles for women’s
rights in predominantly Western contexts, yet the classi-
fication has been criticised by scholars for adhering to a
logic of progress and fixing specific types of struggles or
approaches to particular decades [88]. By stressing the links
rather than the discontinuities between different theoretical
frameworks, it is possible to situate the history of feminism
in an understanding that brings attention to feminism’s his-
tory as a series of ongoing contests and relationships, rather
than discontinuities, within which feminism is characterised
by heterogeneity, tension and critique [89]. While first-wave
feminism was a movement recognised for its struggles to
achieve legal recognition in relation to women’s own per-
sonhood (e.g. not having the right to own property, or the
right to vote), second-wave feminism, in turn, brought atten-
tion to the private sphere as a political arena, highlighting
issues such as women’s unpaid labor, in terms of domestic
labor, birth control and economic empowerment [90].

While tensions and disagreements around questions of
inclusion and exclusion in feminism and in society always
have been a central part of struggles for gender rights, within
third wave feminism, the notion of intersectionality estab-
lished a conceptual framework for recognising multiple,
interacting axes of power [91] and third wave feminism
came to be known as the era in which the inclusivity of
all women were recognised [92, 93]. The above discussion
shows the importance of recognising the existence of asym-
metric power relations in society, to grasp the impact of social
norms on women’s everyday lives and the possibilities and
limitations of legal instruments for establishing justice.Over-
looking these dynamics within the sphere of engineering
could reproduce problematic discourses, such as issues of
universalising rather than contextualizing data [94, p.8]. In
the section below, we will concentrate more on the gender
studies aspect within the realm of algorithms, fairness, the
social, and the human.

2.2 Gender Studies

Broadly defined, gender is the social meaning ascribed to a
body (ie a body identified as female or male or non-binary
presenting)[30]. When distinguishing sex from gender, fem-
inist scholars have rejected explanations of gender derived
from sex [91, 95]. By illuminating how gendered identities
are reproduced through social institutions, such as for exam-
ple the family, education or media, feminist scholars have
challenged the very idea of an essential sex [51, 94, 96, 97].
In addition, as black feminist theorists have demonstrated
[29], dynamics of gender always intersect with other social
categories such as processes of racialisation, sexuality and
class.

2.2.1 Fairness and the Need for Situatedness

Today, efforts to achieve fairness in applied AI-systems have
become popular (cf. [98]), and a debate about the limits
and possibilities of such attempts has emerged among fem-
inist, anti-racist and gender scholars of AI, who stress that
inequality is reflected and amplified in algorithmic systems
in ways that statistical methods only partially can address
[18]. To take action against the building of devices, plat-
forms and systems that serve to propagate sexism and racism,
scholarly interventions from feminist and anti-racist tradi-
tions of knowledge highlight the need for a shift in existing
theorisations of “algorithmic” fairness (which offers many
definitions, but in general deals with questions of bias in
relation tomachine learning-based prediction, cf. [99]).With
the notion ‘the impossibility of fairness’, scholars argue that,
in an unequal society, decisions rooted in formal equality
will still produce substantive inequality [100]. These ongo-
ing debates challenge the focus on fairness as a property of
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the technology itself and opens a debate regarding AI sys-
tems and existing relations of domination and oppression
[101, 102]. Within this debate, scholars have highlighted the
problems that can appear with attempts at moving beyond
classification. They have shown that such approaches can
fail to account for the harms that surface in the design of
the system itself. For example, automated gender recognition
systems encode the notion that gender is a binary, immutable,
physiological form of identity [103]. But the reproduction
of such assumptions in larger systems can give in harmful
experiences among the users of technology. For example, as
Sasha Constanza-Chock describes their experience in airport
security:

As a non-binary trans* femme, I present a problem
not easily resolved by the algorithm of the security
protocol. Sometimes, the agent will assume I pre-
fer to be searched by a female agent; sometimes,
a male. Occasionally, they ask for my preference.
Unfortunately, “neither” is an honest but unaccept-
able response. Today, I’m particularly unlucky: a
nearby male-presenting agent, observing the interac-
tion, loudly states “I’ll do it!” and strides over to me.
I say, “Aren’t you going to ask me what I prefer?” He
pauses, then begins to move toward me again, but the
female-presenting agent who is operating the scanner
stops him. She asks me what I prefer. Now I’m stand-
ing in public, flanked by two TSA agents, with a line of
curious travelers watching the whole interaction. Ulti-
mately, the male-presenting agent backs off and the
female-presenting agent searches me, making a face as
if she’s as uncomfortable as I am, and I’m cleared to
continue on to my gate. [104, p.4].

Using thenotionofalgorithmicoppression [17], researchers
bring to light the multiple, mundane ways in which (what
we call) adaptive technologies negatively affect the lives of
women, trans people, people of colour and people with dis-
abilities (for a list of selected examples, see Myers West
[105]). Showing that the effects of “algorithmic oppression”
are not evenly distributed, research highlights that women
and gender minorities, people of colour, people of lower
socioeconomic status and people with disabilities are more
strongly affected by them, and especially those whose iden-
tities lie at the intersection between several of categories [20,
25, 106–108]. Recognising these problematic implications,
Sarah Myers West [52] suggests that we should move from
individualised notions of “algorithmic” fairness to approach,
instead, algorithmic modeling as situated practice.

To approach algorithmic modeling as situated practice
would involve an understanding of fairness (or what in this
contexts sometimes is referred to as “social justice”) that
starts from real-world problems of domination and oppres-

sion, rather than abstract models or categorisations [109].
Such an approach understands fairness as a property of the
social context within which the problem emerges, rather than
approaching it as property of technical tools [110]. Such an
understanding recognises issues of decision-making, divi-
sion of labor, and culture, as having an impact on fairness,
despite the fact that they often are ignored in philosophical
as well as technical discussions [109].

2.2.2 Resituating HRI: Who Profits?

One key aspect highlighted by feminist technoscientists is
the ambition not to attribute an exact human-like agency to
the robotic other, but to make the more-than-human entity
intelligible within human–robotic interaction. How is it pos-
sible to allow such new patterns to emerge? Here, studies
which are already classics in the field have pointed at prob-
lems with the decontextualised nature of visions or promises
of robotic interaction, for example within notions of the
machine-worker, and argued that the technologies cannot
be developed outside of the power relations that shape the
different societal spheres of production, consumption and
reproduction [111–113]. Yet, reflecting a shift that recently
has taken place, from focusing on rational-cognitive pro-
cesses and problem-solving, to emphasising socio-emotional
interaction, today, scholars focus on two main issues: social-
ity and emotionality when they explore the capacities for
developing mutual understanding in relationships between
humans and robots, including both physical robots and vir-
tual chatbots [114, 115]. Some HRI developers have taken
the relationship between infant-caregiver as a rolemodel for
such exploration, tying the design to a developmental trajec-
tory and to existing forms of relationality between humans.
Nonetheless, researchers problematise the fact that such role-
models often lack the social and culturalmeaningof thefigure
of both the child and the role of the caregiver [116, 117]. Typ-
ically female-marked modes of bonding may downplay the
symbolic ordering of the social, and risk to naturalise femi-
nine traits as necessary for giving care [34, 115, 118].

Importantly, while these debates focus on how certain
design decisions determine capacities of the robot, they do
so by stipulating what social interaction means. Thereby
they also define human-to-human interaction. In this con-
text, feminist technoscience scholars [119, 120] challenge
the de-contextualisation within which much of these devel-
opments have taken place, and suggests to re-situate these
processes within specific arrangements of power by asking
Who profits?, bringing in questions of responsibility for such
“engineering of the social” [121, p.37]. As they connect the
discussion of human and robot relationships to the societal
division of labor and to existing divides between production,
consumption and reproduction, this scholarly debate con-
tributes with a significant re-contextualisation of present and
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Fig. 1 Norms-in-the-loop: The Mirroring of Norms

future forms of work. Still, however, to a large extent today,
the engineering of social and emotional robotic assistants
are tied to notions of humanness based on certain gendered,
racial, and occupational norms.One example here is the robot
Nadine, assembled in 2013, createdbyNadiaMagnenatThal-
mann (IMI Singapore) [122]. Moving from receptionist to
social worker, Nadine is modelled after her creator, a White,
college-educated, middle-class woman, and represents the
fields of work that this robot will take over, in the realm
of social work as well as the broader educational system.
While such engineering of sociality involves both defining a
problem in society—like the need of more workers in social
work, teachers, health care workers—and delivering a possi-
ble technical solution to this, researchers have problematised
the fact that the human labour forces that shape the basis for
designing the robots, are coded as universal, despite the ways
inwhich these labour forces are infusedwith gendered, racial
and socio-economic power relations and stereotypes.

3 A Theoretical Framework

In this article,we outline a theoretical backdrop fromSoLand
Gender Studies in order to propose a conceptual framework
on socio-legal robotics. Figure 1 describes a relationship
between norms and adaptive technologies. Based on the pre-
sentations above, we divide norms into three categories:

1. Legal norms, that is, formalised normative claims. While
there is a rich literature on both the relationship to tech-
nological innovation, as well as the relationship to social
norms, we mainly focus the following category:

2. Social norms. While we acknowledge the vast literature
on how to define norms, as well as the possible benefits
in terms of acceptability that robots adapting to social
normsmay give, we focus problematic aspects of harmful
social norms and stereotypes that risk being reproduced
and amplified through adaptive technologies. Lastly, in
lack of a more precise terminology, we include

3. Contextual norms, which means an emphasis on the
need for contextuality and situatedness of how to study
and understand adaptive technologies as played out and
dependent on norms in various contexts.

When it comes to the normative mirroring, the norms-in-the-
loop, so to speak,we roughly divide the adaptive technologies
into

a. Design, pointing to both how robots can be embodied and
e.g. gendered, andmay reveal biases by the designers, and
reproduce norms in a very material sense. Secondly, we
point to

b. Datasets, which is acutely shown in recent debates on
fairness in AI, where the sampling may either be biased
in that it does not represent actual distributions in society,
or biased in the sense that is represents an unfair society
as such, which raises normative questions for those that
automate and reproduce this unfairness in data-dependent
design, algorithmic decision-making or AI-modelling.
Lastly, we point to

c. “In situ”personalisation, in order to acknowledgenorma-
tive questions for personalised robotics or other adaptive
technologies that may learn from single individuals and
individualise their feedback—perhaps well exemplified
by a personalised chatbot used by an individual with self-
harming behaviour.What is a fair position for the chatbot?
Regardless, the position will be normative.

The interplay between norms and adaptive technologies are
inspired by Iyad Rahwan’s account on society-in-the-loop
[28], clearly pointing to the societal expectations that eval-
uate and shape new technologies and methods like machine
learning and AI-systems. For robots, this has been referred
to as a sort of mutual shaping [123, 124], here framed as
mirroring of norms.

3.1 Discussion

3.1.1 Norms

Firstly, and as outlined in Sect. 2.1 above, the interplay and
friction between legal and social norms (see Fig. 1) has been
studied in detail over a long time (cf. [61, 68, 69]). One
the one hand, there are much regulation that firmly depends
on supportive social informal norms [65] (as a social basis
for law [61]). On the other, there are social structures and
community norms that themselvesmay be expressing violent
or harmful unfairness, such as discrimination, that law is set
to try to come to terms with through regulation [23]. In Fig. 1
we also include contextuality, as a way to acknowledge the
need pointed to in Sects. 2.2.1 and 2.2.2 above to regard
context and situatedness when analysing social challenges in
relation to adaptive technologies. This overlaps social norms
to some extent, since many social expectations are triggered
by or linked to certain contexts (cf. [125]), but is also away to
acknowledge domain specific norms, such as medical ethics
or professional conduct (cf. [7]). For HRI developers to bring

123



International Journal of Social Robotics

in social robots in certain settings, we argue, developers must
understand the context in which they bring the robot [126,
p.150], and what social implications this may have [45].

3.1.2 Adaptive Technologies

Secondly, bearingHRI inmind,we distinguish between three
levels of adaptive technologies found to the right in Fig. 1. Of
these, the overarching, on design, is of course very general,
but a way to point to material aspects of robotic design, that
we have pointed to as being normative in the sense of “code-
as-law” in Sect. 2.1.2. Designs that gender robots are, for
example, a clear example of the mirroring of norms, which
at the same time may have many implications [10, 127]. The
reason to include datasets as an adaptive technology in Fig.
1 is leaning on the recent and ongoing debates on bias and
fairness in machine learning and AI, such as pointed to in the
gender shades study [20]. However, there is an interesting
duality in how to look at biased datasets pointed to by Lars-
son [26]. On the one hand, they may be biased in how they
represent society, i.e. lacking training data for certain groups,
cultures, regions or other phenomena—which may lead to a
sort of algorithmic oppression [17]. The solution proposed
to remedy this is often to collect more data, attempting to
make the datasetsmore representative of society.On the other
hand, which stresses the link to social norms further, one can
also picture cases where the data may represent society fairly
well, but society as such is skewed and unfair in how it dis-
tributes power, access to privileges such as work, education
etc. In these cases, the data may actually be mirroring social
structures or communities as such, but the challenge for adap-
tive technologies is found in that they reproduce or amplify
violent, discriminatory, sexist or racist sentiment. For exam-
ple, the datasets utilised for training ML-based prediction
in image recognition or other classification algorithms can
be heavily reliant on how and by whom the annotation is
done. This has been problematised in terms of the construc-
tion of race and gender in an analysis of a large annotated
database called ImageNet [80].With regards to training data,
this creates another type of challenge than non-representative
datasets for AI-systems and robotic design, which is norma-
tive in relation to how to intervene or more actively scrutinise
and engage in what it is a particular adaptive technology is
supposed to do. At worst, and without awareness of how to
deal with this set of problems, robots may merely reproduce
also the types of social structures that would be harmful and
unfair.

With the last category in Fig. 1, regarding the in situ per-
sonalisation, we point to individualised personalisation in
the interaction of humans and robots (cf. [128]). By drawing
from personalisation in other automated services like social
media or artificial agents like the Replika chatbot [129], we
see yet another type of interaction and adaptation to address

with regards to adaptive technologies and norms (cf. [37, 38,
130, 131]).

3.1.3 On the Mirroring of Norms

By pointing to a theoretical framework that includes the
notion of norms as measurable facts, we hope to provide
with awareness of the role of informal social structures also
in robotic design and HRI. To be clear, the existence of
normative facts, that is, social norms, by no means mean
that they are inherently fair and desirable for robotic “align-
ment”. It only means that there is an existing structure linked
to social expectations, that may explain certain behaviour.
In fact, these social structures may be linked to behaviour
that can be useful for understanding social interplay—and
in some cases even increase acceptability of robots in some
groups—but at the same time at worst also be harmful, divi-
sive, misogynist and sexist. Social norms are not necessarily
fair, so to speak.

The dynamics of “personalised” social robotics, set to
adapt to an individual user, should therefore arguably not
only be measured in terms of acceptability, as is common in
HRI, but also stress a critical scrutiny of what norms are
reproduced or amplified in this adaptive relationship. For
example, robot design or learning techniques that aim to
mimic human behavior are argued to not necessarily guaran-
tee fair behavior [59]. Here, one may ask what it means to
include aspects of social structures, for example what infor-
mal normative structures and human expressions related to
gender, ethnicity, age, culture, language, as part in robotic
learning. How should we detect and understand unfairness
within this frame? To be able to contribute to this type of
knowledge and its range of technological, methodological
and theoretical dimensions, a research programme not only
needs to include competence on the traditional strands in
social robotics combined with aspects of the research fronts
of computational AI-research, but also the theoretical under-
pinnings of disciplines that since-long have studied such
social structures and their implications—for example SoL
and Gender Studies.

We do not offer an answer to how to best handle or “solve”
robotic mirroring of social norms, but stress a need for more
awareness of this phenomenon. Informed by a socio-legal
research paradigm, what values that are to be regarded as the
achievable ones, in general and for various social contexts,
is a core challenge of all communities and societies. In this
context, feminist technoscientist scholars pointed to above
intervenes into the techno-deterministic approaches which
currently locates the robotic imaginary in an either-or posi-
tion between a “utopian, welcoming position or a dystopian,
resistant position”, as they seek new approaches that could
open up for the development of understandings of “socially-
just kinds of human–robot co-habitation” [121, 132]. Further,
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within the fair-ML community, a key goal is to develop ML
and automated systems that can achieve fairness in social
and legal settings. However, scholars have shown that the
concepts used to define notions of fairness and discrimina-
tion renders technical interventions “ineffective, inaccurate
and sometimes dangerously misguided when they enter the
societal context that surrounds decision-making systems”
[110, p.59], mainly because such concepts fail to consider
how the social context intermesh with technology in dif-
ferent forms. A change of focus of designs, some scholars
argue, would mitigate the traps, for instance by refocusing
AI designs in terms of processes instead of solutions, and
by including social actors and different stakeholders into the
abstraction boundaries, rather than being limited to purely
technical dimensions [110].

Lastly, many of the examples given above relate to
non-embodied examples of adaptive technologies—such as
face-recognition, language-models or virtual agents. These
do however arguably showwhat functionalities that are likely
to become included in robotic, embodied, applications. This
means that the social robotics field can learn from examples,
mistakes and problematic cases from the non-embodied but
adaptive AI-systems. It also means, following the material
and coded architectures, that the social norms are not only
to be learned in data-collection, but can also, obviously, be
expressed in the materialities of design as such.

3.1.4 Recontextualising the Decontextualised

Social Robotics and HRI as a field is young [34, p.3], and
research is continuously findingways to bring social robots in
society, as seen with the yearly HRI Conferences. Following
the suggestions of feminist and anti-racist scholars, algo-
rithmic modeling as a situated practice can provide a more
robust way to hold the institutions creating and deployingAI-
systems to account by affirming, rather than downplaying,
difference [105, 110, 133, 134]. As Sarah Myers West high-
lights [105], some examples of such ambitions already exist,
for instance in the Feminist Data Manifest-No [133], as well
as in the calls of scholars upon technical designers to redraw
their abstraction boundaries to include social actors [110].
Further, researchers push for ways in which a decolonial crit-
ical approach can be embedded in technical practice [134]
to overcome the structural barriers that inhibit the develop-
ment of a feminist “AI from below” [105]. For example, a
systematic review of sampling in HRI research found it to be
lacking diversity [87]. Another study explored the impact of
overlooking gender and sex consideration in robot design on
users [135]. This means that the “who” and “for whom” of
HRI research are key factors to acknowledge since a lack of
awareness risks propagating universalist claims for phenom-
ena that are not universal. This is well in line with how we
argue for a need for recontextualising the decontextualised

visions of technologies, often presented as universal, despite
the ways they may be gendered and infused with racial and
socio-economic power relations and stereotypes.

Lastly, looking to the future, as social robotics becomes
commonplace, it will not only be highly entangledwith social
norms and the complexities of interaction with humans,
but also embedded in commercial strategies, datafied and
shaped to fit business models of various sorts. Earlier shifts
in technology-development can teach some of the implica-
tions of that transition. The early Internet that Lessig and
others saw as a distributed and layered enabler of innovation
has now morphed into a more regionalised and platformised
sociotechnical construct, highly dependent on commodi-
fication of data, feeding the underlying business models
(cf. [83, 136]). Often in the shape of ad-tech, or geopo-
litical struggles of dominion and control. As social robots
increasingly become commonplace—and data-collecting,
internet-connected entities—this field too will likely meet
all sorts of similarly entangled issues relating to power, mar-
kets, business models and governmental control. This further
calls for what feminist technoscience scholars [119, 120]
suggest in terms of re-situating these processes within spe-
cific arrangements of power by asking: who profits? Any
technodeterministic approach likely needs to be situated and
challenged, stripped from universalistic attributes and scru-
tinised for what it actually is reproducing, for what reason
and for whom.

4 Conclusions

In this article, we outline a theoretical backdrop from SoL
and Gender Studies in order to propose a conceptual frame-
work on socio-legal robotics. Here we seek to combine these
disciplinary insights with HRI in an attempt to accommodate
for what we see as emerging concerns in social robotics. That
is, to be able to theorise and understand how to deal with the
fact that the underlying technologies increasingly are becom-
ing adaptive of the social interplay that includes social norms
and stereotypes, here with a particular focus on gender. On
the one hand, there are studies pointing to the usefulness of
mirroring human traits in robotswhen striving for acceptabil-
ity in human users [7, 46–48]. On the other, there are risks
of mirroring social norms relating to for example gender—
including stereotyping, sexism, and racism—pointed to in
critical AI-research [17, 20, 25, 52, 75]. In short, we have:

• Proposed a theoretical basis of socio-legal robotics, pri-
marily drawn from the realms of social sciences that
underpins both Sociology of Law and Gender Studies.
This focuses on social norms, relates to legal norms,
while at the same time emphasises the need for the inclu-
sion of context and situatedness.
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• Proposed a framework that distinguishes between (i)
design, (ii) datasets, and (iii) in situ personalisation as
three distinct aspects of adaptive technologies. They
adapt andmirror norms in different ways, which includes
perceptions of the persons designing, issues of biased
datasets as well as normative challenges inherent in tech-
nologies that adapt and personalise on an individual level.

• Related the theoretical framework to already established
notions found in social robotics as a field, such as
acceptability and personalisation; with particular focus
on the adaptive interplay between AI-supported tech-
nologies and human social structures. If a robot adapts
to and “learns” social norms, we point not only to poten-
tially beneficial aspects of acceptability for certain users
but problematise in terms of risks for reproducing or
amplifying harmful, sexist, racist or otherwise deeply
problematic stereotypes.

• Developed an account on fairness as a contextualised and
situated practice in human–robot interaction, in order to
be able to detect and avoid undesired or unfair aspects of
robotic mirroring of social norms.

Lastly, the main argument depends on a theoretical under-
standing of societal unfairness. This opens for contributions
from critical social sciences, to the already interdisciplinary
domains of HRI, as advancements in adaptive technologies
are incorporated into social robotics.
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