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A CONVERGENCE ANALYSIS OF THE PEACEMAN-RACHFORD
SCHEME FOR SEMILINEAR EVOLUTION EQUATIONS

ESKIL HANSEN* AND ERIK HENNINGSSON'

Abstract. The Peaceman—Rachford scheme is a commonly used splitting method for discretizing
semilinear evolution equations, where the vector fields are given by the sum of one linear and one
nonlinear dissipative operator. Typical examples of such equations are reaction-diffusion systems
and the damped wave equation. In this paper we conduct a convergence analysis for the Peaceman—
Rachford scheme in the setting of dissipative evolution equations on Hilbert spaces. We do not
assume Lipschitz continuity of the nonlinearity, as previously done in the literature. First or second
order convergence is derived, depending on the regularity of the solution, and a shortened proof
for o(1)-convergence is given when only a mild solution exits. The analysis is also extended to the
Lie scheme in a Banach space framework. The convergence results are illustrated by numerical
experiments for Caginalp’s solidification model and the Gray—Scott pattern formation problem.

Key words. Peaceman—Rachford scheme, convergence order, semilinear evolution equations,
reaction-diffusion systems, dissipative operators

AMS subject classifications. 65J08, 65M12, 47H06

1. Introduction. Semilinear evolution equations, i.e.,
= (A+F)u, u(0)=n, (1.1)

are frequently encountered in biology, chemistry and physics, as they describe reaction-
diffusion systems, as well as the damped wave equation. The operator A is assumed
to be linear, typically describing the diffusion process, and the operator F' can be non-
linear, e.g., arising from chemical reactions governed by the rate law. Both operators
are assumed to be dissipative and may therefore give rise to stiff ODE systems when
discretized in space. A common choice of temporal discretization is the (potentially)
second order Peaceman—Rachford scheme. The solution at time ¢t = nh > 0 is then
approximated as u(nh) ~ S™7, where a single time step is given by the nonlinear
operator

S=(I- gF)-l(HgA)(I— gA)—l(HgF). (1.2)
As for any splitting method, the Peaceman—Rachford scheme has the advantage that
the actions of the operators A and F are separated. This may reduce the computa-
tional cost dramatically. For example, in the context of a reaction-diffusion system
the action of the linear resolvent (I — h/2 A)~! can be approximated by a standard
fast elliptic equation solver and the action of the nonlinear resolvent (I — h/2 F)~!
can often be expressed in a closed form. Further beneficial features of the scheme are
that it, contrary to exponential schemes, does not require the exact flows related to
A and F, and the computational cost of evaluating the action of the operator S is
similar to that of the first order Lie scheme, where a time step is given by the operator

(I —hF)"Y (I —hA)~.
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The Peaceman-Rachford scheme was originally introduced in [15], with the mo-
tivation to conduct dimension splitting for the heat equation, i.e.,

A+ F = Opz + Oyy

in two dimensions, and their approach of splitting has become a very active field of
research. For an introductional reading on splitting schemes and their applications
we refer to [10, Chapter IV]. Second order convergence of the scheme has been proven
in [5], when applied to reaction-diffusion systems given on the whole R% and with
Lipschitz continuous nonlinearities F. Second order convergence has also been es-
tablished in [7] under the assumption that the operator F is linear and unbounded,
i.e., applicable to dimension splitting of linear parabolic equations. Convergence, but
without any order, is proven for the fully nonlinear problem in [11]. See also [9, 17]
for further numerical considerations. In the setting of exponential splitting schemes,
second order convergence for the Strang splitting has been established for semilinear
problems in [6, 8]. Further results for exponential schemes are, e.g., surveyed in [12,
Section III1.3] and [13].

However, to the best of our knowledge, there is still no convergence (order) anal-
ysis of the Peaceman—Rachford scheme applied to equation (1.1), which does not
assume that the dissipative operator F' is either linear or Lipschitz continuous. Note
that the latter assumption is rather restrictive. A concrete reaction-diffusion problem
that does not fulfill the assumption is the Allen—Cahn equation, where

(A4 F)u = Au+ (u —u?),

equipped with suitable boundary conditions and interpreted as an evolution equation
on L?(£2). The aim of this paper is therefore to conduct a convergence analysis for the
scheme at hand without assuming linearity or Lipschitz continuity of the operator F'.

2. Problem setting. Let H be a real Hilbert space with the inner product and
the norm denoted as (-, -) and ||-||, respectively. For every operator G : D(G) CH — H
we define its Lipschitz constant L[G] as the smallest possible constant L € [0, co] such
that

|Gu — Gv|| < L|ju —v|| for all u, v in D(G).

Furthermore, an operator G : D(G) C H — H is maximal (shift) dissipative if and
only if there is a constant M[G] > 0 for which the operator G satisfies the range
condition

R(I—-hG)=H for all h > 0 such that hM[G] < 1, (2.1)
and the dissipativity condition
(Gu — Gv,u —v) < M[G]||u —v|? for all u, v in D(G). (2.2)

A direct consequence of an operator G being maximal dissipative is that the related
resolvent (I —hG)~t:H — D(G) C H is well defined and

L[(I = hG)™] < 1/(1 — hM([G])

for all A > 0 such that hM[G] < 1. With this in place, we can characterize our
problem class as follows:
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ASSUMPTION 1. The operators A : D(A) CH — H, F: D(F) CH — H and
A+ F:DA)ND(F) CH — H are all maximal dissipative on H.

If Assumption 1 is valid, then there exists a unique mild solution u to the semi-
linear evolution equation (1.1) for every 7 in the closure of D(A) ND(F). The related
solution operator is given by a nonlinear semigroup {et(4+# )},20, where

u(t) = Ay,

The nonlinear operator e!A*#) maps the closure of D(A) N D(F) into itself and can
be characterized by the limit

)y = lim (I - %(A +F) "

n—oo

A contemporary survey of maximal dissipative operators and nonlinear semigroups
can be found in the monograph [1, Sections 3.1 and 4.1].

3. Preliminaries. In order to shorten the notation slightly, we introduce the
abbreviations

a:éhA, a=(I-a)t, f:%hF and = (I—f)""
We will also make frequent use of the identities
I=a—aa=a—aa and IT=9¢(l—f)=¢— fo,

without further references. The time stepping operator of the Peaceman—Rachford
scheme (1.2) then reads as

S =o+a)a(l+ f). (3.1)

Due to the presence of the term I + f in (3.1), the time stepping operator S is,
in general, not Lipschitz continuous. Hence, one needs to modify the scheme in order
to establish stability and convergence. To this end, we consider the auxiliary time
stepping operator

R=({I+a)a(I+ fe, (3.2)
which relates to S via the equality
Sjgo — g&Rj
for all j > 0.
LEMMA 1. If Assumption 1 is valid and hmax{M[A], M[F]} <1, then
L|RY] < &3/27h(M[Al+M[F])
for every j > 0.

Proof. Let u,v be two arbitrary elements of D(F). A twofold usage of the
dissipativity then gives the inequality

(T + flu— T+ fHol* = llu—ol® +2(fu— fo,u—v) + | fu— fol®
< (L4 AMIF)Ju = of* + || fu — fol®
< (1+ 2hM[F)llu = v]|* = 2(fu — fv,u—v) + | fu— fol|?
= 2hM[F]|lu —v|* + (I = flu— (I = fHu]*.
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Replacing u, v by ¢z, pw, then yields that

1T+ oz = (I + fpw|| < 2RMIFIL[] +1)'2]|2 — w]
< (1+h/2M[F])/(1 = h/2 M[F])||z = w].

As the above inequality is valid for any z,w € H, we obtain the bound
LI+ f)e] < (1 +h/2M[F])/(1 = h/2 M[F]).
The same type of Lipschitz continuity holds for the operator (I + a)a, hence,
LIRT] < DI(T + @)l LT + f)gl! < o¥/28MMIATEMIED,
where the last inequality follows as (1 + z)/(1 — ) < e*2% for all z € [0,1/2]. 0

4. Convergence of the Peaceman—Rachford scheme. The scheme is often
employed for problems with rather smooth solutions, e.g., in the context of reaction-
diffusion equations, and we therefore start to derive a global error bound valid for
sufficiently regular solutions.

ASSUMPTION 2. The evolution equation (1.1) has a classical solution u, i.e., the
function uw € C*([0,T);H) satisfies u(t) = (A + F)u(t) for every time t € [0,T].
Furthermore, the solution satisfies one of the following statements:

(i) we W2H0,T;H) and Au € L (0, T;H);
(i) we W3Y0,T;H), Aii € LY (0,T;H), and A%u € LY(0,T;H).

With such regularity present the Peaceman-Rachford scheme is either first or
second order convergent.

THEOREM 2. Consider the Peaceman—Rachford discretization (1.2) of the semi-
linear evolution equation (1.1). If Assumption 1 is valid and hmax{M[A], M[F]} <1,
then the global error of the Peaceman—Rachford approzimation can be bounded as

p
n 5 —¢
|u(nh) — S™q|| < - B 3/2T(M[A]+M[F]) E :HAP fu(€+1)||Ll(0’T;H)7 nh <T,
£=0

where p = 1 under Assumption 2.i and p = 2 under Assumption 2.ii.
Proof. First, we expand the global error as the telescopic sum

u(nh) —S"n = Smdu(ty) — ST  u(t_y)

I

I
-

J

PRI = flu(ty) — ¢R" (I — f)Su(t;-1),

|

I
—

J

where t; = jh. This expansion together with Lemma, 1 yields that

n

[u(nh) = S"n]| < Z LRI = fulty) = (I = f)Su(t;-1)|

(4.1)
<&MZM.f — (1= £)Sult-),

where M = 3/2(M[A] + M[F]). Next, we seek a suitable representation of the
difference

= (I = fu(ty) — (I = f)Su(tj-1).
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The second term can be written as

(I = f)Su(tj—1) =a(I+ (a+ f))u(tj-1) + acfu(t;—1).

In order to match the first term (I — f)u(t;) with the above expression we expand
the identity in terms of a and «, and obtain that

(I—f)U(tj)=(a—cva— Fult;)
=a(l = (a+f)u
=a(l - f))u

This gives us the representation d; = ag; + s;, where
g = u(t;) —u(tj—1) — (a+ flu(t;) — (a+ flu(tj—1)  and
s; = aa(fu(t;) — fu(tj-1)).

By Assumption 2, the solution u is an element in W%'(0,T;H), with £ = 2 or 3, and
the g; term can therefore be written as

)+ (a— D) fult;) (4.2)

(t))
(t5) +aan( )

6= [ ale)de - Jhit) + ift;)

t]'71

t.
_ Tl b=t
_hl;f2 Lot )ii(e) e

tj
=n? [ 1Lt b () ae,
. 2 hh

-

Hence, the term g; is simply the local error of the trapezoidal rule and can either be
expressed as a first or a second order term in h, depending on the regularity of the
solution u. Furthermore, the splitting error s; can also be interpreted as a first or a
second order term in h. This follows as

aa(éh[u(tj) —a(tj—1)] — alu(t;) — u(t;-1)])

;mq/wu@&A/%ﬁﬁﬁ)

Sj

ti 1 ti—1
t; t
_ ih2a(A u(t)dt—A2/ at) dt).
ti_1 ti—1

Note that the operators A’ can be interchanged with the integrations, as A is closed
(via Assumption 1) and the integrated functions are assumed to be sufficiently regular
(Assumption 2).

Finally, the above representations of the terms ¢; and s; together with the obser-
vations that Lja] < 1/(1—1/2hM[A]) < 2 and L[aa] = Lja—1I] < 3 when hM[A] <1
give us the bound

< 2w [7 S ar

tj—1 g=0

with p = 1 or 2. Combining (4.1) with the above inequality yields the sought after
error bound. 0
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If the regularity prescribed in Assumption 2 is not present one can still obtain con-
vergence of the Peaceman—Rachford approximation to the mild solution. This follows
by a Lax-type theorem due to Brézis and Pazy [2]. Note that the o(1)-convergence
of the scheme is given in [11, Theorem 2], when M[A] and M|[F] are equal to zero.
However, in the current notation we are able to give a significantly shorter proof.

THEOREM 3. Consider the mild solution u of the semilinear evolution equa-
tion (1.1) and its approzimation S™n by the Peaceman—Rachford scheme (1.2). If
Assumption 1 is valid and D(A) N D(F) is dense in H, then

nh_)rroloS n = u(t),
for everyn € D(F) and t > 0.
Proof. The operator F' is assumed to be maximal dissipative and densely defined,
as D(A) N D(F) C D(F'), which implies the limits

lim Fov =F d i =
lim Fov v and  lim pw =w,

for every v € D(F) and w € H; see, e.g., the proof of [4, Proposition 11.3]. The same
type of limits obviously also hold for the operator A. Next, consider the auxiliary
scheme (3.2), which can be reformulated as

R=(I+2ax)(I+2fp)=142ac+2fp+4(a—1)({feo—f)+4(a—-1I)f

on D(F'). Hence, the auxiliary scheme is consistent, i.e.,

. 1
}ILILI%)E(R— v =(A+ F)v,
for every v € D(A) N D(F). Moreover, Lemma 1 yields stability in the sense that
L[R] <1+ Ch+ o(h), and the auxiliary approximation R™n is therefore convergent,
for every n € H, by [2, Corollary 4.3].

The sought after convergence of the Peaceman—Rachford approximation is then
obtained for all n € D(F) via the error bound

[u®) = S™nll < (I = @)u®)]| + Llplult) = Bl + Llp| LIR"||n = (I = f)nl. O

5. Convergence of the Lie scheme. With the machinery of the previous sec-
tions in place, we can also derive a global error bound for the Lie scheme, where a
single time step is given by the operator

S=(I—hF)"YI—-nA)"" (5.1)

For this analysis we replace Assumption 2 by the one stated below.

ASSUMPTION 3. The evolution equation (1.1) has a classical solution u such that
u € W20, T;H) and Au(t), A%u(t) € H for every time t € [0,T).

In this context, we obtain first order convergence for the Lie approximation:

THEOREM 4. Consider the Lie discretization (5.1) of the semilinear evolution
equation (1.1). If Assumptions 1 and 3 hold and h max{M[A], M[F]|} < 1/2, then the
global error of the Lie approzimation can be bounded as

[u(nh) — S™y|| < 2h T MATMED (113|| 11 o 1.90) + T At — A%l o< (0.7:30) )

where nh < T.
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Proof. In order to mimic the earlier convergence proof, we introduce the abbre-
viations

a=hA, a=({I-a)"', f=hF and ¢=(I-f)"".
The Lie scheme then reads as S = pa, and its stability follows by
LIS7] < L[p) L[}’ < 27 h(M[A]+M[F])

We again expand the global error in a telescopic sum and obtain the bound

3

lu(nh) = S™ll < 3 _IIS"u(t;) = S" 7 u(t;—1)|

<
I
—

M=

< ) LIS"ILIIIT = fulty) = (I = £)Sult;-1)ll (5.2)

<.
Il
a

< 2 MIAFMIEDN Y (1 — fhu(ty) — ault;—1)]),

Jj=1

where t; = jh. With the expansion (4.2) of the term (I — f)u(t;), we can once more
express the difference

dj = (I = flu(t;) — au(tj—1) = ag; +s;

in terms of a quadrature error ¢; and a splitting error s;, where

tj tj . _
qj:/ ﬂ(t)dt—hu(tj):h/ Y=Lt and

ti_1 tit
sj = aafulty) = h2aA(ult;) — Au(t))).

The sought after error bound then follows as

tj
sl <zn([ N+ naie) - 2ue)l). o
j—1

A somewhat surprising result is that the Peaceman—Rachford scheme requires
less regularity than the Lie scheme in order to obtain first order convergence, as no
requirement is made regarding the term AZu(t); compare Assumptions 2.i and 3.

Even though the Lie scheme may have a less beneficial error structure, it has
a significant advantage over most schemes, namely, it is stable even if H is merely
a Banach space and the derived global error bound is still valid in a Banach space
framework. The necessary modification is to generalize the dissipativity property (2.2)
as follows: Let X be a real Banach space. A nonlinear operator G : D(G) C X — X
is said to be dissipative if and only if

[Gu — Gu,u —v] < M[G]||u — v]?

for every u,v € D(G). Here, [-,] : X x X — R denotes the (left) semi-inner product
[4, p. 96] defined as
.1
[u, 0] = o]l Tim =(fJo + eul| = [|v]]).
e—0— €
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With this extended definition of dissipativity, we still have that the resolvent of a
maximal dissipative operator G exists and L[(I — hG)™1] < 1/(1 — hM|[G]). Hence,
the Lie scheme (5.1) is well defined and Theorem 4 holds by the very same proof.

Note that the Peaceman—Rachford results of §4 can not be extended to this Ba-
nach spaces framework, as the needed generalization of Lemma 1 is not true. The
reason for this is that the terms L[(I + f)¢] and L[(I +a)a] are, in general, not of the
form 14 O(h) when the Hilbert structure is lost. A concrete example of a maximal
dissipative operator A on a Banach space with M[A] = 0 and L[(I + a)a] > 1.2, for
all h > 0, can be found in [16, Appendix 2].

6. Applications. We conclude with two examples of reaction-diffusion systems
which fit into the framework of maximal dissipative operators and for which the
Peaceman—Rachford scheme becomes an efficient temporal discretization.

ExAMPLE 5. Consider the equation system

{GJFM.):M’ , (6.1)
¢=2¢+0¢— ¢ +0,

where / is a positive constant. The equations are given on  x [0, 7] C R? x R, with
d = 2,3, and equipped with suitable boundary and initial conditions. Equation sys-
tems of this form have been proposed, e.g., when modeling solidification processes [3].
In the solidification model, 6 represents the temperature and the continuously vary-
ing order parameter ¢ describes the transition of the material from the liquid phase
(¢ ~ 1) to the solid phase (¢ ~ —1).

By the variable change 1) = 6 + £¢, the system (6.1) can be reformulated as a
semilinear evolution equation (1.1), where u = [¢, ¢]T,

0
A-0p—¢"+v |

Evaluating a time step of the Peaceman—Rachford scheme (1.2) then consists of twice
employing a standard solver for elliptic problems of the form (I — h/2 A)v = w, in
order to evaluate the actions of the linear resolvent (I —h/2 A)~!, and the nonlinear
resolvent (I —h/2 F)~! can be computed analytically. Global errors and the presence
of second order convergence are exemplified in Figure 6.1.

In order to interpret A and F' as maximal dissipative operators, we choose to
work in the Hilbert space H = [L2(2)]? equipped with the inner product

(u1,u2) = (¥1,%2) 12(0) + (1, d2) 12(0)- (6.2)

Assume that the domain  has a sufficiently regular boundary and the system is
equipped with, e.g., periodic boundary conditions or homogeneous Dirichlet or Neu-
mann boundary conditions. The Laplacian A : D(A) C L?(2) — L?(2) is then a max-
imal dissipative operator, with M[A] = 0; compare with [18, Section I1.2]. Here, the
domain D(A) can be identified as HZ,,.(Q), H*(Q) N Hj (Q) or {u € H*(Q) : yau = 0},
when periodic, Dirichlet or Neumann conditions are imposed, respectively.

Let D(A) = [D(A)]?, then the operator A : D(A) C H — H is maximal dissipa-
tive, with M[A] = 0. The range condition (2.1) trivially holds, as R(I —hA) = L?(Q),
and the dissipativity (2.2) follows by the inequality

1 -/
A_<O 1>A and Fu=

1
(Au,u) < —§(||V¢||i2(n) +C|[Vl[72()-
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s Errors solving the solidification problem. Errors solving the Gray—Scott problem.
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FiG. 6.1. To show convergence for the Peaceman—Rachford scheme, it is applied to the two-
dimensional solidification problem (6.1) and the Gray-Scott pattern formation problem (6.4). In
Figures 6.1(a) and 6.1(b) the global errors, at times nh = 1 and 1500, measured in the morms
induced by the inner products (6.2) and (6.3), respectively, are plotted against the inverse of the
number of time steps 1/n. Second order convergence of the scheme is observed. Both equations
are equipped with periodic boundary conditions and given on the domain Q = (—m,m)? with an
equidistantly spaced grid with 2° nodes in each dimension. The reference solution is found by the
same scheme but on a finer grid, 210 nodes in each space dimension and 2'° time steps. Parameters
used are | =1/2, dy = 8-107%, do = 4-107%, I3 = 0.024 and Iy = 0.084. Initial values used for the
solidification problem are 6g(z) = 1 and ¢o(z) = exp (—20(z? + 22/6)) + exp (—20(x?/6 + z2)) — 1.
For the Gray—Scott problem we define (u2)o as a sum of four translated “humps” with midpoints
y = (£7/10,£7/10) and radius € = w/10. The sum is scaled by a factor exp (1)/4 and the “hump”
is defined by gy,c(x) = exp (—€2/(e? — |z —y|?)) if |z — y| < €, O otherwise. See Figure 6.2 for a
contour plot. The first component is defined by (ui)o(z) = 1 — 2(u2)o(z). For both problems the
actions of (I — h/2 A)~! are efficiently evaluated with the help of an FFT-algorithm. The actions
of the nonlinear resolvents (I —h/2 F)~! can also be efficiently evaluated as they give rise to cubic
equations which can be solved analytically.

The operator F : D(F) C H — H fulfills the range condition whenever its second
component, which we denote by Fb, satisfies it on L?(Q) for a fixed ¢ € L?(2). This
can be proven by, e.g., observing that the operator I — hEy : LY (Q) — LA(Q)* is
surjective when h(1 — ¢) < 1, where

F2:¢~>/Q((1—€)o>—¢3+w)<->dx-

The surjectivity follows as I — hFy fulfills the hypotheses of the Browder—Minty theo-
rem [19, Theorem 26.A]. The operator F3(¢), -) can then be identified as the restriction
of F5 to the set

{¢p € LYQ) : Fyp € L2 ()"} = L(9),

ie., D(F) = L*(Q) x L5(), and the range condition then holds for F on H by
construction. Finally, F' is also dissipative, as

3 1 1
(Fuy —Fug, uy —ug) < (5—5)52H¢1—¢2H%2(Q)+§£2||¢1—1/12\\%2(9)—Z€2||¢1—¢2||%4(Q)-

Hence, the operator F' is maximal dissipative, with M[F] < max{3/2 — ¢, (?/2}.

The maximal dissipativity of A+ F follows by employing a standard perturbation
result, as done in the proof of [1, Theorem 5.5]. Existence of a classical solution
to (6.1) and further regularity results can be found [3, Section 3], in the context of
Dirichlet boundary conditions.
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EXAMPLE 6. In the previous example the polynomial nonlinearity could be inter-
preted as a dissipative operator, due to the presence of the term —¢®. However, even
if this dissipative structure is not present one can still fit polynomial nonlinearities
into the framework of maximal dissipative operators, by requiring further regularity
and boundary condition compatibility.

Assume that the operator A : D(A) C H — H is maximal dissipative, and
therefore also closed. The idea is to replace the Hilbert space H by the domain D(A)
which is again a Hilbert space, when equipped with the graph inner product

(u,v) 4 = (Au, Av) + (u,v). (6.3)

The operator A : D(A?) C D(A) — D(A) is still maximal dissipative, with the
same constant M[A]. If the domain D(A) is a Banach algebra, then any polynomial
nonlinearity F, with F'(0) = 0 if D(A) lacks an identity element, maps D(A) into
itself and is locally Lipschitz continuous on D(A), i.e., for every r > 0 there exists an
L,.[F] € [0,00) such that

|Fu— Foul|a < L. [F]|lu—wv|la forall w,ve B,={u€e€DA):|ulla<r}.

One can then introduce the truncation

Fu if weB,,
Fou= .
F(r/||u||A u) if uwe DA\B,,

and the new operator F,. : D(A) — D(A) is (globally) Lipschitz continuous. Hence,
both F,. and A + F, : D(A%) C D(A) — D(A) are maximal dissipative, and the
convergence results of §4 and §5 are valid for all time intervals [0, T'(n)] for which the
exact solution remains in B,.

As an example, consider the evolution equation (1.1), with

dy p1(ut, ..., us)
A= A and Fu= :

ds ps<ul7~--7us)

where d; are positive constants and p; are polynomials with s-arguments. For periodic
boundary conditions and H = [L?(£2)]® the operator A : D(A) C H — H is maximal
dissipative when defined on the Banach algebra D(A) = [HZ,,.(Q)]°. For the Gray-
Scott pattern formation model [10, p. 21], where

p1(ug, ug) = —ulug +01(1 —uy) and pa(ug, ug) = ulug — louo, (6.4)

we can again give a closed expression for the nonlinear resolvent (I — h/2 F)~! [14,
p. 133]. Second order convergence for the related Peaceman—Rachford discretization is
exemplified in Figure 6.1, and the actual pattern formation is illustrated in Figure 6.2.
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