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Abstract

This thesis presents fundamental studies on oxide-based catalysts and model catalysts used
for the synthesis of renewable fuels. The two investigated oxide catalysts are In2O3(111)
model catalysts and NiMo-oxide catalysts.

The In2O3(111) surface is studied as a model system for In2O3-based catalysts used for
CO2 hydrogenation to methanol. Specifically, the interaction of In2O3(111) with CO2,
syngas and potential reaction intermediates were investigated using photoelectron spectro-
scopy and complementary DFT calculations. These investigations provide insights in the
adsorption geometry of the respective molecules on the surface. Additionally, the poising
effect of H2O and H2S on the CO2 adsorption on the In2O3(111) was investigated, show-
ing how dissociated H2O limits the CO2 adsorption and how dissociated H2S blocks CO2
adsorption on the In2O3(111) surface.

The second part of this thesis investigates the reduction of NiMo-oxide catalysts on alu-
mina support and compares it to the reduction behavior of different model systems for
these catalysts. The in situ studies show that Ni and Mo facilitate each others reduction
and highlight the impact of the alumina support and noble metal promotors on the reduc-
tion of the NiMo-oxide catalysts. To gain a detailed insight into the reduction process of
NiMo-oxide catalysts, we designed a model system of these catalysts based on NiMoO4
nanoparticles and studied their reduction, which proceeds through a phase separation of
Ni- and Mo-oxide.
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Popular Summary in English

The possibly devastating consequences of global warming have gained increasing attention
in recent years. Increasing efforts are made to decrease the emission of greenhouse gases
to the atmosphere in an attempt to avert climate change. The goal is to transform our en-
ergy economy, which is currently predominantly running on fossil fuels into a sustainable
energy economy relying on renewable energy sources. One of the pillars of such a sustain-
able energy economy are renewable fuels that can be produced from biomass or the CO2
hydrogenation with H2 from solar driven water splitting.

The upcycling of biomass or CO2 to renewable fuels are complex chemical processes that
typically require an additional substance, called a catalyst. A catalyst is a substance that
is added to a chemical reaction in order to modify the pathway of the chemical reaction.
The catalyst can be used to reduce the energy that is required for the reaction by reducing
the reaction temperature or the required pressure. Additionally, the catalyst can steer the
reaction along a specific reaction pathway to increase the production of a certain reaction
product and, thus, reduce the production of undesired waste products. The catalyst takes
part in the reaction and returns to its original state afterwards so it can take part in another
reaction cycle and is not consumed by the reaction.

Today’s catalysts suffer from a range of problems. Many catalysts rely on precious metals
which are expensive and may not be available in sufficient quantity. Additionally, the life-
time of a catalyst is limited by a range of deactivation processes. To overcome these and
other limitations of current catalysts, researchers and engineers strive to improve the design
of catalysts. The development of these future catalysts benefits from a detailed understand-
ing of how catalysts work - meaning how reactants interact with the catalyst, how the com-
position of the catalyst influences its behavior and what processes cause the deactivation of
catalysts.

The work presented in this thesis tries to answer a few of these fundamental questions for
two catalytical systems used for the synthesis of renewable fuels. The two systems that were
studied are In2O3 model catalysts for CO2 hydrogenation to methanol and NiMo/Al2O3
catalysts for the upcycling of plant-based waste products to biofuels. For the In2O3 model
catalysts the interaction of the reactant gas CO2 was studied in detail to understand where
on the catalyst’s surface the CO2 adsorbs and how its adsorption is blocked by possible con-
taminants. The investigations on the NiMo/Al2O3 catalysts focus on how the composition
and additional noble metal promotion of the catalysts influences the reduction of these
catalysts.
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Populärvetenskaplig sammanfattning på svenska

De potentiellt förödande konsekvenserna av den globala uppvärmningen har fått allt stör-
re uppmärksamhet under de senaste åren. Allt större ansträngningar görs för att minska
utsläppen av växthusgaser i atmosfären i syfte att minimera effekterna av klimatförändring-
arna. Målet är att omvandla vår energiekonomi, som för närvarande huvudsakligen baseras
på fossila bränslen, till en hållbar energiekonomi baserad på förnybara energikällor. En av
grundpelarna i en sådan hållbar energiekonomi är förnybara bränslen, som kan framställas
av biomassa eller genom hydrogenering av CO2 med H2 från soldriven vattenklyvning.

Omvandlingen av biomassa eller CO2 till förnybara bränslen är en komplex kemisk pro-
cess som vanligtvis kräver en ytterligare substans, en så kallad katalysator. En katalysator är
en substans som tillsätts till en kemisk reaktion för att styra reaktionen. Katalysatorn kan
användas för att minska den energi som krävs för reaktionen genom att sänka reaktionstem-
peraturen eller reaktionstrycket. Katalysatorn kan också styra reaktionen i en viss riktning
för att öka produktionen av en viss reaktionsprodukt och därmed minimera produktionen
av oönskade avfallsprodukter. Katalysatorn deltar i reaktionen och återgår sedan till sitt
ursprungliga tillstånd så att den kan delta i en annan reaktionscykel och inte förbrukas av
reaktionen.

Dagens katalysatorer har ett antal problem. Många katalysatorer är beroende av ädelmetal-
ler, som är dyra och som kanske inte finns tillgängliga i tillräckliga mängder. Dessutom
begränsas katalysatorns livslängd av ett antal deaktiveringsprocesser. För att övervinna des-
sa och andra begränsningar hos dagens katalysatorer strävar forskare och ingenjörer efter
att förbättra utformningen av katalysatorer. Utvecklingen av dessa framtida katalysatorer
gynnas av en detaljerad förståelse av hur katalysatorer fungerar. Forskarna försöker förstå
hur reaktanter interagerar med katalysatorer, hur katalysatorers sammansättning påverkar
dess beteende och vilka processer som orsakar deaktivering av katalysatorer.

Denna avhandling försöker besvara några av dessa grundläggande frågor för två kataly-
tiska system som används för syntes av förnybara bränslen. De två system som under-
sökts är In2O3-modellkatalysatorer för CO2 hydrogenering till metanol och NiMo/Al2O3-
katalysatorer för upcycling av växtavfallsprodukter till biobränslen. För In2O3-modellkataly-
satorer undersöktes interaktionen med reaktionsgasen CO2 i detalj för att förstå var på
katalysatorytan CO2 adsorberas och hur dess adsorption kan blockeras av eventuella för-
oreningar. Undersökningarna av NiMo/Al2O3-katalysatorerna fokuserar på hur samman-
sättningen och tillsättning av ädelmetaller till katalysatorerna påverkar reduktionen av dessa
katalysatorer.
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Populärwissenschaftliche Zusammenfassung auf Deutsch

Die möglicherweise verheerenden Folgen der globalen Erwärmung haben in den letzten
Jahren zunehmend an Aufmerksamkeit gewonnen. Wachsende Anstrengungen werden un-
ternommen, um die Emission von Treibhausgasen in die Atmosphäre zu verringern und so
die Auswirkungen des Klimawandels zu minimieren. Ziel ist es, unsere Energiewirtschaft,
die derzeit überwiegend auf fossilen Brennstoffen basiert, in eine nachhaltige Energiewirt-
schaft umzuwandeln, die sich auf erneuerbare Energiequellen stützt. Eine der Säulen einer
solchen nachhaltigen Energiewirtschaft sind erneuerbare Kraftstoffe, die aus Biomasse oder
der Hydrierung von CO2 mit H2 aus solarbetriebener Wasserspaltung gewonnen werden
können.

Die Umwandlung von Biomasse oder CO2 in erneuerbare Kraftstoffe ist ein komplexer
chemischer Prozess, der in der Regel einen zusätzlichen Stoff, einen so genannten Kataly-
sator, erfordert. Ein Katalysator ist eine Substanz, die einer chemischen Reaktion hinzu-
gefügt wird, um die Reaktion zu steuern. Der Katalysator kann dazu dienen, die für die
Reaktion erforderliche Energie zu reduzieren, indem er die Reaktionstemperatur oder den
erforderlichen Druck senkt. Außerdem kann der Katalysator die Reaktion in eine bestimm-
te Richtung lenken, um die Produktion eines bestimmten Reaktionsprodukts zu erhöhen
und damit die Produktion unerwünschter Abfallprodukte zu minimieren. Der Katalysator
nimmt an der Reaktion teil und kehrt danach in seinen ursprünglichen Zustand zurück, so
dass er an einem weiteren Reaktionszyklus teilnehmen kann und nicht durch die Reaktion
verbraucht wird.

Die heutigen Katalysatoren sind mit einer Reihe von Problemen behaftet. Viele Katalysato-
ren sind auf Edelmetalle angewiesen, die teuer sind und möglicherweise nicht in ausreichen-
der Menge zur Verfügung stehen. Außerdem ist die Lebensdauer eines Katalysators durch
eine Reihe von Deaktivierungsprozessen begrenzt. Um diese und andere Einschränkun-
gen der derzeitigen Katalysatoren zu überwinden, bemühen sich Forscher und Ingenieure
um eine Verbesserung des Designs von Katalysatoren. Die Entwicklung dieser zukünftigen
Katalysatoren profitiert von einem detaillierten Verständnis der Funktionsweise von Kata-
lysatoren. Forscher versuchen zu verstehen wie die Reaktanten mit dem Katalysator inter-
agieren, wie die Zusammensetzung des Katalysators sein Verhalten beeinflusst und welche
Prozesse die Deaktivierung von Katalysatoren verursachen.

Dieser Doktorarbeit trägt dazu bei, einige dieser grundlegenden Fragen für zwei katalyti-
sche Systeme zu beantworten, die für die Synthese von erneuerbaren Kraftstoffen verwendet
werden. Bei den beiden untersuchten Systemen handelt es sich um In2O3-Modellkataly-
satoren für die CO2-Hydrierung zu Methanol und NiMo/Al2O3-Katalysatoren für das Up-
cycling von pflanzlichen Abfallprodukten zu Biokraftstoffen. Für die In2O3-Modellkataly-
satoren wurde die Wechselwirkung mit dem Reaktionsgas CO2 untersucht, um zu verste-
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hen, wo auf der Katalysatoroberfläche das CO2 adsorbiert und wie seine Adsorption durch
mögliche Verunreinigungen blockiert werden kann. Die Untersuchungen der NiMo/Al2O3-
Katalysatoren konzentrieren sich darauf, wie die Zusammensetzung und der Einsatz von
edelmetallhaltigen Promotoren die Reduktion dieser Materialien beeinflussen.
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Chapter 1

Introduction

The chemical industry is one of the pillars of our modern society. From fertilizer to poly-
mers, over pharmaceutics, plastics and paints - most of the goods produced today require
a catalyst somewhere in their production chain [1]. So, what is a catalyst and why is it so
crucial to the chemical industry? In general terms, a catalyst is a substance that facilitates a
chemical reaction but is not consumed by the reaction.

The research field catalysis is divided into two areas - homogenoeus catalysis and hetero-
geneous catalysis. In homogenoeus catalysis the catalyst and the reactants are in the same
phase, most often in the liquid phase. In heterogeneous catalysis, on the other hand, the
catalyst and the reactants are in different phases. Typically, the catalyst is a solid and the
reactants are in gas or liquid phase.

The first use of an inorganic catalyst is attributed to Valerius Cordus in 1552, when he
used sulfuric acid to catalyze the conversion of alcohol to ether [2]. The term ’catalyst’
was established nearly 300 years later by Jöns Jacob Berzelius [3]. Since the establishment
of the research field, the catalytic properties of materials have been investigated intensively.
Wilhelm Ostwald, Paul Sabatier and Fritz Haber were awarded the Nobel price in chemistry
in 1909, 1912 and 1918, respectively, for their work on different catalytic processes [2].

In heterogeneous catalysis, catalysts are often rare metals or rare metal oxides. Since these
are expensive materials, efforts are made to reduce the costs of the catalyst by maximizing
its surface area, in order to have as many active sites per gram of catalyst as possible. This is
typically done by depositing nanoparticles of the catalytic material onto a support material.
These supported nanoparticles are then used to catalyze reactions at pressures up to several
hundreds bar and temperatures of several hundreds ◦C.

While most of the early scientific work on catalysis was conducted using a trial-and-error
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approach to find the best catalyst and the best reaction conditions, there was also a drive
towards a more fundamental understanding of catalytic processes. To gain a detailed un-
derstanding of the reaction mechanisms on surfaces, surface scientists investigated model
surfaces of catalytic materials under well-controlled conditions (often at very low pressures
and temperatures). The samples used in these studies are often single crystalline surfaces
that model individual facets of the catalytic nanoparticles. Over the years, surface scient-
ists have gained detailed knowledge about the interaction of reactants with surfaces and in
2007 Gerhard Ertl was awarded the Nobel Price in Chemistry for his contributions to the
field of catalysis through his work in the field of surface science [4].

However, the question remains to what extent the results obtained under the highly con-
trolled conditions of surface science studies are also applicable to the less controlled en-
vironment of industrial catalytic reactions. Two fundamental gaps have been identified
between the surface science approach and industrial catalysis: the materials gap and the
pressure gap. In recent years the surface science community is striving increasingly towards
bridging these gaps. To investigate the effect of the materials gap, increasingly complex
model systems studied such as polycrystalline sample and size controlled nanoparticles. At
the same time, instrumental developments allow to extend the pressure range at which
surface science experiments can be performed, slowly bridging the pressure gap.

This thesis investigates the effect of the materials gap on one catalytic system and the effect
of the pressure gap on another catalytic system. The catalysts that were studied, are an
In2O3(111) model catalyst and alumina supported NiMo-oxide catalysts. In2O3(111) was
used as a model system for In2O3-based catalysts for the hydrogenation of CO2 to meth-
anol. Paper [I] is a fundamental surface science study addressing the adsorption of CO2 on
different surface terminations of In2O3(111). The second manuscript on In2O3(111) [II]
investigates how the surface behaves under elevated pressure and temperature and studies
the poisoning effect of sulfur. The investigations on the NiMo-oxide catalysts focus on
the reduction of these catalysts. In the first NiMo paper [III], we studied the effect of the
materials gap on the reduction of NiMo-oxide catalysts. In the second NiMo paper [IV],
we investigate how NiMoO4-nanoparticles reduce under the same conditions as in paper
[III], which provides deeper insight into the effect of the materials gap for these NiMo-
systems. In the final manuscript [V], we turn our attention back on the Al2O3-supported
NiMo-oxide catalysts and study how the promotion with Ruthenium (Ru) and Palladium
(Pd) influences the reduction of these catalysts.
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Chapter 2

Crystals and Surface Science

The catalysts used in heterogeneous catalysis are often crystalline metals or metal oxides,
and their crystalline and surface structure have a significant impact on their catalytic per-
formance. This chapter gives an overview on the surface and crystalline structure of the
materials studied in this thesis. The chapter begins with a brief introduction to crystal
structures. The following sections introduce surfaces of crystals and how gases adsorb on
these surfaces, as well as how gas adsorbtion can be blocked if surfaces are poisoned by other
adsorbates. Finally, the last section gives an overview on the structure of the two catalytic
materials studied in this thesis In2O3 and Ni- and Mo-based oxides.

2.1 Crystals

Many solid materials form crystals. A crystal is a solid in which the atoms are arranged in a
periodical manner consisting of repeating units. In order to describe a crystalline structure
one needs to know what the smallest repeating unit looks like and how these repeating units
are arranged relative to each other. The smallest repeating unit within a crystal is called the
unit cell. A unit cell can enclose just a single atom or it can be made of multiple atoms.
Typically, the unit cells of metals contain just a few atoms while the unit cells of alloys and
oxides can be more complex.

There are in total 14 different crystal lattice structures that describe the periodic arrange-
ment of unit cells within a crystal. These 14 lattice structures are referred to Bravais Lattice,
named after Auguste Bravais who conceived this set of structures in 1850 [5]. The lattices
are characterized by the relative dimensions and angles of their corresponding unit cells.
Since this thesis only discusses materials with certain structures, we limit the discussion on
crystal structures to these five structures.
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Figure 2.1: Illustrations of the 3D Bravais Lattice of materials discussed in this thesis showing (a) a simple cubic struc-
ture, (b) an orthorhombic structure, (c) a rhombohedral structure, (d) a monoclinic structure and (e) a
hexagonal structure.

The simplest crystal structure is the simple cubic structure, which is displayed in Figure
2.1(a). All edges of the unit cell are the same length and all angles within the unit cell are
90◦ making the unit cell a cube. In the simple cubic structure one atom is placed at each
of the corners of the unit cell, thus, each atom has 6 nearest neighbours at equal distance.

Figure 2.1(b) shows a orthorhombic unit cell in which all angles are 90◦ but all edges have
different lengths. Figure 2.1(c) displayes a rhombohedral unit cell. In this crystal structure,
all edges of the unit cell are equally long and all angles are equal, but in contrast to the
cubic structure all angles are unequal 90◦. Figure 2.1(d) shows a monoclinic unit cell with
three unequally long edges. Two of the angles in this cell are equal to 90◦, while the third
angle is unequal 90◦. Finally, Figure 2.1(e) shows a hexagonal structure.

2.2 Surface structure

In addition to the crystalline structure of the bulk, a crystal also has a surface. The structure
of this surface differs from the bulk structure due to the lack of atoms in one direction on the
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Figure 2.2: Illustration of the (100), (110) and (111) plane in a simple cubic unit cell. The orientation of the respective
planes is marked in green.

surface. The surface structure is of particular interest for the research field of catalysis since
the catalytic reactions take place on the surface. The properties of surfaces are dependent
on how the bulk crystal is cut to obtain the surface.

The different orientations within a crystal are differentiated by the so-called Miller indices
h, k and l. These Miller indices can be used in different notations to denote either a lattice
plane as (hkl), or a set of equivalent lattice planes {hkl}, a direction in the basis of the lattice
vectors orthongonal to the surface [hkl] or a set of equivalent directions as <hkl>.

In the field of surface science, Miller indices are used to denote the lattice plane along which
a crystal is cut to obtain a particular surface as (hkl). The indices h,k and l give the points of
intersection of the described crystal plane with the lattice vectors a⃗1, a⃗2 and a⃗3, respectively.
As an example Figure 2.2 illustrates how to cut a simple cubic unit cell to obtain a low
index surface with the (100), (110) or (111) orientation.

The surface orientation of a crystal is of high importance for its catalytic properties. Since
the surface properties have a crucial effect on the chemical reactions on the surface and can
steer the selectivity and activity of the catalyst. For example, it has been shown that Cu(100)
is a good electrochemical catalyst for C2H4 synthesis, while it shows very low selectivity for
CH4. On the other hand, the opposite is observed for the Cu(111) surface [6].

2.3 Adsorption sites and poisoning

When a gas molecule adsorbs on a surface, it can do so in different ways. Depending on
the structure of the surface, it may adsorb coordinating to a single atom, or coordinating
to multiple atoms. Figure 2.3 illustrates the different adsorption sites on an fcc crystal cut
along the (111) axis. There are four different types of adsorption sites on this surface: a top
site, a bridge site and two distinct hollow sites. The two hollow sites are distinguished by
whether the adsorbate sits on top of an atom from the second atomic layer (hcp-hollow) or
on top of an atom from the third layer (fcc-hollow). An adsorbate sitting on a top site is
coordinated to a single surface atom, while an adsorbate in a bridge site is coordinated to
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top    

bridge   

hcp-hollow

fcc-hollow

Figure 2.3: Different adsorption site on a (111) surface of an fcc crystal. The first three atomic layers of the crystal are
displayed in different shades of blue and the adsorbate in white highlighted with a red circle around it.

two atoms and adsorbates in a hollow position coordinate to three or four surface atoms [7].
More complex surfaces, such a oxides, can provide multiple nonequivalent on top, bridge
or hollow adsorption sites as we will see in the following section.

Let us now consider the case where two different types of adsorbates are competing for the
same adsorption site. Which of these adsorbates will adsorb on the surface depends on
the adsorption energy of the adsorbates on the respective adsorption site. If one of these
adsorbates has a considerably higher adsorption energy, it will preferentially adsorb and if
sufficiently abundant, this adsorbate will block all adsorption sites for the other type of
adsorbate. This process is called surface poisoning.

In addition to surface poisoning through blockage of adsorption sites, a surface may also be
poisoned by adsorbate induced structural changes. For example both Ni and Pd have been
reported to undergo changes in surface structure in the presence of sulfur [8]. Ni(111)
develops a (100) orientation under exposure to H2S [9] and different Pd surfaces grow
(100) facets in the presence of sulfur [8]. The phenomenon of poisoning is also discussed
in the context of deactivation of industrial catalysts, which often involves the formation of
a layer of inactive carbon (coke) on the active sites of the catalyst that blocks the adsorption
of the reactant gases, leading to the deactivation of the catalyst by poisoning [7].

2.4 Oxide structures and surfaces

The key factors influencing an oxide’s crystal structure include (i) the symmetry of the crys-
tal lattice (as discussed earlier for metals), (ii) the stoichiometry of the oxide, meaning the
relative number of the different atoms and (iii) the coordination of the different atoms (the
number of oxygen atoms surrounding the metal atom and their geometrical arrangement).

Figure 2.4 illustrates the four types of metal coordination to oxygen that are mentioned
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90°
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Figure 2.4: Illustrations of different coordinations of a metal atom in an oxide showing in (a) a triagonal planar
configurationwith 3 oxygen atoms coordinated to themetal, (b) a tetrahedral configurationwith 4 oxygen
atoms, an octrahedral configuration in (c), and a distorted octrahedral configuration in (d).

in this thesis. Figure 2.4 (a) shows a metal in planar triagonal coordination. The metal
atom is surrounded by three oxygen atoms, which are all at equal distance from the metal
with a 120◦ angle between each pair of oxygen atoms. Figure 2.4 (b) shows a metal atom
in tetrahedral coordination. The metal atom is surrounded by four oxygen atoms with a
109.5◦ angle between each pair of oxygen atoms. Figure 2.4 (c) illustrates an octrahedral
configuration in which the metal is surrounded by six oxygen atoms with equal bond length
and a 90◦ angle between them. Figure 2.4 (d) shows a configuration called a distorted
octrahedra. The central metal is coordinated to six oxygen atoms as in the octrahedral
configuration with a small distortion of the octrahedral shape by small deviations of some
of the bond angles or lengths.

2.4.1 Indium oxide

Indium oxide is an optically transparent n-type semiconductor with a direct band gap of
approximately 3 eV. In2O3 possesses good electrical conductivity and it has been shown
that its electrical conductivity can be significantly enhanced by doping it with tin (Sn) or
titanium (Ti) [10]. The doping with tin results in the transparent conductive oxide ITO
(indium tin oxide), which is commonly used as a conductive thin film in various types
of displays, energy efficient windows and solar cells. Other applications for In2O3-based
materials are corrosion inhibitors in batteries, or various components in photodetectors or
gas sensors [10].

In2O3 has two crystalline phases: cubic and rhombohedral. This thesis focuses on the cubic
In2O3 phase. Figure 2.5 shows the unit cell of this cubic In2O3. The unit cell has a lattice
constant of 10.12 Å and contains 32 indium atoms and 48 oxygen atoms. The indium
atoms are in a 3+ oxidation state, bonded to six O2− atoms in an octahedral configuration.
Each O2− atom is bonded to four In3+ atoms in a tetrahedral coordination [11, 12].
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In

(111)
surfaceO

Figure 2.5: The unit cell of cubic In2O3. The boarders of the unit cell are shown in black, the indium atoms in gray and
the oxygen atoms in red. The green plane shows how to cut the In2O3 crystal to obtain the (111) surface.

This thesis focuses on the (111) surface of cubic In2O3. The (111) surface is made by cut-
ting the crystal along the green plane as illustrated in Figure 2.5. This imaginary cleavage of
the crystal along this plane would create the ideal bulk terminated surface structure. How-
ever, this ideal bulk terminated structure does not exist in reality [13]. Cleaving the crystal
leaves the top most atoms on the surface undercoordinated compared to the bulk structure,
which changes their electronic structure resulting in small distortions of the surface geo-
metry compared to the bulk structure. The resulting structure is called the relaxed surface
structure.

Figure 2.6 shows the top layer of the unit cell of the relaxed In2O3(111) surface structure.
The hexagonal unit cell with a length of 14.31 Å contains 12 five-fold coordinated In atoms,
12 three-fold coordinated O atoms, 4 six-fold coordinated In(6c) atoms, and 12 four-fold
coordinated O(4c) atoms [14]. The surface has 3 high-symmetry points that are labelled
A, B and C.

The (111) surface has the highest thermodynamical stability among the low-index surfaces
[15]. Consequently, the (111) surface is the most common surface termination of polycrys-
talline In2O3, which makes this surface termination highly interesting for surface science
studies. However, growing In2O3 single crystals is demanding and the resulting crystals
are limited to a size of approximately 1 or 2 mm making them challenging samples for
area-averaging techniques [16, 17].

To overcome this size limitation of In2O3 single crystals, scientists started to epitaxially
grow In2O3 films using pulsed laser deposition (PLD) and molecular beam epitaxy (MBE)
[12, 18–20]. Yttria-stabilized zirconia (YSZ) is a suitable substrate for this film growth
because of the relatively small mismatch of the lattice constant of In2O3 of 10.12 Å and
double the lattice constant of YSZ (5.15 Å = 10.30Å) [21]. The In2O3(111) films studied
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Figure 2.6: Relaxed surface structure of the In2O3(111) surface.The three symmetry points of the unit cell are labeled
as A, B and C.

in this thesis were epitaxially grown on YSZ using a PLD process described in reference
[21]. The growth method results in an atomically flat 200 nm In2O3(111) thin film.

2.4.2 NiMo-based oxides

The second part of this thesis focuses on the characterization of Ni- and Mo-oxide catalysts.
The studied catalysts are industrial NiMo-oxide catalysts on Al2O3 support and NiMo-
oxide nanoparticles deposited on silicon wafers. This section provides a brief overview on
the crystalline structure of common Ni- and Mo-oxides. All crystalline structures that
are shown in this section where drawn using atomic coordinates downloaded from ’The
Materials Project’ homepage [22, 23].

Ni and Ni oxides

Nickel is a ferromagnetic transition metal with the atomic number 28. Metallic Ni has a
face-centered cubic (fcc) crystalline structure with the lattice constant 3.499 Å [24].

Two Ni oxides have been reported in the literature: NiO and Ni2O3. NiO is the stable Ni
oxide that has a rock-salt structure with octahedral Ni2+ and O2− sites [25]. Ni2O3, on the
other hand, is much less stable and tends to decompose to NiO or form Nickel(III) oxide
hydrate. Consequentially, the experimental investigation of Ni2O3 has been challenging,
but was made possible in 2015 by the characterization of Ni2O3 nanoparticles [26]. Ni2O3
crystallizes in a monoclinic crystal system built up out of corner-sharing NiO4 tetrahedra
with two inequivalent Ni3+ sites.

The respective crystal structures of metallic Ni, NiO and Ni2O3 are illustrated in Figure 2.7.
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Mo and Mo oxides

Molybdenum is a transition metal of the chromium group. Metallic Mo crystallizes in a
body-centered cubic (bcc) structure with a lattice constant of 3.142 Å [24]. The bcc crystal
structure is illustrated in Figure 2.8 (a).

Molybdenum forms two stoichiometric oxides which are MoO2 and MoO3 in which the
Mo cation is, respectively, either in the 4+ or in the 6+ oxidation state. Additionally, Mo
can form a range of non-stoichiometric oxides with an Mo-oxidation state between 4+ and
6+ (e.g. Mo18O52, Mo11O47, Mo9O26, Mo8O23, Mo5O14, and Mo4O11) [27].

MoO2 has a distorted rutile (monoclinic) crystal structure [28]. The Mo4+ atoms bind to
six equivalent O2− in an octraheral coordination, while the O2− atoms bind in a trigonal
planar geometry to three equivalent Mo4+ atoms as displayed in Figure 2.8 (b).

MoO3 forms three crystalline structures referred to as α-, β- and h-MoO3. The β- and
h-MoO3 structures are meta-stable with a monoclinic and hexagonal symmetry [27]. Both
of these MoO3 structures decompose to α-MoO3 at elevated temperatures [29, 30]. The
only thermodynamically stable MoO3 structure is α-MoO3, an orthorhombic structure
consisting of double layers of distorted MoO6 octahedrals held together by covalent forces.
The crystal structure of α-MoO3 is displayed in Figure 2.8 (c).

NiMoO4

Nickel and molybdenum can form a mixed oxide nickel molybdate with Ni2+ and Mo6+.
This oxide exists in two crystalline forms α-NiMoO4 and β-NiMoO4, which are displayed
in Figure 2.9 (a) and (b), respectively. The two structures are distinguished primarily by
the coordination of the Mo6+, which is octahedral in the α-phase and tetrahedral in the
β-phase [31, 32]. α-NiMoO4 is the low temperature oxide. The β-phase is formed by
heating α-NiMoO4 to a temperature of 700 ◦C and the β-NiMoO4 is, subsequently, meta
stable to a temperature of 180 ◦C [33, 34].

The industrial NiMoOx catalysts studied in this thesis were synthesized by incipient wetness
impregnation of δ-Al2O3. The structure of the resulting NiMoOx/Al2O3 catalysts are not
as clearly defined as the structure of the In2O3(111) model catalysts and the specific surface
termination of the NiMoOx catalyst was not further investigated.
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Figure 2.7: Crystal structures of (a) metallic Ni, (b) NiO and (c) Ni2O3 with the corresponding oxidation states of the
different atoms.
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Figure 2.8: Crystal structures of (a) metallic Mo, (b) MoO2 and (c) MoO3 with the corresponding oxidation states of
the different atoms.
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Figure 2.9: Crystal structures of the two crystalline phases of NiMoO4: (a) α-NiMoO4 and (b) β-NiMoO4 with the
corresponding oxidation states of the different atoms.
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Chapter 3

Catalysis

In the previous chapter we discussed the geometrical arrangement of atoms in the bulk and
on the surfaces for the oxides studied in this thesis and how molecules can adsorb on sur-
faces. All of this was discussed from a fundamental point of view. The following chapter
will focus on a more applied side of catalysis research. The first section discusses how cata-
lysts facilitate chemical reactions. The second section focuses on the relationship between
surface science and applied catalysis research and the two fundamental gaps between these
two research fields, the materials and the pressure gap. Finally, we will have a look at ap-
plications of the two catalytic materials studied in this thesis In2O3 and NiMo-oxides.

3.1 Surface reactions in heterogeneous catalysis

As discussed in the introduction, a catalyst is a substance that takes part in a chemical
reaction without being consumed during the reaction. Instead, the catalyst takes the role
of an active chemical spectator that facilitates the reaction. [1] In this section, we will
examine the interaction between catalysts and the reactants.

Let us consider a basic reaction involving two reactants, denoted as X and Y. These reactants
X and Y react to form a reaction product Z:

X+Y → Z (3.1)

To make this reaction possible, one or both of the reactants might have to dissociate and
new chemical bonds are formed. This breaking and forming of new chemical bonds re-
quires a certain amount of energy, known as the activation energy Eact of the reaction. A

13



Reaction coordinate

Po
te

n
ti

a
l 
e
n
e
rg

y

adsorption

without 
catalyst

reactants

X         Y

Z

product

with 
catalyst

reaction

ΔEact

desorption

catalyst
catalyst

catalyst

catalyst

ΔEact

ΔG

Figure 3.1: Illustration of the potential energy of a simple chemical reaction under the influence of a catalyst. The
required activation energy for the reaction process is lowered by the addition of a catalyst, while the
energy difference between reactants and products (Gibbs free energy ∆G) remains the same. Figure
adapted from reference [1, 35].

catalyst facilitates the chemical reaction by lowering the activation energy for the reaction,
by providing an alternative reaction pathway on its surface that is energetically favourable
over a reaction without a catalyst.

Figure 3.1 illustrates the potential energy of a chemical reaction with and without a cata-
lyst. A chemical reaction involving a catalyst can be divided into three steps. First, one or
multiple of the reactants adsorb on the catalyst’s surface, which can involve the dissociation
of the adsorbed reactants on the surface. In the second reaction step, the reactants need to
overcome the activation energy barrier Eact to form the reaction product. The interaction
of the reactants with the catalyst has lowered this activation barrier considerably compared
to the reaction without a catalyst. In the final reaction step, the reaction product desorbs
from the surface.

The potential energy difference between the reactants and the product desorbed from the
catalyst is identical to the potential energy difference between the reactants and the product
obtained without a catalyst. Thus, the catalyst lowers only the activation energy, but the
potential energy difference between reactants and products remain unchanged. For more
complicated chemical reactions with multiple possible reaction products, catalysts are also
used to guide the reaction along the desired reaction pathway, and thus increase the selectiv-
ity towards the desired product.

Three types of catalytic reaction mechanisms are typically discussed, (i) the Langmuir-
Hinshelwood, (ii) the Eley-Rideal and (iii) the Mars-van Krevelen reaction mechanism.
The three mechanisms are illustrated in Figure 3.2. In a Langmuir-Hinshelwood reaction,
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Figure 3.2: Schematic illustration of the three reaction mechanisms in heterogeneous catalysis: the Langmuir-
Hinshelwood, the Eley-Rideal and the Mars van-Krevelen reaction mechanism. Illustrated on the example
of CO oxidation to CO2.

both reactants adsorb to the surface and their reaction on the surface is the rate determining
step of the reaction. In the Eley-Rideal mechanism, only one of the reactants is adsorbed
on the surface, while the other reactant remains in the gas phase. The Mars-van Krevelen
reaction mechanism involves the reduction and formation of an oxide, which is reduced by
the reaction and subsequently rebuild.

Catalysis research tries to identify the so-called active sites of a catalyst. These are the ad-
sorption sites at which the catalytic reactions take place. For the surfaces of many transition
metals, coordinatively unsaturated (cus) metal and oxygen sites have been proposed as act-
ive sites [13, 36]. These cus sites are created when an oxide surface cleaves the metal-oxygen
bond. After the cleavage, metal and oxygen atoms have a coordination vacancy and can
serve as electron donors or acceptors. In oxidation reactions, undercoordinated oxygen
atoms are less strongly bond to the lattice and can be removed from the lattice more eas-
ily. The role of cus sites in the activity of oxide catalysts has been investigated for multiple
transition metal oxides such as RuO2 and IrO2 [37].

While surface science often talks about the coordination of atoms to each other, applied
catalysis research describes catalysts in terms of charge transfer between the catalyst and the
adsorbates rather than in terms of atomic coordination. A terminology that is often used in
this context are acidity and basicity analogous to the usage of these terms in wet chemistry.
A Lewis acid site of a catalyst receives an electron from the adsorbate. On a Brønsted site, on
the other hand, the charge transfer takes place via the exchange of a proton and a Brønsted
acid site donates a proton to the adsorbate [38].
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Figure 3.3: Illustration of the materials gap between surface science and catalysis. Showing a single crystal on the left,
more complex model systems such a polycrystaline surfaces, a curved crystal and ordered nanoparticles in
the middle and nanoparticles on a porous support on the right.

3.2 The materials and pressure gap

Industrial processes use catalysts consisting of supported nanoparticles and operate at high
pressures. In surface science, on the other hand, experiments are traditionally conducted
on idealized single crystalline surfaces and at very low pressures. These apparent differences
in operational conditions result in two fundamental gaps between surface science invest-
igations and industrial catalysis, and are referred to as the materials and the pressure gap.
Surface scientists try to bridge these two gaps by studying samples of higher complexity
than single crystals (see Figure 3.3) and by the continuous development of experimental
techniques to extend the pressure range at which experiments can be conducted.

3.2.1 The materials gap

In traditional surface science experiments, single crystalline surfaces of catalytic materials
are used to model individual facets of the supported nanoparticles in industrial catalysts.
Experiments on the simplified model catalysts provide detailed information about the ad-
sorption sites, surface structure and reaction mechanism on the respective model surface.
However, the measurements are limited to one surface at a time. It is possible to selectively
choose the surfaces that occur most frequently in industrial catalysts or select the surfaces
predicted to be catalytically most active based on calculations. However, experiments lim-
ited to one surface orientation at a time undeniably have disadvantages, since measuring
multiple surfaces is time consuming and comparison between different surfaces can be
challenging, since the surfaces might not be comparable due to differences in temperature
measurements or cleanliness of the experimental chamber.

To overcome this limitation of measuring one crystal facets at a time, samples with mul-
tiple facets have become more popular in surface science experiments in recent years, since
these samples allow for a direct comparison of the different crystal facets. The two most
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commonly studied samples are polycrystaline foils [F, J, 39, 40] and curved crystals [I, 41].
Curved crystals are single crystals that have been polished to create a curved surface. This
curved surface exhibits different surface orientations along the curvature. Mapping the
surface orientation with techniques such as Low Energy Electron Diffraction (LEED) or
Electron BackScatter Diffraction (EBSD) allows to correlate the experimentally observed
surface properties to the surface orientation. Thus, curved crystals or polycrystaline foils
allow to compare the behaviour of different surface orientations. However, they do not
provide insights into the interaction of the catalytic material with its support.

Industrial catalysts typically consist of small nanoparticles deposited onto a porous support.
The most common deposition technique is incipient wetness impregnation, which was
also used for the catalysts studied in this thesis. In this deposition method, the support is
impregnated using a precursor-containing solution. Subsequently, the catalyst is dried and
later activated through calcination and/or reduction treatment. For industrial usage the
catalyst is often processed further by applying the catalyst to a monolith or pressing it into
tablets or pellets.

The interaction between the catalytic material and its support can be studied using depos-
ited nanoparticles on flat substrates such as wafers or foils of the respective support material.
The nanoparticles often have a wide range of different crystal facets, which, on one hand,
makes them much more similar to industrial catalysts but, on the other hand, makes it
much more challenging to correlate observed effects to the different facets. Nanoparticles
can be grown using a range of different techniques allowing of various degrees of control
of the nanoparticle size, density and composition.

In this thesis, we studied the effect of the materials gap on NiMo-oxide catalysts and invest-
igated the potential of different model systems for the NiMo-oxide catalysts. Manuscript
[III] explores Ni and Mo foils as model systems for NiMoOx/Al2O3 catalysts and manu-
script [IV] studies NiMoO4 nanoparticles as an alternative model system.

3.2.2 The pressure gap

Historically surface science experiments have limited themselves primarily to Ultra High
Vacuum (UHV) conditions. On one hand, this is motivated by the fact that these low
pressures allow good control of the experimental conditions, which is often a prerequisite
for fundamental surface science studies on gas adsorption, surface coverage and surface
reconstruction. On the other hand, many classical surface science techniques are based on
the detection of electrons and are therefore limited by the mean free path of electrons. The
mean free path of electrons is quite short at elevated pressures, which limits the pressure
range of these techniques. Due to this, surface science experiments using these techniques
were initially limited to ex situ studies. Meaning that model catalysts could be studied
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before and after exposure to gases but not during the exposure to the gases.

However, technological advancement in recent years have enabled us to carry out exper-
iments with some of these UHV techniques at elevated pressures, allowing us to study
catalysts in interaction with gases in situ. Examples for these technological advancements
are the development of Ambient Pressure X-ray Photoelectron Spectroscopy (APXPS) [42]
and High-Pressure Scanning Tunneling Microscopy (HPSTM) [43].

3.3 Indium oxide catalysts for CO2 hydrogenation

The hydrogenation of CO2 to methanol is a promising pathway towards the reduction of
CO2 in the atmosphere and the renewable production of methanol. Methanol can be used
as an alternative fuel or fuel additive for combustion engines where battery based solutions
are impractical due to their low volumetric and gravimetric energy density [44]. Methanol
is also a key building molecule in the chemical industry, since it is the feedstock for form-
aldehyde, which is used in the production of resins, plastics, disinfectants, cosmetics and
pharmaceuticals. With a yearly production of approximately 30 megatons, formaldehyde
is one of the most important chemical products worldwide [45].

The high demand for methanol makes the methanol synthesis by CO2 hydrogenation at-
tractive from an economical point of view. Additionally, the potential to synthesize meth-
anol from CO2 obtained from carbon capture and green hydrogen obtained from renewable
water splitting makes catalytic methanol synthesis equally appealing from an environmental
point of view. Over the years, a range of different catalysts have been studied for hydrogena-
tion of CO2 to methanol [46]. While CuZn-based catalysts remain the industrial standard
[47, 48], alternative catalysts have received a lot of attention in recent years, and In2O3 is
one of them.

In2O3 on ZrO2 support has sparked great interest due to its high selectivity for methanol
synthesis [49]. The high selectivity was attributed to the creation and annihilation of oxygen
vacancies that were suggested as active sites. However, the high selectivity was only observed
at relatively low temperatures. At temperatures exceeding 330 °C, the conversion rate of
CO2 continues to increase. The methanol yield, however, diminishes due to the production
of CO through the competing reverse water gas shift (RWGS) reaction [50]. The precise
mechanism responsible for this temperature-dependent selectivity of the catalysts is still a
subject of scientific debate [51].

In a recent in situ study, Zhang et al. investigated surface reconstructions of In2O3/ZrO2
catalysts during CO2 hydrogenation reactions [52]. The authors report that partially re-
duced In2O3 migrates in and out of the subsurface of the ZrO2 support under reaction
conditions. At elevated temperatures less partially reduced In2O3 was observed on the sur-
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face, was accompanied by a significantly lower selectivity toward methanol and increased
selectivity towards CO. Additionally, the authors point out that there is an optimum surface
coverage of partially reduced In2O3 and O-vacancies on the surface under reaction condi-
tions. Based on their observations, the authors conclude that the activity and selectivity of
the In2O3/ZrO2 is not solely determined by O-vacancies in the In2O3 but also strongly
correlated to the interaction of the In2O3 with the ZrO2 support.

Furthermore, it has been shown that the activity of In2O3-based catalysts can be increased
by promoting the In2O3/ZrO2 catalysts with Pd [53]. The role of the Pd promotor is to
facilitate the process of hydrogen splitting in the hydrogenation reaction. However, the
promotion with Pd requires a highly controlled growth process to grow the desired Pd-
nanostructure, since otherwise the incorrectly grown Pd nanoparticles facilitate the para-
sitic RWGS reaction, reducing the catalysts selectivity towards methanol. An additional
study showed that the selectivity and stability of Pd-promoted In2O3/ZrO2 catalysts can
be improved further by wet impregnation of the Pd promotor [54].

Additional fundamental studies on well-defined, crystalline In2O3 surfaces could advance
our understanding of the CO2 hydrogenation reaction over In2O3-based catalysts. Some
computational studies on CO2 hydrogenation over well-defined crystalline In2O3 surfaces
can be found in the literature [15, 55–59]. However, very few experimental studies on
single crystalline In2O3 surfaces have been published. The lack of experimental investig-
ations is mainly due to the difficulty in producing well-ordered single-crystalline In2O3
surfaces for the experiments. This thesis contributes to the discussion on In2O3 surfaces
with two surface science studies on the In2O3(111) surface, which can be found in manu-
script [I] and [II].

The (111) surface termination was chosen for our experiments, because it is the thermody-
namically most stable low index In2O3 surface and has been identified as an active surface
for CO2 hydrogenation [15]. A few years ago, Frei et al. published a combined Microkin-
etics and DFT study on CO2 hydrogenation over the In2O3(111) surface [15]. They pro-
posed a reaction mechanism with one O-vacancy per unit cell where one CO2 molecule
adsorbs next to the O-vacancy and is, subsequently, protonated by co-adsorbed hydro-
gen. The proposed reaction intermediates are formate (HCOO), formic acid (HCOOH),
H2COOH, methanediol (H2COHOH), physisorbed formaldehyde (H2CO), methoxy
(H3CO) and H3COH. However, these O-vacancies have not been observed on In2O3(111)
in surface science experiments. Instead the reduction of the In2O3(111) surface results in
the formation of an ordered array of indium adatoms with one adatom per unit cell [14].
This has caused some debate about the suggested O-vacancy driven reaction mechanism.

This thesis presents two surface science studies on the interaction of CO2 with In2O3(111).
Manuscript [I] is a study on CO2 adsorption on different terminations of the In2O3(111)
surface. The combined experimental and theoretical study shows how dissociated water
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on the surface blocks the adsorption of CO2. The next manuscript [II] investigates the
interaction of CO2 with the In2O3(111) surface at elevated pressures and studies the poising
effect of sulfur-based contamination on the surface.

3.4 NiMo-oxide catalysts for hydrodeoxygenation reactions

Mo-based catalysts have been used in hydrotreating processes for the upgrading of highly
contaminated crude oil to quality fuels and other products for many years [60]. These hy-
drotreating processes are necessary to reduce the amount of sulfur, nitrogen, oxygen and
metallic contaminants in the crude oil and can also be employed to convert aromatics and
olefins in crude oil to saturated hydrocarbons [61]. In more recent years, the decreasing
global fossil fuel resources combined with growing concerns about the rising levels of green-
house gases in the atmosphere have driven research and industry to work towards more
sustainable fuel sources.

The upgrading of biomass has been identified as a promising way to decrease the depend-
ence on fossil fuels by establishing a more sustainable fuel production. However, today’s
biofuels, such as biodiesel or bioalcohols, are synthesized from edible commodities such as
sugars, starch, or vegetable oils, and thus pose a competition to actual food for valuable
farm land [62]. An alternative solution for the synthesis of renewable fuels is the produc-
tion of biofuels from plant-based waste products such as lignin, which is a by-product of
the pulp and paper industry [63, 64]. Lignin is an abundant, large oxygenated aromatic
polymer that can be upgraded by catalytic hydrodeoxygenation (HDO) [65]. HDO is the
removal of oxygen from a oxygen-containing compound by hydrogen. Since the HDO
process of lignin is similar to the deoxygenation of crude oil, the hydrotreatment of lignin
with MoOx/Al2O3-based catalysts has been explored as a way to upgrade lignin and has
shown promising results [66].

The activity of Mo-based catalysts in HDO reactions has been attributed to undercoordin-
ated Mo5+ sites on which the oxygenate is activated [67]. It has been shown that the
activity of the MoOx/Al2O3 catalysts can be improved by adding metal promoters such as
Ni, Co or W [68, 69]. These promoters donate additional electrons to the Mo facilitating
the formation of undercoordinated Mo sites [69].

The industrial NiMoOx/Al2O3 catalysts are typically synthesised using incipient wetness
impregnation and are subsequently sulfidised. This sulfidation results in the formation of
MoS2 nanoclusters whose edges are active sites for HDO reactions [70–73]. The active
sites of MoS2 are sulfur vacancies that result in undercoordinated Mo sites.

This thesis focuses on unsulfidized NiMoOx/Al2O3 catalysts, which are subsequently re-
ferred to as NiMo/Al2O3 catalysts. In particular, the H2 reduction of NiMo/Al2O3-based
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catalysts and model systems of these catalysts were studied under in situ conditions. These
fundamental studies on the behavior of these materials provide insights into the properties
of the catalysts and the suitability of the tested model systems. In the future, these funda-
mental investigations on the reduction of these catalysts will hopefully provide a foundation
for more applied studies.

The reduction of NiMo/Al2O3 catalysts has been studied by H2 Temperature Programmed
Reduction (TPR) for a long time [74, 75]. These studies reported a correlation between the
reducibility of Mo-based catalysts and their activity. An increased activity could be correl-
ated to a lower reduction temperature. The reduction temperature of Mo/Al2O3 catalysts
has been reported to decrease with increasing Mo loading as long as the Mo is amorph-
ous [76]. Pure Ni/Al2O3 catalysts typically have a slightly higher reduction temperature
than pure Mo/Al2O3 catalysts [76]. The Ni/Al2O3 TPR spectrum often shows two distinct
peaks that are assigned to the reduction of surface and bulk Ni [77]. While TPR provides
insights into how metal loading or calcination of monometalic catalysts influences their
reduction behavior, the interpretation of TPR data of bimetalic catalysts is more challen-
ging. TPR studies on bimetallic NiMo/Al2O3 catalysts showed that Ni and Mo facilitate
each other’s reduction [77]. It is, however, challenging to obtain detailed insights into the
reduction mechanism from pure TPR studies, since the technique studies the reduction of
the whole catalysts and lacks sensitivity for the different elements. In order to close this
knowledge gap, we performed in situ measurements of the reduction of NiMo/Al2O3 cata-
lysts with element specific techniques such Ambient Pressure X-ray Photoelectron Spectro-
scopy (APXPS) and X-ray Adsorption Spectroscopy (XAS) and combined these with ex situ
Transmission Electron Microscopy (TEM) and X-Ray Diffraction (XRD) measurements.

In manuscript [III] we investigate how the composition of NiMo/Al2O3 and the interaction
of the catalytic materials with the Al2O3 support affects the reduction of the catalysts in
H2. We tested the suitability of Ni- and Mo-foils, and monometallic Ni/Al2O3-catalysts
and Mo/Al2O3-catalysts as model systems for the NiMo/Al2O3-catalysts. The experiments
show that the tested model systems behave differently to the NiMo/Al2O3-catalyst, which
severely limits their suitability as a model system. This highlights the need to develop better
model systems for NiMo/Al2O3-catalysts.

NiMo nanoparticles produced by spark discharge have been suggested as a model system
for NiMo/Al2O3 catalysts in the literature [78]. We studied such a model system in manu-
script [IV] and tested its suitability as a model system by comparing the reduction of these
nanoparticles to the reduction of the NiMo/Al2O3-catalysts studied in manuscript [III]. It
can be concluded that the nanoparticles investigated in manuscript [IV] are a better model
system for the NiMo/Al2O3-catalysts than the foils tested in manuscript [III].

Additionally, the effect of noble metals on the NiMo/Al2O3-catalysts was studied in manu-
script [V]. Different noble metals have been reported to promote reduction reactions over
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Mo-oxide-based catalysts by activating hydrogen that, subsequently, spills over to the Mo
oxide [79, 80]. Manuscript [V] investigates, in particular, the promotion effect of Ru and
Pd. The experiments focus on the reduction NiMo/Al2O3-catalysts promoted with these
noble metals. The in situ studies in manuscript [V] show that the addition of the noble
metals has a significant effect on the reduction of the NiMo/Al2O3-catalysts and different
characteristics could be observed for Pd- and Ru-based promotion.
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Chapter 4

Methods

The following chapter discusses the experimental and computational methods used in the
thesis. The first part of this chapter focuses on X-ray based techniques. As an introduction
to the X-ray based techniques, the first section start with a brief discussion on how X-rays
are generated by a synchrotron light source. The following two sections discuss the two
synchrotron-based techniques that were used in this thesis, X-ray Photoelectron Spectro-
scopy (XPS) and X-ray Absorption Spectroscopy (XAS). The subsequent sections provide
a brief introduction to the non-X-ray based methods that were used in this thesis. These
techniques were Diffuse Reflectance Infrared Fourier Transform Spectroscopy (DRIFTS),
Transmission Electron Microscopy (TEM), Low Energy Electron Diffraction (LEED) and
Temperature Programmed Reduction (TPR). Finally, the last section in this chapter gives a
very brief introduction to Density Functional Theory (DFT) calculations, which were used
to analyze the XPS data.

4.1 Synchrotron Light Sources

The most common X-ray light sources are synchrotron light sources and X-ray tubes. Inside
an X-ray tube, an electron beam is shot onto a metal target to excite core-level electrons
of the metal target. This leaves the metallic atoms in an electronically excited state. In
the relaxation process, electrons from the outer electron shells fill the core-level vacancies
and X-ray photons are emitted. This process is known as X-ray fluorescence. The emitted
X-rays have discrete energies determined by the electronic states of the metal target. These
characteristic X-rays can be used for experiments. Additional to the fluorescence X-rays,
a broad band spectrum of X-rays is created by the Bremsstrahlung of the electron beam
that is shot onto the metal target. The intensity of the X-rays created by Bremsstrahlung is
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Figure 4.1: Illustration of the storage ring of a synchrotron. Figure adapted from reference [81].

typically much lower then the intensity of the X-ray fluorescence lines, consequently most
X-ray tube setups use the X-ray fluorescence lines for the measurements.

On the other hand, synchrotron light sources generate X-rays purely from Bremsstrahlung.
Synchrotron light sources are particle accelerators, in which the X-rays are created by the
deceleration of electrons within magnetic fields. Figure 4.1 shows a schematic illustration
of a synchrotron storage ring. The electrons are typically generated outside of the storage
ring and accelerated to a speed close to that of the speed of light, before they are injected
into the storage ring. The synchrotron storage ring itself consists of different units that keep
the electrons on a closed loop trajectory. As the electrons travel through the storage ring,
they are decelerated by the magnetic fields of bending magnets, undulators and wigglers.
This deceleration causes the electrons to emit X-rays in the form of Bremsstrahlung. These
X-rays are used for the experiments at a synchrotron.

The properties of the magnetic fields that the electrons interact with, greatly affects the spec-
trum of the emitted X-rays. Figure 4.2 shows a sketch of the design of a bending magnet
compared to that of an undulator and their resulting X-ray emission spectra. The bending
magnet consists of a single pair of magnets resulting in a wide curve deflection of the elec-
trons. This electron path gives rise to a broad spectrum of emitted X-rays. An undulator,
on the other hand, consists of a stack of magnets with alternating polarity that causes the
electrons to oscillate back and forth. Whenever the electrons are decelerated within the un-
dulator, they emit X-ray radiation. The different bunches of radiation interfere with each
other, resulting in an X-ray spectrum with distinct peaks called harmonics. These insertion
devices typically provide radiation of much higher intensity than bending magnets.

Synchrotron light sources have a couple of advantages over lab sources with X-ray tubes.
First, the fact that the X-ray emission spectrum of an electron beam is depended on the
properties of the magnetic field allows to generate X-rays of a wide range of photon energies

24



Bending Magnet

Undulator

Fl
u
x

hν

Fl
u
x

hν

Figure 4.2: Sketch of the X-ray radiation emitted from bending magnets and undulators and their corresponding
emission spectra. Figure was adapted from reference [82].

by tuning the magnetic field. Therefore, a synchrotron light source allows to adjust the
energy of the radiation and can generate photons with an energy ranging from UV light
to hard X-rays. Modern synchrotron sources are also much more brilliant than standard
X-ray tubes, meaning that synchtron-based X-rays have a higher number of photons per
unit of time, area, emission angle and bandwidth.

The synchroton-based measurements presented in this thesis were done at the MAX IV
synchrotron light source at the FlexPES, HIPPIE and Balder beamline, and at the Dia-
mond Light Source at the b07 beamline. The Diamond Light Source is a third generation
synchrotron that has been in operation since 2007. MAX IV is the world’s first fourth
generation synchrotron and operates two storage rings that run with an energy of 1.5 GeV
and 3 GeV, respectively.

4.1.1 Anatomy of a beamline

Once the X-rays have been generated by the insertion device, they enter the so-called beam-
line. The typical elements of a beamline are shown schematically in Figure 4.3, which de-
picts the layout of the HIPPIE beamline at MAX IV. On the left, we see the Elliptically
Polarizing Undulator (EPU) unit in which the X-rays are generated by passing the elec-
trons through a magnetic field as discussed above. The X-ray beam from the undulator
passes through the beamline onto the first mirror that is called M1 in Figure 4.3. This first
mirror adsorbs a considerable amount of the heat load of the X-ray beam and collimates
the beam unto the monochromator. The monochromator is needed to select the desired
energy of the X-rays by filtering out all other energies. Figure 4.3 displays a Plane Grat-
ing Monochromator (PMG). Inside the PMG is a grating that diffracts the polychromatic
X-ray beam. The diffraction angle of the X-rays is energy depended following Bragg’s law.
The polychromatic X-ray beam is thus spectrally dispersed and the desired X-ray energy
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Figure 4.3: Illustration of the main elements in a synchrotron beamline, shown by the example of the HIPPIE beamline
at MAX IV. Adapted from reference [51].

can be selected by passing the beam through a slit behind the diffraction grating. Behind
the monochromator is the exit slit that can be used to optimize the energy resolution of the
X-ray beam and a final mirror that focuses the beam onto the sample.

4.2 X-ray Photoelectron Spectroscopy

The following section is an introduction to X-ray Photoelectron Spectroscopy (XPS), which
is the main experimental technique used in this thesis. The first subsection discusses the
underlying physical principles on which the technique is based. The second section intro-
duces the technical basics of an XPS instrument and how to modify such a setup in order
to measure at elevated pressure.

4.2.1 Basic Principle

X-ray Photoelectron spectroscopy (XPS) is an experimental technique that gives informa-
tion on the atomic composition of materials. The technique is based on the photoemission
process, illustrated in Figure 4.4 (a): An atom is excited by the absorption of an incoming
X-ray photon that excites a core-level electron into the continuum, leaving behind a core
hole in the atom. The excited electron is then referred to as a photoelectron since it was cre-
ated by the photoelectric effect. Photoelectron spectroscopy measures the kinetic energy of
these photoelectrons Ekin. Based on the kinetic energy, one can calculate the initial binding
energy of the photoelectrons Ebin with the equation below:

Ebin = hν − Ekin − ϕ (4.1)

where hν is the energy of the incoming photon with frequency ν, h is Planck’s constant
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Figure 4.4: Panel (a) shows a simple illustration of the photoemission process where a core level electron is excited
into the continuum after the absorption of an X-ray photon. Panel (b) displays an XPS spectrum from
an In2O3(111) surface measured with a photon energy of 800 eV. The spectrum shows photoelectron and
Auger peaks from a scan over a wide range of energies.

and ϕ is the workfunction of the surface that the photoelectron needs to overcome to
be emitted into vacuum. The binding energies obtained from the kinetic energies of the
photoelectrons are element specific and thus give information on the elemental composition
of the investigated sample.

Figure 4.4 (b) depicts an XPS survey spectrum of In2O3. The spectrum shows photoemis-
sion and Auger peaks that can be assigned to indium, oxygen and carbon core levels. The
background signal is created by scattered electrons. When analysing XPS data in detail the
background is subtracted from the spectrum and the shape of the photoelectron peak is
fitted with a function consisting of a Gaussian and a Lorenzian contribution. The simplest
background is a linear background but often a Shirley or Tougaard background is used [84,
85].

The XPS core level peaks are labelled as nlj where n is the principal quantum number, l is the
angular momentum and j is the total angular momentum. The total angular momentum j
is defined as

|l− s| ≤ j ≤ |l+ s| (4.2)

with the electron spin s that can take values of either + 1
2 or − 1

2 . The two possible values of
s result in two j values for all orbitals with l ̸= 0. These different j values can have different
energies that can be observed as a doublet signal in the XPS spectrum. An example of
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Figure 4.5: The IMFP of electrons in gold as a function of the electron’s kinetic energy. The IMFP was calculated using
the TPP-2M equation [83].

this can be seen for the In 3d peak in Figure 4.4 (b). This effect is known as spin-orbital
splitting. The doublet peaks have specific area ratios based on the level of j degeneracy, i.e.
2:1, 3:2 and 4:3 for p, d and f orbitals, respectively.

Once the photoelectrons have been emitted from the atoms, they can only travel a limited
distance through the material before they are scattered by the atoms in the material. The
average distance that an electron can travel without experiencing any scattering is referred
to as the inelastic mean free path (IMFP). Figure 4.5 shows a plot of the IMFP of electrons
as a function of their kinetic energy. According to the figure, the IMFP of an electron with
a kinetic energy of 1000 eV is approximately 15 Å and will be even lower for lower kinetic
energies. This effect significantly limits the escape depth of photoelectrons from the sample
and gives XPS its high surface sensitivity.

XPS can be used to measure small changes in the binding energy of electrons that are caused
by changes in the chemical environment of the atom. Figure 4.6 (a) illustrates an example
of how XPS can be used to obtain chemical information of a material. The figure shows two
Mo 3d spectra of Mo-foil. Molybdenum can form many different chemical compounds in
which the Mo-atoms can take oxidation states from 6+ to 2-. The spectrum at the bottom
of Figure 4.6 (a) shows an oxidized Mo-foil and the top spectrum shows a metallic Mo-
foil. The two core level spectra both show the typical 3d5/2 and the 3d3/2 doublet with
the 3:2 intensity ratio. The oxidized Mo-foil has a Mo 3d5/2 peak at a binding energy
of 232.5 eV. This binding energy corresponds to Mo6+ from MoO3. Additionally, the
oxidized foil shows a small shoulder at approximately 231.2 eV, which indicates a small
amount of Mo5+ in the foil. The spectrum of the metallic foil shows a Mo 3d5/2 peak with
a binding energy of 228.2 eV. This binding energy is in good agreement with the binding
energy of metallic Mo0+.
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(a)                                                            (b)

Figure 4.6: (a) Mo 3d core level spectra of oxidized and metallic Mo-foil to illustrate the concept of chemical shifts in
XPS spectra. The binding energies of the different Mo-oxidation states is marked underneath the spectra.
The binding energies for the 3d5/2 core level are marked in black and the binding energy of the 3d3/2 are
marked in gray. (b) An XPS fit of the Mo 3d core level spectrum of a partially reduced Mo-oxide foil.

The oxidation state of the two Mo foils in Figure 4.6 (a) can be identified quite clearly
by looking at the spectra and comparing the measured binding energy of the XPS peaks
to literature values. However, to gain a quantitative understanding of the ratios of the
different oxidation states in the foils, the spectra need to be analyzed more carefully. This is
can be done by fitting the spectra. Figure 4.6 (b) shows the fit of a Mo 3d spectrum from a
partially reduced Mo-oxide foil. Mo6+, Mo5+ and Mo4+ can be detected in the material.
The ratio of the area of the functions for the different oxidation states is proportional to the
distribution of the oxidation states in the material.

To fit an XPS spectrum, the position and width of the peak have to be constrained, and a
fit function has to be chosen to fit the individual peaks. The peak positions are constrained
based on reference measurements or reference calculations of known materials. The peak
width is depended on how well-ordered a system is, the lifetime of the core hole and exper-
imental parameters. Well-ordered systems such as metals or gases give sharper peaks than
less ordered systems such as the oxides studied in this thesis.

There are different types of fit functions for XPS peaks. Most of these functions are a
mixture of a Gaussian and a Lorentzian contribution. The Gaussian contribution is associ-
ated with the experimental and thermal broadening of the XPS peak, and the Lorentzian
broadening originates from the lifetime broadening of the measured final state. There are
different ways to combine a Gaussian and a Lorentzian contribution in a function. The
common opinion is that the convolution of a Gaussian and a Lorentzian in the form of
a Voigt function is the most physically accurate way to fit XPS spectra. However, many
solids particularly oxides have many electronic states with very similar energies, which can
make a single Voigt function a non-ideal choice for fitting such spectra.
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(a)                                                        (b)

(c)                                                         (d)

Figure 4.7: Fits of the In 3d5/2 core level spectrum of In2O3(111) with four different fit functions to illustrate the effect
of peak shapes on the fit: (a) a pure Gaussian function, (b) a pure Lorentzian, (c) a Voigt function and (d)
sum of a Gaussian and a Lorentzian function.

To illustrate the effect of peak shape on the fit of an XPS spectrum, Figure 4.7 shows the four
fits of the In 3d5/2 core level spectrum of In2O3(111) with different fit functions: (a) a pure
Gaussian function, (b) a pure Lorentzian, (c) a Voigt function and (d) sum of a Gaussian
and a Lorentzian function. The Voigt function and the sum of Gaussian and Lorentzian
capture the shape of the core-level quite well. The sum of Gaussian and Lorentzian is
slightly more accurate at the tails of the peak and was, therefore, used to fit the In 3d5/2
core level spectra in paper [I] and [II].

XPS peaks of metals often show an asymmetric line shape. The asymmetry originates from
the metallic band structure that allows the transition of valence electrons across the Fermi
level into the conduction band. The energy required for this transition is subtracted from
the kinetic energy of the emitted photoelectron, creating an asymmetric tail of the XPS
peak. A Doniach-Sunjic lineshape is commonly used to account for the asymmetric shape
of metallic peaks [86].

While XPS generally offers extensive information about the electronic structure of various
materials, its application becomes challenging when characterizing insulating samples like
the Al2O3-supported catalysts studied in this thesis. When an X-ray beam is used to ex-
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Figure 4.8: Al 2p spectra of a NiMo/Al2O3 catalyst in 0.5 mbar H2 at two different temperatures to illustrate the effect
of charging at low temperature on the XPS spectra.

cite electrons from an insulator, the electrons can not be replenished as quickly as they are
emitted due to the slow charge transfer within the insulator. As a consequence of that,
insulating samples begin to charge positively under X-ray illumination [87]. This charging
effect increases the energy needed to excite more photoelectrons and can be observed as a
shift to lower kinetic or higher binding energies in the XPS spectrum. For highly insulating
samples the charging can reach several hundreds of electron volts. It is possible to calibrate
XPS spectrum to account for small shifts due to charging, but significant or inhomogen-
eous charging make it impossible to obtain usable spectra. There are, however, ways to
improve the transfer of electrons to the sample in order to reduce the charging during the
measurements. Increasing the temperature of the sample helps to reduce charging and so
does increasing the pressure since the gas can provide additional electrons. In UHV-XPS
measurements, a flood gun that shoots electrons at the sample can be used to overcome the
charging effects.

The effect of charging on the XPS spectra is illustrated in Figure 4.8. The figure shows
Al 2p spectra of a NiMo/Al2O3 catalyst in 0.5 mbar H2 at two different temperatures. The
spectrum at elevated temperature shows a single symmetric peak at 74.6 eV and the low
temperature spectrum shows a broader signal that appears to consist of multiple features.
However, the different features in the low temperature spectrum do not originate from
chemical shifts but are caused by in homogeneous charging.
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Figure 4.9: Illustration of a hemispherical electron energy analyzer showing the principle of how photoelectrons are
separated based on their kinetic energy.

4.2.2 Experimental setup

Above, we discussed that the binding energy of photoelectrons is obtained by measuring
their kinetic energy. In this section, we will focus on how the kinetic energy of photo-
electrons can be measured in UHV and how an XPS system can be upgraded to allow to
measure XPS at elevated pressure.

After emission to vacuum, the photoelectrons are detected using a hemispherical analyzer
with two hemispherical plates with opposite charge. As illustrated in Figure 4.9, the charged
hemispheres deflect electrons, and the electrons with too high or too low kinetic energy
will collide with one of the hemispherical plates. Electrons with a kinetic energy within
the chosen pass energy range, are transmitted through the electron analyzer onto the Multi-
Channel Plate (MCP), which contains an array of photo multipliers allowing for spatially-
resolved multiplication of the electrons onto a fluorescent screen and a CCD camera.

Due to the short IMFP length of electrons in gas, XPS has traditionally been limited to the
UHV pressure range. It is, however, possible to extend the pressure range of the technique
by modifying the experimental setup. The instrumental challenge is how to design an
experimental setup where the sample is kept at an elevated pressure while both the X-ray
source and the electron analyzer are under high vacuum, to allow both of these components
to function properly.

Figure 4.10 shows how this can be achieved. The X-ray source can be separated from
the sample by an X-ray transparent window that allows the X-rays to pass through but
effectively blocks gases from the sample environment. Typical materials for these X-ray
transparent windows are SiN, SiC or aluminum.

Separating the sample from the electron detector while simultaneously allowing electrons to
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Figure 4.10: Illustration of the setup of an APXPS instrument with an X-ray transparent window to the X-ray source
and differential pumping with electrostatic focusing to the electron analyzer. Figure adapted from ref-
erence [88].

pass onto the detector is more challenging. The solution is to use a differentially pumped
system. A nozzle with a hole is placed a few mm from the sample. The photoelectrons
can pass through the hole in the nozzle. The volume behind the nozzle is connected to
a pump that lowers the pressure towards the electron analyzer. This reduces the distance
that the electrons have to travel through the high pressure region, and reduces the gas
transmission into the analyzer. By using multiple differential pumping stages, the pressure
in the experimental chamber can be kept in the mbar range, while the electron analyzer is
able to operate at the desired pressure of approximately 10−8 mbar. To reduce scattering
of electrons as they pass through the differential pumping stages towards the hemispherical
analyzer, an electron lens system is used to refocus the photoelectron beam [89].

Standard APXPS setups have a nozzle opening with a diameter of approximately 2 mm.
Such a nozzle allows measurements at pressures of approximately 10 or 20 mbar. While
such pressures are sufficiently high to enable in situ and operando measurements of a solid
sample and the surrounding gas phase, it is still a relatively low pressure by the standards
of industrial catalysis.

Instrumental developments have pushed towards closing this pressure gap. Two approaches
have been taken to extend the pressure range of APXPS. The first approach is based on
development special sample holders that allow to measure AXPXS through graphene-based
membranes [90]. The second approach is to optimize the setup for measurements with
smaller nozzle openings that allow higher operational pressures in the experimental cell
[42]. The POLARIS setup, which enables APXPS measurements at a pressure of several
bar, was put into operation a few years ago [42]. These high operating pressures are made
possible by the use of hard X-rays in gracing incident angle in combination with micrometer
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sized nozzle openings drilled along the X-ray beam profile.

4.3 X-ray Absorption Near Edge Structure

The section above discussed how surfaces can be investigated by studying photoelectrons
emitted from the surface after the photoionization by X-rays. In this section we will instead
focus on X-ray Absorption Near Edge Structure (XANES) spectroscopy, which is used to
probe the electronic structure of unoccupied electronic states.

The X-ray absorption process, used in XANES, is illustrated in Figure 4.11 (a): An in-
coming X-ray photon of suitable energy excites a core-level electron into an unoccupied
electronic state. XANES measures the probability of the absorption of these photons by
the sample (absorption cross section) as a function of the photon’s energy. When the X-ray
photons have sufficient energy to directly excite a core level electron into an unoccupied
state, the absorption cross section increases significantly, resulting in an X-ray absorption
edge.

XANES spectra of the Mo k-edge for different molybdenum samples are shown in Figure
4.11 (b). The edge position and the post edge features both change with the oxidation state
of molybdenum, illustrating how XANES can be used to probe the oxidation state of metals.
XANES can be measured in different ways: (i) in transmission mode by measuring the
intensity of the X-ray beam before and after passing through the sample; (ii) in fluorescence
mode, where the fluorescence due to the relaxation of the excited atom after the X-ray
absorption, is measured, assuming that the X-ray absorption is directly proportional to the
fluorescence detected; (iii) by measuring the Auger electrons emitted from the excited atom
during the relaxation process, assuming that the X-ray absorption is directly proportional
to the number of detected electrons. This can be done either by measuring the electrons of
a specific Auger process (Auger yield) or by measuring all electrons emitted from the sample
(total yield).

In paper [III], we use XANES spectroscopy in transmission mode and fluorescence mode
to study the reduction of NiMo/Al2O3 catalysts by in situ measurements of the Ni and Mo
k-edge.

Owing to the extended penetration depths of X-rays in matter, XANES exhibits less sur-
face sensitivity than XPS, particularly when employed in fluorescence or transmission mode.
Consequently, the differentiation between bulk and surface contributions poses a consid-
erable challenge in XANES measurements.
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Figure 4.11: Panel (a) illustrates the excitation process of a core-level electron into an unoccupied state which gives
rise to the near edge adsorption features probedwith XANES. Panel (b) displays XANES spectra ofmetallic
Mo, MoO2 and MoO3, illustrating the sensitivity of the XANES to changes of the metal’s oxidation state.

4.4 Diffuse Reflectance Infrared Fourier Transform Spectroscopy

While XPS and XANES study the electronic structure of atoms and molecules, IR-based
spectroscopy is used to probe the vibrational states of molecules. Molecular bonds vibrate
with discrete frequencies corresponding to specific energies. At a temperature of absolute
zero all molecules are in their vibrational ground state and with increasing temperature,
higher vibrational states are occupied following Boltzmann’s law:

Ni

N0
=

gi
g0
e−∆E/kT (4.3)

where Ni is the population of the vibrational state i, gi the degeneracy of state i, ∆E the
energy difference between the ground state 0 and state i, k the Boltzmann constant and T
the temperature.

Particular vibrational modes of a molecules can be excited by the absorption of a photon of
the correct energy. Transitions between the nearest vibrational states typically have trans-
ition energies in the medium and far IR region (4000 - 400 cm−1 and 400 - 10 cm−1,
respectively). The transition between two vibrational modes is subject to selection rules
according to which only vibrational modes that are associated with a change in dipole mo-
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Figure 4.12: Illustration of the structure of (a) a pyridine molecule and (b) a pyridinium ion. Panel (c) shows the DRIFTS
spectra of Mo/Al2O3 and NiMo/Al2O3 at 150 ◦C after the adsorption of pyridine. The different vibrational
bands of pyridine can be assigned to pyridine adsorbed on Brønsted or Lewis acid sites.

ment can be excited directly [38].

Today most IR spectroscopy is done using a Fourier-Transform InfraRed (FTIR) spectro-
meter. This type of spectrometers are based on a Michelson interferometer. The polychro-
matic IR beam is split by a beam splitter and reflected by two mirrors to recombine the two
beams. The pathlenght difference of the two beams is periodically varied by moving one of
the mirrors back and forth. This periodic variation allows to perform a Fourier transform
between the time and frequency space to obtain the IR spectrum.

Over the years different types of IR spectroscopy have been developed. In heterogeneous
catalysis research, two main methods have been established. The catalyst can be pressed and
the IR beam is sent directly through the pressed sample to measure IR absorption. This
method was used in paper [B] in the work related to this thesis. Alternatively, the catalyst
can be ground to a fine powder and the IR beam is focused on the powder, which diffusely
reflects the beam at several powder grains and thus amplifies the absorption signal before
the IR beam is focused again. The later technique is called Diffuse Reflectance InfraRed
Fourier Transform Spectroscopy (DRIFTS). As part of my PhD, I built a DRIFTS setup
with which we are now investigating the nature of acid sites on Al2O3 supported catalysts.
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Table 4.1: Vibrational frequencies of liquid Pyridine and Pyridinium ions in C5H5NH+ (Cl−) given in cm−1 [38].

Notation Pyridine Pyridinium ion
C5H5N C5H5NH+ (Cl−)

8a 1583 1638
8b 1577 1608
19a 1481 1535
19b 1436 1485

DRIFTS can be used to study the acid sites of catalysts. There are two types of acid sites.
Lewis acid sites that accept electrons from adsorbates and Brønsted sites that donate pro-
tons to the adsorbates. The molecule pyridine has been established as a probing molecule
for Lewis and Brønsted acid sites of catalysts. The structure of pyridine is displayed in
Figure 4.12 (a). When pyridine is adsorbed on a Lewis acid site, it has a few vibrational
bands between 1700 cm−1 and 1400 cm−1. If pyridine is adsorbed on a Brønsted site, the
pyridine molecule is protonated to a pyridinium ion (see Figure 4.12 (b)). The vibrational
bands of pyridinium are shifted from the vibrational bands of pyridine by approximately
50 cm−1, which allows to differentiate the IR spectra of the two molecules quite clearly.
Table 4.1 lists the vibrational bands of liquid pyridine and pyridinium ions. The shift of
vibrational bands based on the protonation of pyridine allows to use the molecule to probe
the Lewis and Brønsted acid sites of a catalyst.

Figure 4.12 (c) shows the DRIFTS spectra of a Mo/Al2O3 and a NiMo/Al2O3 catalyst
after pyridine adsorption. These are the same catalysts that were studied in manuscript
[III]. The presented spectra were normalized by dividing the spectra by reference spectra
taken in vacuum at the same temperature prior to the pyrindine adsorption. The DRIFTS
spectra show that the co-impregnation of the Mo/Al2O3 with Ni significantly reduces the
number of Brønsted acid sites on the catalysts. Additionally, the observed bands shift to
a slightly higher wavenumber. This shift to higher wavenumbers shows an increase in the
strength of the acid sites [38].

4.5 Transmission Electron Microscopy

In transmission electron microscopy (TEM), an electron beam of approximately 80-300 kV
is directed through a sample and an image is detected on the other side of the sample by
detecting the electron beam using for example a fluorescent screen. Figure 4.13 (a) shows
an illustration of a TEM setup. Throughout the electron microscope different electronic
lenses and apertures are used to shape the beam and increase the magnification of the image.

The contrast of the TEM image is created by the interaction of the electrons with the
sample. Differences in the inelastic scattering of electrons or diffraction of electrons on
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Figure 4.13: (a) Illustration of the lens system of a TEM setup. The figure was adapted from references [91, 92]. (b)
STEM image of a NiMo/Al2O3 catalyst. (c)-(f) show the EDX images from the STEM image in (b) for Al, Ni,
Mo and the overlay the three metals, respectively. Images (b)-(f) were taken from paper [iii].

different spots on the sample give rise to the TEM contrast. Nowadays, TEM microscopes
can reach a resolution of up to 0.2 nm [92]. The resolution is limited by the electromagnetic
lenses, which suffer from multiple kinds of aberrations.

The TEM images presented in paper [III] were recorded in scanning transmission electron
microscopy (STEM) mode. In this mode, the electron beam is focused on the sample and
scanned across the sample to obtain an image. Figure 4.13 (b) shows a STEM image of a
NiMo/Al2O3 catalyst showing the irregular structure of the powder catalyst.

In order to assess the uniform impregnation of the Al2O3 support with Ni and Mo, an
analysis of the sample composition can be carried out using a TEM microscope. This ana-
lysis can be performed using either Electron Energy Loss Spectroscopy (EELS) or Energy-
Dispersive X-ray spectroscopy (EDX). In our case, EDX was utilized. EDX relies on the
inelastic scattering of electrons by the sample. When an electron is scattered inelastically
by an atom, a core electron of the atom can be emitted, leaving the atom in an excited elec-
tronic state. To relax the atom again, an electron from an outer shell can fill the core hole.
This process can be accompanied by the emission of an X-ray photon in a fluorescence pro-
cess. The wavelength of these photons is element specific. Thus, an element specific image
of the sample can be obtained by scanning the electron beam across the sample, measuring
an X-ray fluorescence spectrum and decomposing this spectrum by the element specific

38



energies. Figure 4.13 (c)-(e) shows the EDX images for Al, Ni and Mo, respectively, of the
NiMo/Al2O3 catalyst. These three images were overlayed on top of each other in 4.13 (f )
to illustrate the homogeneity of the deposition of the Ni and Mo on the Al2O3 support.
The images shows that the two metals were deposited quite evenly on the support.

4.6 Low Energy Electron Diffraction

Low Energy Electron Diffraction (LEED) is an experimental technique that uses the dif-
fraction pattern of electrons to probe surface structures. Figure 4.14 (a) illustrates the basic
setup of a LEED instrument. An electron beam is created by heating a filament and ac-
celerating the emitted electrons onto the sample. The electrons are backscattered from the
sample and interfere constructively or destructively, resulting in an interference LEED pat-
tern that is detected by the fluorescent screen. In order to ensure that this fluorescent screen
only detects elastically backscattered electrons, the backscattered electrons travel through a
few electrical grids that filter out most of the inelastically scattered electrons by applying
an electrical potential.

The detected LEED pattern represent the reciprocal lattice of the sample’s surface. To only
measure the surface structure and reduce contributions from the bulk, LEED uses low
energy electrons, which reduces the electron’s probing depth (in contrast to TEM). Typical
beam energies are around 20 – 1000 eV resulting in a probing depth of approximately 10 Å.

A full analysis of the LEED pattern allows to obtain bond lengths and angles of the surface
atoms, by a detailed analysis of the relative intensities of the diffraction spots as a function
of the electron energy. In manuscript [I] and [II] LEED was, however, only used to monitor
the surface structure of the In2O3(111) surfaces. Figure 4.14 (b) shows a LEED image of
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Figure 4.14: (a) Schematic sketch of a LEED setup and (b) a LEED image of an In2O3(111) surface taken with an accel-
eration volatage of 63 eV.
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the In2O3(111) surface with the 120 ◦ surface symmetry.

4.7 Temperature Programmed Reduction

Temperature Programmed Reduction (TPR) probes the temperature dependence of the
reduction of an oxide catalyst. A reducing gas, such as hydrogen or CO, is continuously
passed over the catalyst while the catalyst is slowly heated. The reduction of the catalyst is
monitored by measuring the gas composition of the reducing gas before and after passing
through the catalyst using a thermal conductivity detector or a mass spectrometer, or an
equivalent method.

For the NiMo catalysts, the TPR spectrum profile provides information on how the ratio of
different metals affects the reduction behaviour and how the reduction is affected by addi-
tional doping. Figure 4.15 shows TRP spectra of Mo/Al2O3, Ni/Al2O3 and NiMo/Al2O3
catalysts in H2 gas as a function of temperature. The Mo/Al2O3 catalyst shows a reduction
peak at approximately 500 °C and the Ni/Al2O3 shows a peak at approximately 550 °C.
In the literature the peaks are respectively assigned to the reduction of MoO3 to MoO2
and the reduction of NiO to Ni [77]. For the bimetallic NiMo/Al2O3 catalyst, the first
reduction peak is observed at a temperature of approximately 400 °C. This illustrates that
the two metals influences each other’s reduction behavior. To gain more insight into the
reduction mechanism of the bimetallic catalyst, we studied their reduction in more detail
with complementary techniques in paper [III]. Additionally, we used TPR and APXPS
in paper [V] to investigate how the promotion of NiMo/Al2O3 catalysts with Pt and Ru
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Figure 4.15: H2 TRP spectra of Mo/Al2O3, Ni/Al2O3 and NiMo/Al2O3 as a function of temperature.
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influences their reduction in H2.

4.8 Density Functional Theory

Density Functional Theory (DFT) is a theoretical method used to calculate the electronic
structure of atoms, molecules and solids from the fundamental laws of quantum mechanics
[93]. To gain a basic understanding of the DFT approach, let us consider a system consist-
ing of M nuclei and N electrons. The state of this system is described by its Hamiltonian
operator H, defined as the sum of the kinetic energy operator and the potential energy
operator of the system

H = Tnucl + Tel + Vnucl−nucl + Vnucl−el + Vel−el (4.4)

where Tnucl is the kinetic energy operator of the nuclei, Tel the kinetic energy operator of the
electrons and the three electrostatic potential operators V describe the interaction between
the electrons and nuclei.

The total energy of such a system in its ground state E is given by the time independent
Schrödinger equation:

HΦ(R, r) = EΦ(R, r) (4.5)

with Φ(R, r) the electronic wavefunction of the system defined by the coordinates of all M
nuclei R and the coordinates of all N electrons r.

In order to solve the Schrödinger equation, the wavefunction Φ(R, r) needs to be obtained.
However, due to the complexity of the electron-electron interaction Vel−el, the Schrödinger
equation can only be solved analytically for one-electron systems. To overcome this severe
limitation, different methods have been developed to solve the Schrödinger equation nu-
merically using approximations where necessary. The first approximation is usually the
Born-Oppenheimer-approximation, which treats the wavefunctions of the electrons and
nuclei independently of each other. This approach is based on the fact that the nuclei
move significantly slower than electrons and can thus be considered stationary relative to
the electrons [94].

Traditional electronic structure methods use the Born-Oppenheimer-approximation to ap-
proximate solutions to the Schrödinger equation by approximating the wavefunctions of all
electrons in the system. In the 60’s, Hohenberg and Kohn proposed an alternative approach
which forms the foundation of DFT. They provided a formal proof that the ground-state of
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a system with N electrons is uniquely defined by an electron density that depends on only
three spatial coordinates [95]. This approach forms the foundation of modern DFT and sig-
nificantly reduces the complexity of the Schrödinger equation, since DFT now only needs
to solve the density function ρ(r), instead of solving the wavefunctions as a function of the
coordinates of all electrons which sums up to 3·N spatial coordinates. This significantly
reduces the calculation time of DFT compared to traditional electronic structure methods.
However, this approach neglects the electron-electron interaction Vel−el. While Hohen-
berg and Kohn proved that there is a functional that accounts for this electron-electron
interaction, they did not propose how to define this potential.

A year later, Kohn and Sham introduced an effective potential to model the external poten-
tials and approximates the electron exchange and correlation interactions [96]. Since then
many different exchange-correlation energy functional have been developed. However, the
description of electron exchange and correlation remains the central challenge of DFT. The
functionals used for the calculations in this thesis are so-called hybrid functionals which ob-
tain the exchange-correlation energy functional partially from exact Hartree–Fock theory
and partially from approximations.

Several software packages have been developed to calculate electronic structures of matter
using the DFT approach. The calculations shown in this thesis were done with a soft-
ware package called VASP (Vienna Ab-inition Simulation Package) [97–100]. The calcula-
tions were done by my collaborator Dr. Minttu Kauppinen from Chalmers University in
Gothenburg, Sweden and University of Jyväskylä, Finland. The computational resources
were provided by C3SE (Centre for scientific and technical computing at Chalmers Uni-
versity of Technology in Gothenburg, Sweden) and NSC (National Supercomputer Centre
at Linköping University) through a SNIC grant.
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Chapter 5

Summary & Outlook

This thesis focuses on the characterization of the fundamental properties of two oxide cata-
lysts. The two investigated oxide catalysts are In2O3(111) model catalysts and NiMo-oxide
catalysts. The In2O3(111) model catalysts are studied as a model system for In2O3-based
catalysts used for CO2 hydrogenation to methanol. Manuscript [I] and [II] investigate the
interaction of the In2O3(111) surface with CO2, syngas and potential reaction intermedi-
ates using photoelectron spectroscopy and complementary DFT calculations. The studies
provide insights into the adsorption geometry of the respective molecules on the surface.
CO2 gas adsorbs as a carbonate on the In2O3(111) at low pressure and temperature. At
elevated pressure and temperature, the adsorption of carboxyl groups was observed on the
surface alongside the carbonate. Furthermore, it was observed that CO in the syngas mix-
ture promotes the formation of methoxy-groups on the In2O3(111). Additionally, the
poising effect of H2O and H2S on the CO2 adsorption on the surface was investigated.
The studies show that OH-groups originating from dissociated water on the surface limit
the adsorption of CO2 on the surface, and the dissociative adsorption of H2S completely
blocks the CO2 adsorption.

For future investigations, more controlled studies on the adsorption and the poisoning ef-
fect of H2S and other sulfur-based contaminations on the In2O3(111) surface could provide
further insights into the sulfur-based surface poising of this surface. Additional studies on
the surface poisoning effect of other syngas contaminants such as NOx could also be be-
neficial. Furthermore, the surface science investigations in this thesis focus exclusively on
the In2O3(111) surface. In order to obtain a more comprehensive picture of the surface
reactions on In2O3 surfaces, studies on other In2O3 surfaces are necessary. In that context,
the In2O3(110) surface is of special interest, since this surface has also been identified as
an active surface for CO2 hydrogenation. The experiments presented in this thesis are in
situ and ex situ investigations of the In2O3(111) surface. While such fundamental invest-
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igation of the In2O3(111) surface provide a lot of insights into the adsorption of gases on
the surface, they may not show the full picture of the surface’s behavior under reaction
conditions. Therefore, additional experimental studies of the In2O3(111) surface under
reaction conditions are of high interest to facilitate the understanding of the reaction mech-
anism. However, the CO2 hydrogenation reaction to methanol typically requires pressures
of 10 bar or even higher. This requirement for high pressure makes it very challenging to
study these type of reactions with the electron-based techniques used in this thesis. How-
ever, technical development of electron-based spectroscopy might allow for measurements
in this pressure range in future. Otherwise, complementary operado studies of In2O3(111)
might be possible by optical techniques such as IR-spectroscopy, Raman spectroscopy or
XAS.

The second part of this thesis investigates the reduction of alumina supported NiMo-oxide
catalysts and model systems of these catalysts. The experiments show that Ni and Mo facilit-
ate each other’s reduction, and highlight the impact of the alumina support and noble metal
promotors on the reduction of the catalysts. To gain a more detailed understanding of the
reduction process of NiMo-oxide catalysts, we designed a model system of these catalysts
based on NiMoO4 nanoparticles and performed in situ experiments on these model cata-
lysts. The experiments indicate that the reduction of the NiMoO4 nanoparticles proceeds
through a phase separation of the Ni- and Mo-oxide.

For future investigations of the NiMo-oxide catalysts, it would be beneficial to optimiz-
ing the deposition process of the nanoparticles to ensure that the resulting particles show
more resemblance with the industrial catalyst. Increasing the resemblance of the NiMoO4
nanoparticle model catalyst to the industrial catalysts involves decreasing the size of the
nanoparticles, optimizing the respective metal ratio, depositing the nanoparticles on alu-
mina substrate and try to grow trimetalic catalysts to model the effect of the noble metal
promotors. The experiments on the NiMo-oxide catalysts that are presented in this thesis
were limited to the reduction of NiMo-oxide catalysts and model systems of these catalysts.
Additional in situ and operando studies on the interaction of the NiMo-oxide catalysts with
organic molecules will provide more insight into the application of these catalysts for bio-
fuel upgrading.
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Contributions

Paper I: Effect of Different In2O3(111) Surface Terminations on CO2 Adsorption
Gericke, S. M., Kauppinen, M. M., Wagner, M., Riva, M., Franceschi, G., Posada-Borbón,
A., Rämisch, L., Pfaff, S., Rheinfrank, E., Imre, A. M., Preobrajenski, A. B., Appelfeller, S.,
Blomberg, S., Merte, L. R., Zetterberg, J., Diebold, U., Grönbeck, H. & Lundgren, E.

In this paper, we studied the adsorption of CO2 on three different surface terminations of
In2O3(111) in a combined XPS and DFT study. We could identify how CO2 adsorbs on
the different surface terminations and how hydroxyl groups on the surface limit the adsorp-
tion of CO2. Additionally, the adsorption of methanol and formic acid on the In2O3(111)
surface were investigated.

I wrote the beamtime proposals and was the main responsible for planning, preparing and lead-
ing the XPS experiments. I analyzed the XPS data and discussed the experimental results with
Minttu Kauppinen who performed the DFT calculations and wrote the theoretical sections of
the manuscript. I wrote the rest of the manuscript.

Paper II: Interaction of In2O3(111) with syngas and the effect of sulfur contam-
inant on CO2 adsorption on In2O3(111)
Gericke, S. M., Kauppinen, M. M., Wagner, M., Riva, M., Franceschi, G., Rämisch, L., Pfaff,
S., Ryan, P., Rheinfrank, E., Imre, A. M., Blomberg, S., Scardamaglia, M., Wang, W., Zetter-
berg, J., Diebold, U., Grönbeck, H. & Lundgren, E.

In this paper, we present in situAPXPS measurements of the interaction of In2O3(111) with
CO2, H2 and CO. The measurements are supported by complementary DFT calculations.
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Carboxyl-groups were detected on the surface at elevated CO2 pressure and temperature,
and CO appears to promote the formation of methoxy groups on the surface. Additionally,
we investigated the poisoning effect of sulfur-based contamination on the surface.

I wrote the beamtime proposals and was the main responsible for planning, preparing and lead-
ing the experiments. I analyzed the XPS spectra. Minttu Kauppinen performed the DFT calcu-
lations. I wrote the manuscript.

Paper III: In Situ H2 Reduction of Al2O3-Supported Ni- and Mo-Based Catalysts
Gericke, S.M., Rissler, J., Bermeo, M., Wallander, H., Karlsson, H., Kollberg, L., Scardamaglia,
M., Temperton, R., Zhu, S., Sigfridsson Clauss, K. G., Hulteberg, C., Shavorskiy, A., Merte,
L. R., Messing, M. E., Zetterberg, J. & Blomberg, S.

This paper discusses the reduction of NiMo/Al2O3 catalysts and model systems of these
catalysts in H2, which was studied in situ using APXPS and XANES. Additionally, the
morphology of the catalysts was studied with TEM. The in situ reduction experiments
showed that the reduction is strongly influenced by the Al2O3-support as well as the ratio
of Ni and Mo.

I took part in the beamtime planning and the beamtime. I analyzed the APXPS data and
discussed my results with the other co-authors who analyzed the XANES and TEM data. I
wrote the main part of the manuscript.

Paper IV: In situ AP-XPS reduction study of engineered NiMoO4 nanoparticles
Elmroth Nordlander, J., Gericke, S. M., Bermeo Vargas, M., Ternero, P., Wahlqvist, D., Hall-
böök, F., Scardamaglia, M., Zetterberg, J., Ek, M., Messing, M. & Blomberg, S.

This paper discusses the reduction of NiMoO4 nanoparticles in H2. The nanoparticles were
imaged with TEM before and after the reduction and the reduction was followed in situ
using APXPS. Our results indicate that the reduction of NiMoO4 nanoparticles proceeds
via a phase separation of Ni and Mo.

I took part in the planning and preparation of the beamtime and the measurements. I particip-
ated in discussions on the data analysis and the manuscript.

Paper V: In situ APXPS and TPR reduction study of Pd-NiMo and Ru-NiMo
catalysts
Hallböök, F., Gericke, S. M., Kristensen, T., Elmroth Nordlander, J., Karagoz, B., Van Spron-
sen, M., Hulteberg, C., Zetterberg, J. & Blomberg, S.

This paper discusses the reduction of noble metal promoted NiMo/Al2O3 catalysts in H2.
Our in situ APXPS and H2-TPR study shows that the addition of these noble metals im-
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pacts the reduction characteristics of the NiMo-based catalysts. Different reduction beha-
viors were observed for the promotion with Pd and Ru.

I wrote the beamtime proposal for the APXPS measurements. I took part in the planning and
preparation of the beamtime and the measurements. I participated in discussions on the data
analysis and the manuscript.
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