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Abstract

This thesis makes a contribution to systemic risk literature in the European
banking system. The intimate interdependence between the European banking
industries and the fragile GIIPS debt market has jeopardized the banking sector
in Europe. The threats of unfavourable financial conditions in European bank-
ing sufficiently highlight the importance of the dissertation’s distinct focus on
systemic risk measurement and on the risk drivers. The outcomes of the three
included papers give support to the European authorities to enact comprehen-
sive macroprudential regulation schemes.

The first paper estimates the systemic risk contributions of GIIPS-block bank-
ing on 14 major banking systems in Europe. The CoVaR measure further eval-
uates the magnitude of risk using two methods; quantile regression and DCC.
Our results indicate a substantial spillover effect of GIIPS banking on the exam-
ined banking systems. In other words, the countries’ banking sectors are in part
driven by systemic risk in the GIIPS banking system. We also find supporting ev-
idence of amplified spillover effects from the GIIPS-block banking sector during
the financial crises.

The second paper firstly quantifies the sovereign debt spillovers based on
daily returns of GIIPS and individual banks’ CDSs over the period of 2007-2015.
Then, it examines banks’ financial features and financial markets’ circumstances
that determine variations in the banks’ sovereign risk exposures. We find those
banks that hold higher assets in times of crisis or work in markets with unfa-
vorable profiles, i.e. low returns and high idiosyncratic risks tend to be further
susceptible to sovereign risk. However, we do not observe that variations in the
risk exposures have been driven by dissimilarities in individual fundamentals
such as leverage, debt-to-cash, and market-to-book value of equity ratios.

The third paper analyzes the main determinants of systemic contagion from
an individual country’s banking sector to the whole banking industry of Europe
in 1999-2013. The results show that differences in systemic risk contribution are
driven by a combination of balance-sheet characteristics and macroeconomic
conditions such as the country-level VaR, crisis episodes, size or total asset, bi-
lateral loan, market-to-book ratio, stock market returns, and industry produc-
tion index (IPI).

Keywords: Systemic Risk, CoVaR, GIIPS, Quantile Regression, DCC, CDS
JEL Classification: G01, G21, E43, N24, H63, F30
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Introduction

1 Background and Objectives

Systemic risk, as a permanent threat to worldwide financial systems,
has recently drawn the attention of economists and authorities to miti-
gate its effects. A sequence of financial crashes in the last three decades,
i.e. in Asia, Russia, Argentina, the US, and Europe, provides sufficient
evidence on the importance of systemic risk. The fact that economies
are complicatedly linked produces large and costly consequences to fi-
nancial markets. That is, the interdependence between financial entities
creates sequential failures of other institutions (Huang, Zhou, and Zhu,
2009; Adrian and Brunnermeier, 2016). Such adverse effects or spillovers
are principal causes of the systemic risk of financial systems and the in-
tuition behind this research. In contrast to the well-known risks in bank-
ing, such as credit, market, liquidity, and operational, there is no unique
definition for systemic risk. Simply, this type of risk has been recognized
with a low probability of occurrence but significant consequences for the
health of economies. Generally, it can be characterized by three common
features: (a) affecting a substantial portion of the financial markets; (b)
exposing negative externalities; and (c) necessitating public authorities’
intervention to deter or mitigate the risk externalities (Borri, Caccavaio,
and Di Giorgio, 2012).

The most serious impacts of the global financial crisis of 2007-2009
appeared and extended in Europe immediately after the US market’s fail-
ure. Two years after the crisis, five of the Eurozone countries (Greece,
Ireland, Italy, Portugal, and Spain, denoted as GIIPS) failed to meet their
financial commitments without receiving bailout packages. These coun-
tries persistently experienced little economic development and large pub-
lic debt growth (Black et al., 2016). These facts sufficiently highlight the
importance of the dissertation’s distinct focus on systemic risk measure-
ment at the European level.

Systemic risk studies might be conducted for various financial insti-
tutions such as commercial banks, investment banks, insurance com-
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panies, and pension funds. We intentionally focus on evaluating risk
spillovers among banks. Our main reasoning is that banking systems
have special features, meaning: their complex structure, high leverage,
low cash-to-asset and low capital-to-asset ratios, high interconnected-
ness, and large ownership of market capitalization. In this respect, banks
appear to be exposed to undesirable externalities more than other fi-
nancial institutions. As an example, in 2011, after the sovereign risk ex-
pansion, some European banks had to write-off the Eurozone sovereign
debts in their balance sheets (Kalbaska and Gątkowski, 2012). In a study,
Engle et al. (2015) examined their risk measure, SRISK, using a sam-
ple of 196 large European financial firms consisting of all banks, insur-
ance companies, financial services, and real-estate firms over 2000-2012.
They showed that banks and insurance companies bear approximately
83% and 15%, respectively, of systemic risk exposure. In addition, the
malfunctioning of the banking system can be very costly to the stability
of the financial sector, economic growth, employment, and social wel-
fare, as was apparent in the last subprime crisis (Huang, Zhou, and Zhu,
2009).

This thesis contributes to the existing studies on systemic risk as it
attempts to quantify the systemic risk contributions of the ”GIIPS-block”
or country-wide banking industries to other major European banking
systems. In this respect, it is the first study that sheds particular light
on systemic risk in European banking at the country level, as opposed
to related studies that emphasize individual banking levels. The thesis
examines all of the distressed countries in a single index such as the GI-
IPS index, or the country-level banking index. Another notable deviation
from the literature is that it incorporates new explanatory variables that
better obtain the strength of banking industries’ interdependence. As-
sessing the risk exposure using the new set of influencing variables can
contribute to the explanatory power of the models.

Comprehensive macroprudential supervision, which considers the
European banking system as a whole, is crucial for achieving financial
stability. This type of supervision outperforms the traditional micropru-
dential regulation that unintentionally gives banks strong incentives to
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pose more of a risk to the system (Black et al., 2016). Therefore, the
present study does not intend to illustrate countries or markets that initi-
ate systemic risk but attempts to distinguish the major characteristics of
a country’s banking industry and macroeconomy that determine its sys-
temic importance. The research outcomes will benefit the European au-
thorities by identifying Systemically Important Banking Industries (SIBIs)
while imposing macroprudential policies. The research also provides
regulators with basic hints and implications to limit or prevent systemic
risk before any likely crisis.

2 Measuring Systemic Risk

Recently, there has been considerable interest in measuring systemic
risk due to its importance. A formulated measure must be capable of
accounting for the possible systemic nature of a financial institution’s
risk and the degree of sensitivity of global financial markets to adverse
shocks. Having considered various methods for evaluating systemic risk
such as Systemic Expected Shortfall (SES), Systemic Risk Index (SRISK),
Marginal Expected Shortfall (MES), Shapley Value methodology, and Lehar’s
approach, we prefer the Conditional Value at Risk (CoVaR) approach.

Banking j ’s CoVaR relative to the i banking sector is defined as the
VaR of banking industry j conditional on the i banking sector being in
distress or conditioning on some event C (X i ) of the i banking sector.
The difference between the CoVaR conditional on the distress of i and
the CoVaR conditional on the normal state of i , which is referred to as
¢CoV aR j |i , captures the marginal contribution of i ’s banking to the over-
all systemic risk of the banking industry j . The CoV aR j |i can be explic-
itly defined as the qth quantile of the conditional probability distribu-
tion. CoV aR j |i can be explicitly defined as the qth quantile of the con-
ditional probability distribution.

Pr (X j
t ∑CoV aR j |C (X i

t )|C (X i
t )) = q

and ¢CoV aR j |i denoting banking i ’s contribution to country j ’s bank-
ing, is defined as
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¢CoV aR j |i =CoV aR j |X i
t =V aRi

q °CoV aR j |X i
t =Medi ani

The conditioning enables us to extract externalities embedded in the
fundamental comovement of financial institutions. Other advantages of
CoVaR are its straightforward computation, its simplicity, and its bene-
ficial output. As an example, the systemic risk contribution that is mea-
sured by CoVaR can be utilized as a basis to tax Systemically Important
Financial Institutions (SIFIs) to punish them by requiring an enhanced
capital buffer. Through acting on a comprehensive regulatory frame-
work, financial authorities can internalize externalities created by SIFIs.
(Adrian and Brunnermeier, 2016; Acharya, Engle, and Richardson, 2012;
Acharya et al., 2010). There are different methods for calibrating CoVaR
such as quantile regressions, multivariate GARCH, Dynamic Conditional
Correlation (DCC), cupola functions, and bootstrapping of returns. In
this research we use quantile regressions and DCC, which are appealing
for their simplicity and efficient use of data.

3 Data

Unlike Adrian and Brunnermeier (2016), who perform their analysis
by focusing on the market value of total assets, we employ banking eq-
uity indices, in the first and the third paper, and credit default swap (CDS)
spreads, in the second paper. The forward-looking nature and real-time
availability of equity market data offers an instantaneous and straightfor-
ward assessment of any conceivable events in the banking system. Stock
indices proxy for the financial market conditions since banking equities
reflect each and every communicated figure in the markets.

Concerning the use of CDSs in the second paper, a key advantage of
using CDS data is that it provides a much more direct measure of credit
risk of the GIIPS sovereign debt. The sovereign CDSs are insurance-like
contracts and the CDS spreads are the cost of insurance to protect in-
vestors against losses on sovereign debts. In other words, CDS spreads
reveal all information about the underlying debt and serve as a proxy for
the counterparty’s credit default probability and the economic circum-
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stances (Kalbaska and Gątkowski, 2012; Alter and Beyer, 2014; Ang and
Longstaff, 2013).

4 Overview of the Papers

4.1 Paper I

Measuring the Exposure of European Banking to the Risk of the GIIPS

Banking Sector

The GIIPS countries, i.e. Greece, Ireland, Italy, Portugal, and Spain,
have been particularly vulnerable thanks to the unfavorable financial con-
ditions and the sovereign debt crisis. This paper evaluates the systemic
risk contributions of GIIPS-block banking on 14 major banking systems
in Europe. In great detail, we evaluate and measure the systemic risk flow
of banks in the GIIPS countries to the rest of the major European bank-
ing systems. The CoVaR measure further evaluates the magnitude of risk
using two methods: quantile regression and DCC. The non-parametric
quantile regression delivers unbiased estimates since it does not depend
on restrictive distributional assumptions. Additionally, quantile regres-
sion estimates, relative to the ordinary least squares regression, are more
robust against outliers. This estimator effectively detects the presence of
systemic risk in European banking since it does not require stock indices
to be symmetric or tail-independent. After computing the risk measures,
a Guntay-Kupiec (GK) test has been employed to distinguish between
systemic risk and systematic or market risk (Guntay and Kupiec, 2014).

Our results firstly indicate a substantial spillover effect of GIIPS bank-
ing on the examined banking systems, which cannot be explained by VaR
measures. Second, larger systemic risk was evident during the recent fi-
nancial crisis due to higher volatility and correlation. Finally, the GK test
indicates that the quantile regression method yields larger negative Co-
VaR values than the DCC method. Under the alternative hypothesis of
the GK test, the magnitude of the non-parametric quantile regression es-
timator reflects tail-dependence in the sample data. That is, we find ev-
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idence supporting the existence of significant spillover effects from the
GIIPS-block banking sector. To sum up, the countries’ banking sectors
are in part driven by systemic risk in the GIIPS banking system.

4.2 Paper II

Determinants of Banks’ Exposure to the Eurozone Debt Risk

The sovereign debt crisis began in 2009 across Europe and devastat-
ingly impacted the real economy. The intimate interdependencies be-
tween the European banks and the fragile GIIPS debt market motivate
this paper’s focus on investigating the triggers of the European banks’ ex-
posure to the GIIPS sovereign debts. More specifically, this paper investi-
gates banks’ financial features and financial markets’ circumstances that
determine variations in the banks’ sovereign risk exposures. To this end,
the paper firstly quantifies the sovereign debt spillovers based on daily
returns of GIIPS and individual banks’ CDSs over the period 2007-2015.
Then, it examines bank-specific and market condition determinants on
the risk exposures by running fixed-effects panel regression.

We find those banks that hold higher assets in times of crisis or work
in markets with unfavorable profiles, i.e. low returns and high idiosyn-
cratic risks tend to be further susceptible to sovereign risk. Moreover,
sovereign risk is persistently driven by the flows of global markets such
as the subprime crisis and the Eurozone debt crisis effects. Finally, we do
not observe that variations in the risk exposures have been driven by dis-
similarities in individual fundamentals such as leverage, debt-to-cash,
and market-to-book value of equity ratios.

4.3 Paper III

Determinants of Systemic Risk in European Banking

This paper analyzes the main determinants of systemic contagion
from an individual country’s banking sector to the whole banking indus-
try of Europe. Using a dataset of 15 banking industries and stock returns
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from 1999-2013, the paper initially measures the risk spillover from these
banking industries to the European system. To determine the role of dif-
ferent attributes in the risk expansion, we then run dynamic GMM panel
regression of the CoVaR measure on idiosyncratic country-level funda-
mentals and macroeconomic variables. To this end, several banking and
macroeconomic factors have been selected to investigate their influence
on the risk expansion.

The results show that differences in systemic risk exposure are driven
by a combination of balance-sheet characteristics and macroeconomic
conditions such as the previous one-year lag of systemic risk, country-
level VaR, crisis episodes, size or total asset, bilateral loan, market-to-
book ratio, stock market returns, and industry growth index or industry
production index (IPI). Large banking industries are closely connected
within the European banking system through assets/liabilities, invest-
ments, and other connection channels. Supposedly protected banks have
less incentives to implement stringent risk measures and disciplines. In
other words, the implicit bailout guarantees enhance the risk appetite of
those banks. This outcome supports the claim that large and intercon-
nected European banks should be subject to greater regulatory standards
by European macroprudential regulation schemes. In addition, the sys-
temic risk indicator for European banks was heightened at the peak of
the global and debt crises, in 2008-2011, due to higher correlation and
volatility in the market. Finally, other causes of the risk in European
banking are the VaR of each single banking industry, the performance of
each country’s stock market, market-to-book ratio, IPI, and the new vari-
able, introduced by this paper, namely bilateral loans between country
pairs.

5 Policy Implications

Systemic risk in banking is one of the main reasons why banks are
regulated and supervised since it undesirably induces negative effects
in the rest of the economy through transmission or contagion of dis-
tress. In addition, the ongoing integration, globalization, and the con-
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solidation process in the banking business render obvious indications
for systemic risk expansion in banking. As occurred during the European
sovereign debt crisis, banks found themselves severely under-capitalized
because they had not accumulated a capital buffer for their risk exposure.
The risk measures can be employed to calibrate the systemic risk capital
surcharges or capital requirements. A capital requirement based on a
forward-looking manner initiates ex-ante motivations for banks to carry
out activities that generate less systemic risk. In addition, it must raise
the capital reserve of systemically influential banks and thus protect the
whole financial system against the risk spillovers (Adrian and Brunner-
meier, 2016).

Managing and mitigating systemic risk requires a comprehensively
counter-cyclical regulation to be brought into action. Risk management
policy is procyclical when it is able to magnify economic or financial fluc-
tuations. As an example, the capital requirement regulations of the Basel
II accord have been criticized for their possible procyclicality. In con-
trast, a risk management policy, e.g. regulations about capital require-
ment, is called countercyclical if it works against the fluctuations in the
economy. For instance, when the economy is in an upswing, the coun-
tercyclical policy raises capital requirement and, in contrast, reduces the
capital surcharge when it is in a downturn. This in turn requires supervi-
sors to consistently examine the drivers of systemic risk and to recognize
systemically important banking industries, or SIBIs. The dissertation’s
results have implications for shaping such regulatory policies and im-
posing macroprudential regulations before entering periods of height-
ened uncertainty.

Interdependence between banks and sovereign risk is extremely im-
portant when setting regulatory capital requirements. The findings, in
the second and the third papers, suggest that some factors are much
more important than others in determining systemic risk contributions.
In dealing with or preventing the sovereign crashes, an optimal capital
reserve should be used to appropriately weight the different risk sup-
pliers as a function of their relative importance. Regarding the second
paper’s observations, a possible and effective way of allocating proper



9

weights is to detect sovereign risk zones. The explanatory power of market-
based variables in this study lends support to that purpose. In the next
step, pricing the CDSs of these risky sovereigns must be emphasized in
the future plans. Mispricing, i.e. overpricing or underpricing, of the CDSs
not only leads to a misallocation of assets but also disorders the risk-
weights for holding adequate capital.

To sum up, regulation based on the risk of financial institutions in
isolation can lead other financial entities to take excessive risk. Regu-
lation should reflect the systemic contribution to minimize the adverse
effects of possible domino-like collapses once designing capital require-
ments. Ideally, adjustments in the regulatory capital or capital require-
ment must be countercyclical. That is, the rise in regulatory capital should
take place before the spread of crises and not in the course of crises.

To conclude, the aforementioned financial and macroeconomic fac-
tors are the major reference to establish the amount of additional capital
requirements for SIBIs and to maintain the stability of the system. Dur-
ing crises, policymakers require adequate responses or remedial policy
actions to safeguard the financial market. However, prior to the advent
of any distress in the banking markets, the design and implementation of
those policies in Europe require careful and comprehensive monitoring
of the significant risk drivers. A predictive or forward model that incor-
porates those risk determinants can be employed to calibrate the capital
requirements in a counter-cyclical fashion. That is, the rise in regulatory
capital or capital requirement should take place before the spread of a
crisis and not at the occurrence of that episode.
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Abstract

This paper attempts to evaluate the systemic risk contribution of GIIPS-
block (Greece, Ireland, Italy, Portugal, and Spain) banks on banking in-
dustries of the rest of major European countries. To quantify systemic
risk, the Conditional Value-at-Risk (CoVaR) approach has been employed.
In order to empirically calculate the magnitude of risk, the CoVaR mea-
sure is further evaluated by quantile regression and Dynamic Conditional
Correlation (DCC). Our results firstly indicate a significant spillover ef-
fect of GIIPS banking on the examined banking systems. Second, larger
systemic risk was evident during the last financial crises. This period
was highly volatile and European banking indices were strongly corre-
lated with the GIIPS banking index. Finally, the Guntay-Kupiec test is
employed to distinguish between systemic risk and systematic risk. Our
findings designate that the non-parametric method, quantile regression,
yields larger CoVaR values than the parametric method based on the bi-
variate Gaussian distribution.

Keywords: Systemic Risk, CoVaR, Quantile Regression, DCC, Correlation
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1 Introduction

Systemic risk demonstrates part of the nature of a financial crisis in
which either many financial institutions fail to perform appropriately
or one institution’s failure contagiously causes the failure of other insti-
tutions. Huge losses and failures of banks or financial institutions can
cause negative externalities or spillovers in the rest of the financial mar-
kets. Systemic risk measures provide a way to quantify the strength of
loss and to capture the negative externalities. In other words, the mea-
sures estimate the magnitude at which the risk to a financial system in-
creases due to distress in a particular financial firm (Adrian and Brunner-
meier, 2016).

Systemic risk analysis and risk measurement are fairly new research
topics. The sequence of the financial crashes at the end of the 1990s,
such as crises in Mexico in 1994, Asia in 1997, Russia in 1998, Argentina
in 1998, and Brazil in 1999, and the recent financial instability of 2007-
2008 provides ample evidence of the importance of taking this risk into
account. Systemic risk is associated with a low probability of occurrence
but severe consequences for the health and well-being of economies (De
Bandt and Hartmann, 1998). As a result of that importance, recently,
there has been considerable interest in finding alternative risk measures
that do not suffer from Value at Risk’s (VaR) shortcomings. The measure
must be capable of accounting for the possible systemic nature of a fi-
nancial institution.

VaR is a broadly accepted risk measure that computes the stand-alone
risk of loss on a specific risky asset or portfolio. This measure has been
criticized as not conveying any implication of the loss of an institution if
an adverse movement occurs for another institution. In other words, the
VaR of a financial entity misleadingly under-evaluates the extent of joint
covariation in the returns of that entity during extreme events. For that
reason, during market crises and disturbances, when the comovement
between markets and financial institutions’ assets is considerably high,
VaR does not reflect the systemic risk properly. This, in turn, can desta-
bilize the financial markets and trigger collapses when they would not
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occur otherwise. Therefore, imposing financial regulations based only
on the risk of a country’s banking industry in isolation might not be suf-
ficient to protect that industry against systemic risk (Hong, 2011; Adrian
and Brunnermeier, 2016).

In contrast to VaR, there is almost no agreed definition for systemic
risk. However, it is acknowledged as the risk of collapse or failure of a
chain of financial institutions, resembling a domino effect (Kaufman and
Scott, 2003). According to the Bank for International Settlements (BIS)
"the risk that the failure of a participant to meet its contractual obligations
may in turn cause other participants to default with a chain reaction lead-
ing to broader financial difficulties" (cited in Kaufman and Scott, 2003).

In this study, we essentially focus on evaluating the risk spillover among
banking industries. The motivation arises due to the fact that banks are
one of the most prominent financial intermediaries in the economy. They
are connected directly and indirectly through interbank deposits, inter-
bank loans, payment system clearings, and serving similar deposits or
loans. The malfunctioning of banking systems can be very costly to the
real economy, as been shown in a number of financial distresses and
crashes including the recent subprime crisis (Huang et al., 2009). Since
the early 19th century (for example, Thornton’s paper of 1802), it has
been recognized that problems in one bank can spillover or externalize
into the rest of the banking systems and other financial institutions. To
sum up, the significant role of banks amongst other financial intermedi-
aries, their intense inter-connection, and their large ownership of market
capitalization or assets are remarkable enough to convince us to focus
distinctly on the systemic risk event in the banking sector.

The GIIPS countries have been particularly vulnerable in the past 10
years thanks to the adverse financial conditions and the sovereign debt
crisis. The sovereign debt crisis began in 2009 across Europe following
the US subprime crisis and the failure of the banking industries in Ice-
land and the Middle East. The distress extended largely to Greece, Ire-
land, and Portugal in 2009. While the debt crisis was most severe in these
countries, Italy and Spain were also identified as financially vulnerable
countries during the crisis period (Lane, 2012). We investigate, in great
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detail, the systemic risk flow of banks in the GIIPS countries to the rest
of the major European banking systems. Therefore, a total of 14 major
European banking systems are considered in this study. In addition, ow-
ing to the striking role of the subprime crisis for the functionality of Eu-
ropean banks, we also examine the variation in the systemic risk both
before and after the crisis.

This paper contributes to the existing studies on systemic risk as it at-
tempts to quantify the systemic risk contribution of the fragile European
banking systems, in GIIPS countries, on other major European banking
industries. The existing literature on systemic risk does not examine the
contagion risk flow from the GIIPS banking sector on the rest of the ma-
jor banking industries at the country level. For instance, Martin Schüler
(2002) evaluated fluctuations in the systemic risk potential in European
banking. He shows some evidence of a rise in interdependencies among
European banks in 1980-1995. In addition, some of the previous litera-
ture suggest that bond spreads or sovereign CDSs are the major drivers
of systemic risk in European banking. As an example, Ang and Longstaff
(2013) examined the systemic sovereign credit risk in the US and Europe.
Reboredo and Ugolini (2015) investigated systemic risk in the European
debt market both before and after the arrival of the Greek debt crisis.

The current paper employs the CoVaR methodology, as introduced
by Adrian and Brunnermeier (2016). The authors define a banking in-
dustry’s contribution to systemic risk as the difference between the Co-
VaR conditional on that industry being under distress and the CoVaR in
the median state of that banking industry. According to the authors, Co-
VaR is a measure used to study tail risk and volatility models. By defining
the conditional risk, it is possible to capture the potential risk spillover
among banking systems, which was not feasible using the standard VaR
method. We evaluate the CoVaR measure by employing two methods:
quantile regression and the DCC method of conditional correlation. One
can consider involving other possible methods for calibrating CoVaR such
as cupola functions or bootstrapping of returns, but these two methods
are attractive with respect to their simplicity and efficiency in handling
data. The quantile regression framework competently estimates the Co-
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VaR measure since it considers only the tail correlation taken from the
entire observations. On the other hand, the DCC method delivers time-
varying estimates of systemic risk between two banking industries while
quantile regression does not generate those kinds of output. Since cor-
relation among banking industries is one of the very features of creating
systemic risk, we implement a time-varying correlation structure of the
DCC model. In addition, employing the daily DCC-CoVaRs also enables
us to observe fluctuations in the risk spillovers during the course of crisis.

In this study, we also empirically test the robustness of the quantile
regression CoVaR in measuring systemic risk by newly introduced test
statistics. Following the Guntay and Kupiec test (GK)(2014), we compare
the non-parametric CoVaR estimator, i.e. quantile regression, with its
Gaussian parametric counterpart. Since the quantile regression method
does not require the banking indices to be symmetric or tail-independent,
it can help us to discover the presence of systemic risk in the returns.

Concerning the use of data, there are two approaches to calculate
systemic risk. The first approach is related to firm-specific information
and characteristics such as size, leverage, liquidity, etc. The second ap-
proach is associated with publicly available market data, such as stock re-
turns, option prices, and CDS spreads, as they are supposed to reveal all
information about listed financial firms (Benoit et al., 2013). Adrian and
Brunnermeier (2016) conducted their analysis by focusing on the market
value of total financial assets. As a deviation from these, we use banking
equity indices for the risk evaluation. The forward-looking nature and
real-time availability of equity market data offers an instantaneous and
clear gauge of systemic risk.

The remainder of this paper is organized as follows: Section 2 reviews
the current literature on the topic and the methods; Section 3 describes
briefly the data and the sources of data collection; in Section 4 we further
explain the CoVaR measure, the applied methods, and the GK test statis-
tics; Section 5 presents the CoVaR and the GK test results; and Section 6
concludes.
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2 Literature Review

In recent years, different approaches have been adopted in the ex-
isting literature to examine and quantify systemic risk. For instance, De
Nicolo and Kwast (2002) estimated systemic risk using a measure of in-
terdependencies of financial institutions. The authors measured total
interdependencies by the correlations of stock returns of large banking
organizations. They found a significant upward trend in the stock return
correlations between large and complex US banking organizations dur-
ing the period 1988-1999. The authors conclude that the potential sys-
temic risk in the banking sector might have been boosted due to factors
other than consolidation activity in banking1.

By employing the Monte Carlo simulations, Lehar (2005) suggests
measuring the systemic risk based on Merton’s (1973) model. The author
finds the probability of default that a certain fraction of banks with to-
tal assets of more than a certain percentage of all banks’ total assets will
go bankrupt in a short period of time. The probability of default is ex-
tracted from the relationship between a bank’s asset value and its liabil-
ities. Through applying a structural model, namely Merton’s model, Al-
lenspach and Monnin (2009) extend Lehar’s approach. The authors stud-
ied the development of correlations between large international banks’
asset-to-debt ratios over the period 1993-2006 and calculated a systemic
risk index for that period. They found that the correlation between banks’
asset-to-debt ratios shrinks in the first segment of the sample period and
then increases after 2000.

As an alternative to structural models, Bhansali et al. (2008) quanti-
fied systemic risk and evaluated the magnitude of the credit risks faced
by the financial markets. They implemented a linear three-jump model
on the prices of credit derivatives, denoted by CDX for the US and iTraxx
for Europe. Moreover, to quantify the relative magnitudes of macroe-
conomic risks embedded in the prices of tranches of liquid credit in-
dices, three kinds of default event were incorporated into the model:

1De Nicolo and Kwast (2002)remark that finding these factors could be a fruitful theme
for future research.
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firm-specific defaults, industry-wide defaults in a specific sector of the
economy, and economy-wide or system defaults. Their findings indicate
that a larger fraction of the total credit risk was associated with the sys-
temic credit risk in the last subprime credit crisis.

Huang et al. (2009) suggest a framework for measuring systemic risk
by the price of insurance against financial distress. The setup was based
on ex-ante measures of default probabilities of individual banks and fore-
casted asset return correlations. This indicator offers an insight into the
market perception of the level of theoretical insurance premium that pro-
tects the firm against distressed losses in the banking system. According
to the authors, the indicator is higher when the average failure rate in-
creases or when the exposure to common factors rises.

Many studies have also been conducted on the methodologies of mea-
suring the systemic risk contribution of individual banks. Tarashev et al.
(2009) propose an approach to estimate the systemic importance of indi-
vidual financial institutions using the Shapley Value methodology1. The
authors proved that this methodology can be utilized and extended for
the calibration of a macroprudential capital buffer.

Acharya et al. (2010) propose a framework for formalizing and mea-
suring systemic risk that is both model-based and practically relevant.
They empirically demonstrated that each financial institution’s contri-
bution to the system can be measured through Systemic Expected Short-
fall (SES). For an individual institution, SES is its propensity to be under-
capitalized when the system as a group is undercapitalized. Similarly, in
order to produce a systemic risk index for a firm, Brownlees and Engle
(2012) propose an empirical methodology to measure capital shortage of
the individual firm given its degree of leverage and Marginal Expected
Shortfall (MES).

1The Shapley value method originates from cooperative game theory. It designs a way of
assigning the collective payoff created by a group to the individual contributors.
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3 Data

To accomplish the objectives of this paper, we apply the suggested
risk measure to the daily equity indices of the main European banking
industries for the period of April 1998-May 2014. The daily observations
of the banking equity indices were obtained from the constructed MSCI
of the examined countries. MSCI provides comprehensive banking eq-
uity indices in many developed and emerging markets. The index aims
to deliver a full coverage of the banking industry with emphasis on liq-
uidity, investability, and replicability. The period of study, 1998-2014,
covers several major economic recessions such as those of Russia, Ar-
gentina, and the last subprime crisis. Therefore, it is interesting to ana-
lyze whether or not our chosen models are good enough to capture risk
spillover in these periods of turmoil.

The data is composed of 14 big European banking industries, and
was obtained from Datastream. It is worth mentioning that we could
not find an index for the GIIPS banking system. Therefore, we built a
market capitalization-weighted index of banks of each single country’s
banking industry. The daily market capitalization of GIIPS was collected
from Datastream. Table 1 shows the yearly weights of the market capital-
ization of the GIIPS countries for the period 1998-2014. As can be seen
in this table, Spain, with a weight of ranging from 32% to 66%, and Italy,
with a weight ranging from 26% to 46%, have the highest market capi-
talization weights. This means that these two countries have the biggest
banking industries within the GIIPS countries.

Simple descriptive statistics of the logarithmic returns are provided
in Table 2. The statistics illustrate that banking indices depict very low
means of returns; high standard deviations; extreme negative daily re-
turns; rather high skewness (of either sign); and very high kurtosis for
some countries’ banking indices within 1998-2014. There are two ab-
normal observations in Table 2 regarding the minimum daily returns of
the banking indices. The first abnormality is concerned with the Dutch
banking sector related to a daily downturn of 129.9% (of log returns or
72% of ordinary returns), reported on 14 October 2008. The second ob-
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Year Greece Ireland Italy Portugal Spain

1998 0.039 0.076 0.304 0.055 0.525

1999 0.080 0.090 0.439 0.055 0.335

2000 0.124 0.065 0.418 0.053 0.340

2001 0.087 0.061 0.454 0.057 0.342

2002 0.079 0.081 0.381 0.061 0.397

2003 0.066 0.110 0.407 0.064 0.353

2004 0.077 0.089 0.388 0.052 0.394

2005 0.090 0.089 0.375 0.037 0.409

2006 0.093 0.078 0.418 0.032 0.378

2007 0.102 0.083 0.417 0.040 0.359

2008 0.137 0.063 0.427 0.046 0.327

2009 0.095 0.012 0.469 0.047 0.377

2010 0.094 0.008 0.395 0.040 0.463

2011 0.057 0.010 0.358 0.032 0.543

2012 0.016 0.013 0.291 0.019 0.661

2013 0.018 0.016 0.301 0.032 0.633

2014 0.089 0.025 0.264 0.030 0.591

Table 1: Market share of the banking industries within GIIPS. This table
presents the market capitalization weights of the GIIPS countries’ bank-
ing in the period 1998-2014. We built the market capitalization-weighted
index of the GIIPS banking system relying on these weights.

servation is noticed for the Irish banking sector with a daily decline of
75.2% (of log returns or 52% of ordinary returns) on 19 January 2009.

The recent financial crisis reached its peak in the Netherlands in the
last four months of 2008. In this period, two main financial companies,
Fortis NV and ABN AMRO, experienced extreme distress. Prior to its col-
lapse in 2008, Fortis was the greatest financial services company in Bel-
gium, known as Fortis SA/NV, and in the Netherlands, known as Fortis
NV. On 13 October 2008, the Belgian government designed and approved
a mechanism to compensate certain categories of Fortis shareholders.
In the same month, the Dutch state became involved and bailed out
the bank. Another Dutch bank that was involved with changes in the
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management, ownership, and financial conditions was ABN AMRO. This
bank was acquired by a banking consortium consisting of the Royal Bank
of Scotland (RBS) Group, Santander Group, and Fortis. On 13 October
2008, the British government declared a bail-out package for the finan-
cial system. This resulted in a total state ownership in RBS of 58%. Fol-
lowing the collapse of Fortis and the nationalization of RBS, ABN AMRO
was nationalized by the Dutch government. Consequently, the Dutch
banking returns declined to the extreme on 14 October 2008 (Fassin and
Gosselin, 2011).

As for the fall in the Irish index, Anglo Irish Bank was one of the six
main banks in Ireland with an asset size of almost 90 billion euros, ap-
proximately 50% of the Irish GDP. On 19 January 2009, the board of di-
rectors of this bank resigned to allow the government to appoint a new
board of directors. The bank came into state ownership on 21 January
2009, which caused a sharp decline in the Irish stock market. These
events describe the seemingly peculiar downturn in the daily returns of
the Irish banking index on 19 January 2009 (Eichengreen, 2015).

4 CoVaR Methodology

It has been argued in a number of studies that during non-crisis pe-
riods the main drivers of comovement of a financial firm versus the mar-
ket are the firm’s fundamentals, whereas in the times of turmoil or crisis,
the comovement tends to increase due to the market’s unforeseen tur-
bulences1. The CoVaR measure, in contrast to other available measures,
not only extracts the comovements or systemic risk embedded in bank-
ing but also reflects an individual bank’s contribution to it. In risk mea-
surement literature, V aR j

q is implicitly defined as the qth quantile, i.e.

pr (X j
t 6V aR j

q ) = q (1)

where X j
t is the returns of country j ’s banking for which V aR j

q is defined.

In contrast to V aR j
q , the country j ’s banking CoVaR relative to the GIIPS

1See, Acharya et al., 2010 and Bhansali et al., 2008.
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banking sector, denoted by g i i ps, is defined as the VaR of banking indus-
try j conditional on the GIIPS banking sector being in distress or condi-
tioning on some event C (X g i i ps) of the GIIPS banking sector. The dif-
ference between the CoVaR conditional on the distress of g i i ps and the
CoVaR conditional on the normal state of g i i ps, which is referred to as
¢CoV aR j |g i i ps , captures the marginal contribution of g i i ps’s banking
to the overall systemic risk of the banking industry j . The CoV aR j |g i i ps

can be explicitly defined as the qth quantile of the conditional probabil-
ity distribution.

Pr (X j
t ∑CoV aR j |C (X g i i ps

t )|C (X g i i ps
t )) = q

and ¢CoV aR j |g i i ps , denoting the banking g i i ps’s contribution to coun-
try j ’s banking, is defined as

¢CoV aR j |g i i ps =CoV aR j |X g i i ps
t =V aRg i i ps

q °CoV aR j |X g i i ps
t =Medi ang i i ps

Through use of the CoV aR measure, we can examine risk overflows
from the banking sector in g i i ps to another banking industry j through-
out the entire financial system. For example, ¢CoV aR j |g i i ps captures
the rise in risk of banking j when the banking sector g i i ps is under
financial stress. Several methods have been proposed to evaluate risk
within the CoV aR j |g i i ps setting, but in this work we opt to apply two
methods, namely quantile regression and the DCC. The latter method is
useful in assessing the dynamic and time-varying pattern of risk spillover
in crisis periods (Adrian and Brunnermeier, 2016).

4.1 Quantile Regression

The classical OLS regression examines and models the relationship
between explanatory variable X and the conditional mean of the de-
pendent variable Y given X = x, whereas quantile regression aims to
model the relationship between X and the conditional quantiles of Y
given X = x (Koenker and Bassett, 1978). In quantile regression, the pa-
rameter estimates the change in a specified quantile of the dependent
variable produced by a one-unit change in the explanatory variable. An-
other distinction between OLS and quantile regression is that the OLS
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method is established upon minimizing the total sum of squared residu-
als and is intended to fit models for conditional mean functions. While
quantile regression is built on the basis of minimizing asymmetrically
weighted absolute errors and aimed to fit conditional quantile functions
(Buhai, 2004).

Quantile regression is also more useful when it is important to incor-
porate extreme events into the model, such as studies on the financial
crisis, in which the lower quantiles of the banking institution’s returns are
critical from an economic point of view. It also provides a better under-
standing of the conditional distribution of the response variable Y given
X = x when both lower and upper or all quantiles are intended. Math-
ematically, quantile regression minimizes the following equation for the
q-th quantile where et = yt °Æq °Øq Xt is the error term, i.e.

Q(Øq ) =
NX

t :yt∏Æq+Øq Xt

q | yt°Æq°Øq Xt | +
NX

t :yt<Æq+Øq Xt

(1°q) | yt°Æq°Øq Xt |

(2)
Similar to OLS, which fits a linear model to yt by minimizing the sum

of the squared error, quantile regression fits a linear model to yt using
the asymmetric loss function Q(Øq ). More specifically, quantile regres-
sion minimizes a sum that gives asymmetric penalties q |et | for under-
prediction and (1° q) |et | for overprediction. Although the estimation
of equation 2 entails linear programming techniques, such as the sim-
plex method, and does not assume any distributional form, the quantile
regression estimator is asymptotically normally distributed.

To define the quantile regression estimation of CoVaR, consider the
following quantile regression, which is estimated for each country j ’s
banking index:

X̂ j ,g i i ps
t ,q = Æ̂q

j ,g i i ps + Ø̂ j ,g i i ps
q X g i i ps

t

where X̂ j ,g i i ps
t ,q denotes the predicted value of returns of country j condi-

tional on the GIIPS banking index return. The quantile regression co-
efficient, Ø̂ j ,g i i ps

q , estimates the change in a specified q-th quantile of
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CoV aR j |X g i i ps
t produced by a one-unit change in V aRg i i ps

q . If we use

V aR
g i i ps

q as a predictor, it gives the CoV aR j ,g i i ps
q measure for the condi-

tioning event C (X g i i ps) in which X g i i ps
t =V aRg i i ps

q . However,¢CoV aR j |g i i ps
q

is presented by the following relations:

CoV aR
j |X g i i ps

t =V aRg i i ps
q

q = Æ̂q
j ,g i i ps + Ø̂ j ,g i i ps

q V aRg i i ps
q (3)

CoV aR
j |X g i i ps

t =V aRg i i ps
50%

q = Æ̂q
j ,g i i ps + Ø̂ j ,g i i ps

q V aRg i i ps
50%

therefore, ¢CoV aR j |g i i ps
q is given by:

¢CoV aR j |g i i ps
q = Ø̂

j ,g i i ps
q (V aRg i i ps

q °V aRg i i ps
50% ) (4)

Note that the unconditional V aRg i i ps
q and V aRg i i ps

50% are estimated by the

Gumbel distribution VaR and Ø
j ,g i i ps
q is estimated by the q-th quantile

of quantile regression. We demonstrate the estimation results of 1%-
CoVaR, evaluated by equation 3, in Table 3. Common quantiles for com-
puting (unconditional) VaR and CoVaR are the 1% and 5% levels. How-
ever, in this study, we intentionally mark the 1% quantile since it bet-
ter represents severe events, i.e. crisis episodes, in the financial markets
(Adrian and Brunnermeier, 2016).

4.2 Dynamic Conditional Correlation (DCC)

One potential shortcoming of the quantile regression procedure is
that it does not allow us to accommodate for the time-varying and dy-
namic nature of systemic exposure to GIIPS’s banking risk. Among the
choices, a multivariate GARCH model can be employed to account for
time-varying covariance structure between assets/returns. Engle (2002)
introduced a model, famously known as the Dynamic Conditional Cor-
relation (DCC), which is based on the decomposition of the conditional
covariance matrix into conditional standard deviations and correlations.

The DCC model parameterizes the conditional correlations in two
steps: estimation of univariate GARCH process and the standardized resid-
uals, and then the estimation of correlation through the use of the stan-
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dardized residuals obtained in the first step. Therefore, to account for
the time-varying structure of risk exposure between different countries’
banking indices and the GIIPS banking index, we employ the DCC model
in this study. The CoVaR measure is then estimated for each banking in-
dustry j paired with the GIIPS index.

4.2.1 Construction of DCC Model

In order to estimate the time-varying conditional correlation through
the DCC model, the two-step procedure of Engle (2002) is usually fol-
lowed. In the first step of this procedure, the parameters of univariate
conditional volatility models are estimated. In the second step, the stan-
dardized residuals from the estimated models are then evaluated to es-
timate the dynamic correlation structure. The purpose of the univariate
step is to construct zero mean residuals. In order to choose a suitable
univariate conditional volatility model, we fit several models to each re-
turn series, such as the AR and MA processes together with the GARCH(1,1)
process to capture the time-varying volatility component. The assess-
ment for the final model, from among those chosen, is conducted using
Akaike Information Criterion (AIC). We finally select an AR(1)-GARCH(1,1)
model, presented in the following equations. Consider the returns X j

t for
banking equity index j , defined by an AR process with Ω j as the autore-
gressive parameter.

X j
t = Ω j X j

t°1 +≤
j
t (5)

with

≤
j
t = ª

j
tæ

j
t

where ª
j
t is standard normal with mean 0 and variance 1. The residu-

als are conditionally normally distributed with a time-varying variance
structure defined through the following GARCH(1,1) process:

æ
2, j
t =Æ

j
0 +Æ

j
1≤

2, j
t°1 +Ø j ,1æ

2, j
t°1 (6)

where Æ j
1 and Ø j

1 are the parameters of the GARCH(1,1) process.
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Having obtained the series for standardized residuals (ª j
t =≤ j

t /æ j
t ) for

the banking industry j from the univariate step, we move on to the DCC
setup. We construct the time-varying conditional correlation structure
as suggested in Engle (2002). In a very general setting and for a set of n
assets, the vector of returns Xt = [X1,t , X2,t , . . . Xn,t ] can be denoted as

Xt ª N (µ, Ht ),

Ht ¥ Dt Rt Dt (7)

where µ is the vector of unconditional means, Ht is the variance covari-
ance matrix and Dt is a diagonal matrix with standard deviations on the
diagonal. Rt is the time-varying conditional correlation matrix, which is
defined as:

Rt = Et°1[ªtª
0
t ]

where,
ªt = D°1

t (Xt °µ) and ªt ª
i .i .d

N (0, In) (8)

Using the standardized residuals ªt , extracted from the univariate setup,
the component of the correlation matrix of the standardized residuals Qt

can easily be estimated.

Qt = (1°a °b)Q̄ +aªt°1ª
0

t°1 +bQt°1 (9)

Rt =Q§°1

t°1QtQ§°1

t°1 (10)

where Q§
t is a diagonal matrix composed of the square root of the diag-

onal elements of Qt . In equation 9, Q̄ is the unconditional covariance
of the standardized residuals obtained from the first stage of estimation
and a and b are the scaler parameters such that a +b < 1.

4.2.2 DCC-CoVaR

We assume that each country’s banking index and the GIIPS index
follow a bivariate normal distribution.
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(X g i i ps
t , X j

t )s N

0

@0,

0

@ (æg i i ps
t )2 Ωtæ

j
tæ

g i i ps
t

Ωtæ
j
tæ

g i i ps
t (æ j

t )2

1

A

1

A (11)

Where Ωt and æt are the time-varying correlation and standard devia-
tion, respectively, estimated by the DCC setup. Since the returns are as-
sumed to be normally distributed, the returns distribution of banking j
conditional on g i i ps banking is also normal,

X j
t | X g i i ps

t ª N

√
X g i i ps

t æ
j
t Ωt

æ
g i i ps
t

,
°
1°Ω2

t
¢≥
æ

j
t

¥2
!

(12)

The CoV aR(q, p) as the q%-VaR of the banking system j given the g i i ps
banking at its p%-VaR level is defined implicitly as:

Pr (X j
t <CoV aRg i i ps

t (p, q)|X g i i ps
t =V aRg i i ps

t (p)) = q (13)

Having obtained the conditional distributions, we move on to evaluating
the conditional probabilities as:

Pr

0

B@Zt <
CoV aRg i i ps

t (p, q)°X g i i ps
t Ωtæ

j
t /æg i i ps

tq°
1°Ω2

t

¢≥
æ

j
t

¥ | X g i i ps
t =V aRg i i ps

t (p)

1

CA= q

where Zt =
"

X j
t °X g i i ps

t Ωtæ
j
t /æg i i ps

tp
(1°Ω2

t )
≥
æ

j
t

¥

#

ª N (0,1). The g i i ps’ VaR is given by

V aRg i i ps
t (p) =©°1(p)æg i i ps

t . Combining these relations, we get:

CoV aR j |g i i ps
t (p, q) =©°1(q)æ j

t

q
1°Ω2

t +©
°1(p)Ωtæ

j
t (14)

And since for a standard normal distribution the ©°1(50%) = 0, we can
estimate ¢CoV aR j |g i i ps(q, q) using the following equation (Adrian and
Brunnermeier, 2016).

¢CoV aR j |g i i ps(q, q) =©°1(q)Ωtæ
j
t (15)
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If we plug in the unconditional estimates of correlation and standard
deviation in the equation above, instead of the time-varying ones, we
obtain a new simplified fashion of the DCC-CoVaR model. We call this
method Unconditional Correlation CoVaR (UC-CoVaR), which is formu-
lated by the following equation:

¢CoV aR j |g i i ps(q) =©°1(q)Ωæ j (16)

In this equation,©°1 is the inverse of the normal cumulative distribution
function, q is the chosen quantile, Ω is the sample correlation between
country j and the GIIPS banking index, and æ j is the standard deviation
of j ’s banking index.

4.3 Guntay-Kupiec (GK) Test Statistics

In the systemic risk measurement literature, tail-dependence mea-
sures such as CoVaR can be employed as a basis to penalize Systemi-
cally Important Banking Industries (SIBIs). This can be done, directly,
by imposing higher tax on such banking, or indirectly, by obliging them
to enhance their regulatory capital and liquidity requirements. A disad-
vantage of the CoVaR measure, when it is evaluated by the quantile re-
gression, is that CoVaR is often confounded by "systematic risk". In other
words, banking industries that have higher systematic risk will have a
tendency to create larger (negative) CoVaR even though there is no indi-
cation of SIBI (Guntay and Kupiec, 2014).

In the newly proposed GK test (2014), such weakness is tackled by
presenting a null hypothesis based on the assumption that returns of
banking indices are normally distributed. This test offers the possibil-
ity to evidently differentiate systemic risk from systematic risk. Under
the null hypothesis, the bivariate returns follow a parametric design with
a Gaussian distribution. Having considered this distributional assump-
tion, i.e. symmetric and tail-independent, the probability of an extreme
realization in one return series is not driven by an extreme realization in
another series. Therefore, we employ the GK test statistics to investigate
whether the risk being considered is, in nature, systemic or systematic.
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The following equation, a time-invariant version of equation 15, char-
acterizes the closed form expression for the ¢CoV aR measurement ap-
proach under the null hypothesis of no systemic risk (Guntay and Kupiec,
2014).

¢CoV aR j |g i i ps
par am (q) =©°1(q)Ωæ j (17)

In this equation,©°1 is the inverse of the normal cumulative distribution
function, q is the chosen quantile, Ω is the sample correlation between
country j and the GIIPS banking index, and æ j is the standard deviation
of j ’s banking index.

To build a statistical test for systemic risk, we compare the quan-
tile regression ¢CoV aR estimator with the bivariate Gaussian paramet-
ric counterpart. Since the bivariate distribution is symmetric and tail-
independent under the null hypothesis of no systemic risk, and no cor-
relation, the parametric ¢CoV aR does not accommodate systemic risk.
On the other hand, as the non-parametric estimator does not require
returns to be symmetric or tail-independent, it might be utilized to ex-
amine the presence of systemic risk in the banking returns. The non-
parametric estimation of ¢CoV aR, similar to equation 4, is represented
by the following relation:

¢CoV aR j |g i i ps
nonpar am(q) = Ø̂

j ,g i i ps
q (V aRg i i ps

q °V aRg i i ps
50% ) (18)

By taking the difference between the non-parametric estimate of¢CoV aR
and the parametric estimate, the test statistics eliminate the effect of sys-
tematic or idiosyncratic risk under the null hypothesis. Under the same
hypothesis, this difference, with an expected value equal to 0, has a sam-
pling error that varies with respect to a chosen sample. This error de-
pends on both the correlation of banking indices returns with the GIIPS
banking index and the idiosyncratic risk of the individual banking index
of each country. However, normalizing the difference can further control
the idiosyncratic part of the error, but the returns correlation is still left as
a "nuisance" parameter. Hence, this parameter must be controlled while
constructing the Monte Carlo Simulation (MCS) test statistics. Therefore,
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the critical values for the test statistics are evaluated corresponding to the
magnitude of correlations between the returns. The GK test statistics are
then defined as:

GK j
CoV aR (q) =°

¢CoV aR j |g i i ps
nonpar am(q)°¢CoV aR j |g i i ps

par am (q)

æ
j
par am

(19)

In this equation,¢CoV aR j |g i i ps
nonpar am(q) and¢CoV aR j |g i i ps

par am (q) are the non-

parametric and parametric estimations of¢CoV aR, respectively. æ j
par am

is the standard deviation of the returns for country j ’s banking. Since
under the alternative hypothesis, banking indices returns are in part de-
termined by systemic risk, the non-parametric estimators should create
larger ¢CoV aR. The null hypothesis cannot be accepted when there is
evidence of a large systemic risk element existing in the banking indices.
An MCS determines the critical values needed to reject the null hypoth-
esis in favor of the alternative hypothesis (Guntay and Kupiec, 2014).

5 ¢CoV aR Estimation Results

This section reports our findings in this study. We obtain the¢CoV aR
estimates through the quantile regression and the DCC structure. In the
following subsections, we describe the estimation procedure and the re-
sults obtained from each method.

5.1 ¢CoV aR Estimation Using Quantile Regression

The VaR of a banking equity index is proportional to the variance of
that index, but the CoVaR exposure of that equity index conditioned on
distress in the GIIPS banking sector is proportional to the covariance of
the banking equity index and the GIIPS index. As a result, we need to
assess the VaR of the GIIPS index to examine the ¢CoV aR exposure of
each banking industry (see equation 4). The VaR is evaluated using the
Gumbel distribution method. Gumbel distribution belongs to the class
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of extreme value distributions and successfully captures extreme events
in our sample1. A method based on quantile regression, which requires
this VaR estimation, is then applied to estimate the¢CoV aR measure. In
contrast to the ordinary least square regression, which approximates the
conditional mean of the dependent variable given certain values of the
predictor variables, quantile regression attempts to estimate either the
conditional median or other quantiles of the dependent variable given
certain values of the predictor variables.

In Table 3, the coefficient of the 1%-¢CoV aR indicates the marginal
effect of change in the 1%-quantile returns of each European country’s
banking index due to variations in the GIIPS banking index when GIIPS
is at its stress state, 1%-VaR. It can be seen from the table that there is
a fairly wide range of marginal effects of distress in GIIPS banking on
the selected European countries’ banking systems, ranging from 0.26 for
Luxembourg to 1.25 for Belgium. The intercept indicates the 1%-quantile
of the country’s banking return. The GIIPS coefficient represents the
change in the 1%-quantile of the country’s return produced by a unit
change in the GIIPS’ banking index. For instance, the estimate for Bel-
gium describes that a one-unit rise in the GIIPS’ banking return raises
the 1%-quantile of the Belgian banking industry’s return by 1.25 units.
From Table 3, it can be seen that the coefficient of GIIPS is significant
for all countries at a 1% significance level. Therefore, there is no concern
about the significance of the relation between the banking indices and
the GIIPS index.

Table 4 describes the results of the CoVaR analysis using different
methods. The table, in column ¢CoV aR (QR), presents the one-day
¢CoV aR estimates, using the quantile regression approach. For exam-
ple, the 4CoV aR measure for Belgium is more than 7%, which indicates
that when the GIIPS banking industry goes to distress, from its median
state, the returns of the Belgian banking sector decline by 7%.

Figure 1 depicts that the marginal effects of a one-unit change in
the GIIPS’s index returns in the 1% and 50%-quantile (or median) of the
countries’ indices (see columns of 1%-Coef and 50%-Coef in Table 4).

1For details on this VaR measurement method, see Kevin Dowd (2007).
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Figure 1: Marginal effects of GIIPS banking on the European banking
industries. This figure contrasts the magnitude of the 1% with the 50%
CoVaR coefficients of different European countries. These coefficients
are extracted from Table 4.



Measuring the Exposure of European Banking to the Risk of the GIIPS
Banking Sector 39

For all banking indices, the 1%-quantile marginal effect (of a one-unit
change in the GIIPS’s return) is larger than the 50%-quantile marginal ef-
fect of the corresponding change in the GIIPS’s index return. That is to
say, when the GIIPS’s banking industry is at its 1%-tail, a one-unit rise in
the returns has a higher effect on the European countries’ banking sys-
tems. This stylized fact is quite reasonable and rational. It shows that,
as the GIIPS’s banking system deviates one unit from its 1%-tail, in its
worst condition, the other European countries’ banking systems respond
higher than when it deviates one unit from its 50% state, or its median.

5.2 ¢CoV aR Estimation Using DCC

We follow a four-step procedure to estimate DCC °¢CoV aRs. In the
first step, we check whether or not each index is stationary. An ADF test
has been employed to evaluate the stationarity of the banking indices,
and it has been observed that the candidate data is stationary1. In the
next step, we fit a set of ARMA-GARCH(1,1) models to each index. Based
on the AIC, the AR(1)-GARCH(1,1) process comes out to be the best pos-
sible model for the chosen data. In the third step, we estimate a bivari-
ate DCC(1,1) for the fitted standardized residuals of each series obtained
from the AR(1)-GARCH(1,1). The motivation behind the choice of this
model is that it is parsimonious in structure and captures and incorpo-
rates the time-varying volatility and correlation structure. In the final
step, we plug-in the estimated time-varying correlation and standard de-
viation of each country’s banking index in equation 15. It gives us time-
varying estimates of ¢CoV aR. This is important in order to analyze the
behavior of ¢CoV aR throughout the period of study.

To contrast DCC-¢CoV aR with quantile regression-¢CoV aR, we com-
pute the mean of these time-varying estimates over the whole sample
as an indicator of the ¢CoV aR estimate. Therefore, the main distinc-
tion between DCC and QR-4CoV aR is the time-varying structure in that
measure, otherwise the interpretations are alike. The estimation results
of DCC °¢CoV aR are presented in Table 4, column ¢CoV aR (DCC ).

1The results of the ADF test can be provided upon request.
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Figure 2: Variations of daily DCC°¢CoV aR. This figure shows the time-
varying behavior of DCC °¢CoV aR for the four selected countries, Lux-
embourg, the Netherlands, Germany, and France. These countries’ in-
dices have the lowest and the highest correlation with the GIIPS banking
index, respectively, during 1998-2014.
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Figure 2 demonstrates the daily DCC-¢CoV aR of four countries. Two
have the lowest correlation with the GIIPS banking index, i.e. Luxem-
bourg with a correlation of 0.14 and the Netherlands with a correlation
of 0.27, and other two have the highest correlation, i.e. Germany, 0.68,
and France, 0.76. We might notice that the maximum value of systemic
risk measure, the DCC-¢CoV aR, for Luxembourg and the Netherlands
is around 4% and 21%, respectively, during the current financial crisis.
While this value for Germany and France for the same period is in a range
of 12-15%.

The spike in the Dutch DCC-¢CoV aR banking relates to the crisis
events for the Fortis group and other affiliated banks such as RBS and
ABN AMRO (Fassin and Gosselin, 2011). These sharp downturns in the
indices returns occurred at the end of 2008 when the financial markets
faced severe distress and some of the large banks were rescued through
the states’ bailout plans. In that year, there was an extraordinary spike in
the markets when Lehman Brothers collapsed. As a result, the financial
crisis went into its most agitated state and created an excessive level of
volatility in the market1. Therefore, the fluctuations of the four countries’
banking indices are distinctly higher during the recent financial crisis pe-
riod, 2008-2010.

So far, in the previous section, we discussed the findings obtained af-
ter evaluation of DCC-¢CoV aR through equation 15. In order to see how
this conditionality matters in the evaluation of risk, we evaluate¢CoV aR
by plugging in the unconditional cross-sectional correlation (of each bank-
ing index with the GIIPS banking index) and the simple standard devi-
ation (of each European country’s banking index) into equation 16. We
name the new measure Unconditional Correlation-¢CoV aR, denoted by
UC-¢CoV aR. The result of this measure is presented in Table 4. Since
both UC-¢CoV aR and DCC-¢CoV aR measures are obtained from a sim-
ilar formulation in equation 15, the cross-sectional correlation between
UC-¢CoV aR and the mean of DCC-¢CoV aRs is 0.97, which is very sig-

1It is somewhat remarkable that the ¢CoVaR measure, as an advantage, does not cate-
gorize the risk contribution as a causal effect of GIIPS or a common factor’s risk (see
Adrian and Brunnermeier, 2016).



42 PAPER I

DCC−∆CoVaR 
QR−∆CoVaR

DCC−∆CoVaR versus QR−∆CoVaR

D
C

C
−∆

C
oV

aR

0
1

2
3

4
5

6
7

Au
st

ria

Be
lg

iu
m

C
ze

ch
 R

ep
ub

lic

D
en

m
ar

k

Fi
nl

an
d

Fr
an

ce

G
er

m
an

y

Lu
xe

m
bu

rg

N
et

he
rla

nd
s

N
or

wa
y

Po
la

nd

Sw
ed

en

Sw
itz

er
la

nd U
K

Figure 3: QR °¢CoV aR measure versus DCC °¢CoV aR. The figure
plots the quantile regression-¢CoV aR, denoted by QR °¢CoV aR, and
the mean of the daily DCC °¢CoV aRs in absolute terms.

nificant. The nearly perfect cross-sectional correlation of the UC and
DCC-4CoV aR for the 14 countries is reasonably in line with the statis-
tical and economic insight. The UC-¢CoV aR represents rather close re-
sults to the DCC result, although it does not reflect the likely time-varying
correlation between the countries’ indices and the GIIPS index. However,
the method’s simplicity and straightforwardness is encouraging enough
to rely on it when we lack adequate data for measuring ¢CoV aR1.

1For instance, in the continuation of this research we are supposed to estimate¢CoV aR
on a yearly basis, which would give us, at most, 260 observations. Therefore, based on
our analysis we believe that in these cases we can rely on such unconditional models.
Of course, applying this method implies considering constant variance and correlation,
which seems rather unrealistic during turbulent times and for longer time-spans, but
quite realistic for tranquil times and for shorter time-spans.
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5.3 Quantile Regression (QR) versus DCC and UC-¢CoV aR

We estimate a time-invariant fashion of ¢CoV aR by quantile regres-
sion and a time-variant fashion by DCC. Regarding the fact that the esti-
mation methods differ severely, the disparity between the estimations of
quantile regression and the mean of DCC-¢CoV aR is more remarkable
and illustrative in Figure 3. In other words, it can be seen that the two
methods produce very dissimilar patterns of systemic risk contribution1.
The main benefit of the DCC specification is that it inherently incorpo-
rates an estimation of dynamic and contemporaneous correlation with
GIIPS to estimate the magnitude of any potential tail spillover effects.
Taking into consideration the existence of the heteroskedastic nature of
correlation, it offers a powerful tool for cross-sectional forecasting since
it absorbs tails more strongly (Adrian and Brunnermeier, 2016). The two
methods, quantile regression and DCC, show a high positive correlation,
0.84, with each other. This suggests that these methods are capturing,
but not perfectly, the same aspects of the state of the GIIPS and the main
European countries’ banking systems.

The scatter plots in Figure 4 better illustrate the relation between
the correlation of the banking indices with the GIIPS index and the ab-
solute value of ¢CoV aR. The left scatter plot highlights the relation-
ship between correlation and the absolute value of QR °¢CoV aR. The
right scatter plot presents a positive relation between the correlation and
DCC °¢CoV aR. This means that the positive relation between corre-
lation and ¢CoV aR is even more evident for the DCC °¢CoV aR. We
must notice that daily correlation, by construction, is an influential fac-
tor in the DCC method (see equation 15).

We observe that the ¢CoV aR measures move connectedly with cor-
relation so must increase as the correlation of the European banking in-
dices with the GIIPS index increases. The main reasoning for this con-
jecture is that countries with a higher correlation, or interdependence,
must have been extremely affected by the spillovers of distressful events

1The next step for extending this research is to fit a time-varying quantile regression es-
timation by introducing some state variables in the model.
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Figure 4: ¢CoV aR against correlation. These scatter plots demonstrate
the relation between the correlation of European countries’ banking in-
dices with the GIIPS index and the absolute value of QR °¢CoV aR and
DCC °¢CoV aR, i.e. the mean of time-varying DCC °¢CoV aRs over
the entire history of observations. The solid line on each scatter plot is a
linear regression line of the correlations and the ¢CoV aRs.

in the banking sector of GIIPS. Therefore, one can assume that an ob-
served increase in correlation between a banking index and the GIIPS
index signals a climb in the systemic risk potential (see De Nicolo and
Kwast, 2002 and Schüler and Schröder, 2003).

5.4 ¢CoV aR Estimations in Pre-crisis and Post-crisis

So far in our analysis, we have considered a full range of data that
involves both crisis and tranquil periods. However, it is also worth know-
ing the performance of the risk quantification methods in these periods
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separately. In this section, we compare the ¢CoV aR estimation for two
different time spans, before and after the 2007-2008 crisis. The first pe-
riod ranges from April 1998 to the end of 2007, which involves several
small crises, and the second period is from January 2008 to May 2014,
which contains more stressful and volatile episodes due to the US sub-
prime crisis (see Table 5).

Table 6 summaries the result for the estimates of ¢CoV aRs mea-
sured by both quantile regression and DCC for the pre-crisis and post-
crisis periods. Here, we notice two interesting observations. The first re-
mark is that it shows a rise in the correlation of banking indices with GI-
IPS after the crisis. The average of sample correlations before the crisis is
0.45, while it is 0.58 after the crisis. The second important observation is
that the absolute value of QR-¢CoV aR and DCC-¢CoV aR escalate from
a mean of 2.65% and 1.43% in the pre-crisis period to 5.87% and 3.13% in
the post-crisis period, indicating more than 100% growth in the systemic
risk evaluated by quantile regression and DCC, respectively. The change
in the correlation and systemic risk, as a measure of volatility, could be
an indicator of instability in the correlation and standard deviation for
the entire period of study, 1998-2014.

5.5 Guntay-Kupiec (GK) Test Results

In Table 7 we report the 1%, 5% and 10% critical value estimates for
8 different empirical correlations of countries and GIIPS indices1. The
critical values are evaluated using the MCS of the bivariate normal distri-
bution of returns. 25,000 simulations are done for a sample size of 4,200
daily observations of zero means and unit variances2.

Contrasting the GK test statistics, represented in Table 4, with the
critical values of the corresponding correlation, reported in Table 7, shows
that for all countries we cannot accept the null hypothesis at the signif-
icance levels of 1%, 5%, and 10%. This acknowledges the existence of

1There are 14 banking indices in the sample of which a few indices have the same or very
close correlation with the GIIPS banking index.

2We have almost 4,200 daily observations for the period April 1998-May 2014; therefore,
the sample size of each simulation, 4,200 observations, is chosen accordingly.
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Level/Corr 0.14 0.24 0.30 0.50 0.55 0.60 0.66 0.76

1% -0.31 -0.30 -0.30 -0.28 -0.28 -0.27 -0.25 -0.22

5% -0.21 -0.21 -0.21 -0.20 -0.19 -0.19 -0.18 -0.16

10% -0.16 -0.17 -0.16 -0.16 -0.15 -0.15 -0.14 -0.13

Table 7: Critical values of the GK test for various correlations. This ta-
ble presents the critical values estimates at 1%, 5%, and 10% significance
levels obtained from the MCS of the GK test statistics.

tail-dependence and systemic risk. In other words, under the alterna-
tive hypothesis of the GK test, the magnitude of the non-parametric esti-
mator, i.e. quantile regression, reflects tail-dependence in the examined
data. To sum up, any crisis or tail event in the GIIPS banking sector sig-
nificantly spillovers onto the European banking industry, which can be
computed by employing the quantile regression method.

6 Conclusion

¢CoV aR aims to extract externalities embedded in the fundamen-
tal comovement of financial institutions or spillover effects. In the cur-
rent study, we calibrate the ¢CoV aR measure by applying two meth-
ods consisting of quantile regression, as a time-invariant approach, and
DCC, as a time-varying approach. The findings indicate a significant
spillover effect of GIIPS banking on the examined banking systems, es-
pecially during the recent financial crisis. The systemic risk of European
banks reached its height in the recent financial crisis. Finally, the GK test
indicates that the non-parametric method, such as quantile regression,
yields larger negative¢CoV aR values than the parametric method based
on the Gaussian distribution. This acknowledges that the quantile re-
gression method can capture the tail risk existing in the interconnection
of the European banking systems and the banking sector in GIIPS.
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Determinants of European Banks’

Exposure to the Eurozone Debt Risk

Hassan Sabzevari

Abstract

This paper examines the financial fundamentals and market circum-
stances that determine variations in the sovereign risk exposure of large
European banks. Employing the well-known CoVaR approach, it firstly
quantifies the sovereign debt spillovers. Then, it attempts to find drivers
of exposure to the Eurozone debt crisis. The results acknowledge the role
of size, or total asset, during the phase of the 2008-2011 crises as a cen-
tral determinant of risk exposure. In addition, stock market returns and
volatility are key determinants of systemic risk exposure. We also show
that variations in the risk exposures have not been driven by dissimilar-
ities in individual financial features such as debt-to-equity, short-term
debt-to-cash, and market-to-book value of equity ratios. It can be con-
cluded that a mix of market-based factors, such as local/global market
conditions, and bank size play a major part in driving the systemic risk
exposure.

Keywords: Systemic Risk, CoVaR, Sovereign Debt, GIIPS, CDS
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1 Introduction

The most severe impacts of the global financial crisis of 2007/2008
arose and extended into Europe immediately after the collapse of Lehman
Brothers in the US. Since early 2009, five of the Eurozone countries, i.e.
Greece, Ireland, Italy, Portugal, and Spain, the so-called GIIPS, failed to
generate enough economic growth to meet their financial commitments.
The concerns were highlighted in November 2009 when the Greek gov-
ernment disclosed that its fiscal deficit was twice as large as previously
expected1 (Bolton and Jeanne, 2011). The rapid widening of the debt dis-
tress generated a financial tragedy such that a few states such as Greece,
Ireland, Portugal, Spain, and Cyprus defaulted on their government debts
(Kalotychou and Remolona, 2013). The reasons leading to the GIIPS cri-
sis are a mixture of joint and country-specific factors. Some of the factors
are as follows: inappropriate risk assessment of the countries; too low
borrowing costs for fragile economies; trade imbalances; small produc-
tivity levels in the GIIPS economies, and a decline in the competitiveness
of those economies generous public sector benefits and, therefore, high
government debt; chronic tax evasion; weak competitiveness or declin-
ing competitiveness; and finally granting huge amounts of risky credit to
the property bubble, see Figure 6 in the Appendix (Desai, 2013).

Due to the fragility of the debt markets and the devastating impacts of
any debt crisis on the real economy, this paper aims to investigate the de-
terminants of the European banks’ exposure to the sovereign debt crisis
in the GIIPS countries. Banks are more vulnerable to negative external-
ities than other financial institutions. Several special features of bank-
ing systems give rise to concerns about systemic risk in this industry:
their complex structure, high leverage, low cash-to-asset and low capital-
to-asset ratios, and high interconnectedness. In addition, government
debts have historically played an important part in the banking system.
For example, European banks possess a substantial amount of sovereign
debts2 that enables them not only to earn interest income but also to

1The revision of the 2009 Greek budget deficit was 12.7% of GDP while the previous esti-
mate was 6.0% (Lane, 2012).

2Figure 7 in the Appendix presents the outstanding credits of different countries to the
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hold less regulatory capital compared to other types of asset (Barth et
al., 2012). In 2011, and after the spike in sovereign risk, European banks,
unlike the banking systems of the US and other countries, had to write-
off the Greek debts1. This distress continued due to the increasing in-
debtedness of the GIIPS countries (Manzo and Picca, 2014; Black et al.,
2016). Therefore, indebted banks demanded assistance packages from
third parties such as other Eurozone countries, the ECB2, or the IMF3.
To sum up, the intimate interdependencies between the European banks
and the GIIPS sovereign debts convey that the banking industry and debt
crises are intertwined.

Even though there is no universally concise definition of systemic
risk, its concept is a particularly strong propagation of failures from one
institution, market, or asset to another. Mishkin defines systemic risk as
"the likelihood of a sudden, usually unexpected, event that disrupts infor-
mation in financial markets, making them unable to effectively channel
funds to those parties with the most productive investment opportunities"
(Mishkin, 1995, cited in Kaufman and Scott, 2003). Among the various
methods used to evaluate systemic risk4 our preferred measure of sys-
temic risk is the CoVaR approach, introduced by Adrian and Brunner-
meier for the first time in 2008. By computing this measure we mean
exactly the so-called "exposure CoVaR" because it measures the extent
to which an individual institution is affected by financial events in the
GIIPS-block (see Adrian and Brunnermeier, 2016). This method is at-
tractive with respect to its simplicity and also its beneficial output, i.e.
presenting the risk contribution of an individual sovereign. In addition,
the measure is not explicitly sensitive to size or leverage ratio, different
from Acharya et al.’s (2012) model. In their method, Acharya and others
comprise these features, i.e. market capitalization and financial leverage,

GIIPS-block sovereigns. As an example, two large economies in the Eurozone, France
and Germany, hold around 60% of the Greek and Italian debts.

1For instance, the American CDS market did not significantly react to the problems of
Greece (see Kalbaska and Gątkowski, 2012).

2European Central Bank
3International Monetary Fund
4Systemic Expected Shortfall (SES), Systemic Risk Index (SRISK), Marginal Expected

Shortfall (MES), Shapley Value methodology, and Lehar’s approach.
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into the measure.

We fit the CoVaR measure based on the daily returns of five-year sovereign
CDSs and banks senior CDSs over the period 2007-2015. The sovereign
CDSs are insurance-like contracts and the spreads are the cost of insur-
ance to protect investors against losses on sovereign debts. The use of
CDS data is encouraged by its growing importance in the global finan-
cial markets. In addition, CDS spreads reveal all information about the
underlying debt and serve as a proxy for the counterparty’s credit default
probability (Kalbaska and Gątkowski, 2012; Alter and Beyer, 2014). In
other words, sovereign CDS spreads represent credit risk in the global
markets and the local economic forces. The spreads will rapidly adjust
to reflect the latest financial conditions information on both direct and
indirect linkages across economies. As an example, in 2008-2009, and af-
ter the outbreak of the global financial crisis, CDS spreads for private and
public debt rose particularly in most developed countries.

To determine the drivers of systemic risk exposure, we run a fixed-
effects panel regression of yearly CoVaRs on current-year market finan-
cials and also one-year lagged of individual bank qualities. We document
economically significant observations of spillovers from public debts on
the reviewed banks within financial crashes. We also find that those banks
that hold higher assets in times of crisis or those that work in markets
with unfavorable profiles, i.e. low returns and high idiosyncratic risks,
tend to be further vulnerable to sovereign risk. Therefore, the results pro-
vide strong detail to suggest that systemic risk has deep roots in the flows
of financial markets instead of bank-specific financial ratios. The flows
are the local or global market indicators such as stock market returns
and volatility and crisis-period effects. The results have implications for
shaping regulatory policies before entering periods of heightened uncer-
tainty.

There is an extensive body of literature on sovereign CDS spreads,
in general, and on the Eurozone sovereign CDS spreads, in particular.
One strand of this literature focuses on major drivers in sovereign CDS
spreads and sovereign credit risk. For instance, Ang and Longsta (2013)
and Longsta et al. (2011) examined the systemic sovereign credit risk in
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the US and Europe. They provide considerable evidence that the CDS
spreads are related to common global and financial market factors rather
than macroeconomic factors. Another strand of the literature investi-
gates the drivers of either systemic risk in Europe or the Eurozone debt
crisis independently. However, there is less evidence relating the conta-
gion effects of sovereign debt crisis to individual European banks through
the analysis of their CDSs. The first contribution of this study is that we
shed more light on the relation between exposure of individual banks to
the Eurozone sovereign debts. Moreover, we incorporate all the Euro-
zone distressed countries in a single index, denoted by GIIPS CDS index.
Then, we try to determine the drivers of the individual banks’ exposure
to the GIIPS sovereign CDS spreads.

The remainder of this paper is organized as follows: Section 2 reviews
the related literature on the sovereign debt crisis and its drivers; Section
3 discusses the data used in this study; the description of the considered
risk measure, CoVaR, and the potential determinants of systemic risk are
documented in Section 4; Section 5 presents our empirical results; fi-
nally, concluding remarks are given in Section 6.

2 Literature Review

Kalbaska and Gątkowski (2012) studied the long-term dynamics of
CDSs after the "credit crunch" in August 2007. They carried out an anal-
ysis of fluctuations in correlations between CDS spreads of GIIPS along
with some of the "core countries", France, Germany, and the UK. The
core countries hold a large share of the GIIPS-block debts. The EWMA1

correlation analysis in the period of August 2005-September 2010 indi-
cates that sovereign risk mainly hit the EU countries and those "core
countries". They found that there were several waves of contagion after
the credit crunch and the global crisis. Furthermore, among the GIIPS-
block, the CDS markets of Spain and Ireland had the biggest impact on
the European CDS market.

1Exponential Weighted Moving Average
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Barth and Yun (2012) analyzed the interdependency between banks
and sovereign risk. In addition, the authors surveyed the relationship
between sovereign risk and the size of a bank, as well as the extent of
a bank’s diversification abroad. They found supporting indications of
different patterns existing in that relationship across countries and even
across banks within the same country. Likewise, higher correlations be-
tween bank and sovereign risk were found in countries in which the ratio
of the assets of banks relative to their home country’s GDP was relatively
high. They also found that the bailout of individual banks contributed to
an increase in sovereign CDS spreads, while bank CDS spreads declined
only among those banks that were bailed out.

Using sovereign CDSs for the US Treasury, individual US states, and
major Eurozone countries, Ang and Longstaff (2013) contrasted the sys-
temic credit risk of sovereign CDS spreads. The authors found that there
was a strong heterogeneity across US and European issuers. That is, sys-
temic risk among US sovereigns is much less than that among Eurozone
sovereigns. In addition, most of the sovereign CDS spreads variations can
be explained by US equity, volatility, and bond market risk premia. In
other words, systemic sovereign risks in both markets are strongly linked
to financial market variables rather than macroeconomic fundamentals.

Aizenman, Hutchison, and Jinjarak (2013) used a model to explain
CDS prices of the 2009-2010 sovereign debt crisis. The authors aimed to
identify the role of "fiscal space"1 and other macro factors in accounting
for the risk. They assert the large prediction errors of the GIIPS pricing
models. They argue that "fiscal space" has been an important determi-
nant of market-based sovereign risk. In addition, they found rigorous
proof of mispricing, i.e. overpricing, in the GIIPS countries given the
current "fiscal space" and other existing fundamentals. A possible in-
terpretation of this finding is that the market is more considerate to non-
economic factors or expectations of deteriorating future instead of exist-
ing fundamentals. In other words, the market players do not consider

1The paper defines "fiscal space" as financial wellbeing and flexibility of a government
or, specifically, debt (deficit) relative to tax revenues. In their paper, "fiscal space" is
measured as outstanding public debt relative to the de facto tax base.
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current conditions or current fundamentals but the future expectations.
The authors conclude that highly unpredicted errors in CDS pricing of
GIIPS might be attributable to excessive pessimism and an overreaction
to the current fiscal deterioration and fundamentals.

Manzo and Picca (2014) aimed to classify systemic shocks into sovereign
and banking categories. The authors point out that sovereign shocks
have a significant and persistent impact on banking systemic failures,
but not vice versa. That is, a systemic risk in the banking industry has a
smaller transitory influence on systemic sovereign risk. This result sug-
gests that the sovereign exposure of banks is through asset/liability. Fur-
thermore, they found a significant impact of sovereign shocks on foreign
banks, but lower in magnitude than their impact on domestic banks.

Reboredo and Ugolini (2015) investigated systemic risk in the Euro-
pean debt market before and after the arrival of the Greek debt crisis. The
authors employed sovereign bond benchmark indices and the Copula-
CoVaR measure. Their results provide verification of systemic risk ex-
pansion for the distressed countries, especially for the Portuguese mar-
ket. Also, the findings show strong comovement between the European
debt market and the EMU1 index before the debt crisis. For those non-
distressed and decoupled countries from Greece, the systemic impact of
the Greek debt crisis was less.

3 Data

We measure sovereign risk using daily quotes of five-year senior CDSs,
as the most actively traded and the most liquid ones, and five-year sovereign
CDS index for GIIPS over the period 2007-2015. We collect all five-year
CDSs of banks based in European countries consisting of Austria, Bel-
gium, the Czech Republic, Cyprus, Denmark, Finland, France, Germany,
Hungary, Iceland, Luxembourg, Norway, Poland, Romania, Russia, Switzer-
land, Sweden, and the United Kingdom. The first set of data includes
100 CDSs for different banks in those 18 countries. However, 61 of those
banks are subsidiary of another larger bank or holding, that is, it remains

1European Economic and Monetary Union
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only 39 CDSs. Moreover, several CDSs, out of the 39 remaining CDSs,
have not been traded during the years of analysis, 2007-2015. As a result,
the final data set covers 25 banks/CDSs in 10 different countries. These
banks have issued loans in Austria, Belgium, Denmark, France, Germany,
Iceland, Norway, Russia, Sweden, and the UK. The banks are listed in Ta-
ble 7 in the Appendix.

Unlike for bank CDSs, we cannot obtain the GIIPS CDS index from
Capital IQ or other databases. Hence, we construct a GDP-weighted in-
dex of the five comprising countries within the GIIPS-block. The yearly
GDPs of the constituent list are collected from the Eurostat database. Ta-
ble 1 reports summary statistics for the five-year CDS spreads1 of the dis-
tressed sovereign sources. According to this table, the average/mean of
the Greek sovereign is 12 times more than the Spanish/Italian and six
times more than the Portuguese one. Greece declared its official request
for financial assistance in May 2010, followed by Ireland in November
2010, and Portugal in May 2011 (see Figure 1). In addition to the 2010
bailout package, a public offer for the exchange of privately owned Greek
debt, as a debt exchange, was concluded on 8 March 2012. Accordingly,
the settlement date for the securities was deferred to 11 April 2012. On
this date, the Greek CDS spreads began to plunge from beyond 25,000 to
9,000 bps, a 65% drop.

A description of the selected explanatory variables can be found in
Table 2. This table reports the mean values of the considered explana-
tories in 2007-2015. The mean for all of the explanatory variables alter-
nates during the crisis period compared to the non-crisis periods. More
precisely, the mean of the individual market’s risk (standard deviation:
SD), European volatility index (VSTOXX: V ), correlation of stock markets
(C), leverage ratio (debt-to-equity: DE), and short-term debt-to-cash ra-
tio (DC) substantially increases, while the mean for stock market returns
(R) and market-to-book ratio (MB) decreases significantly in the crisis
period. The summary statistics point to the main argument of this paper
that there is indeed a disparity between the two periods of "non-crisis"

1The five-year contracts are the most traded CDS in the market since they are traded and
initiated at a low cost (see Liu, 2015).
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CDS Mean Std Dev Min Max

GIIPS 318.48 380.76 4.35 2098.38

Greece 2270.91 4145.19 4.40 25960.76

Ireland 229.16 247.60 1.80 1286.91

Italy 170.12 132.71 5.30 595.67

Portugal 328.00 349.88 3.40 1762.10

Spain 169.97 139.69 2.40 636.67

Table 1: Descriptive statistics of the sovereign CDS spreads. The table
reports the descriptive statistics, i.e. mean, standard deviation, mini-
mum, and maximum, of the CDS spreads level in basis points of the six
sovereign risk sources (of the GIIPS index and the five sovereigns) over
the entire sample period of 2007-2015.

and "crisis". All of the explanatory variables, i.e. individual market char-
acteristics and bank-specific data, are collected from Capital IQ.

4 Methodology and Variables

We follow the systemic risk literature to relate the GIIPS debt crisis to
financial fundamentals. We conduct the analysis by employing a fixed-
effects (FE) panel regression. The final specification of the FE-panel re-
gression takes the form of the model in equation 1.

4CoV aRi |g i i ps
i ,t = Æi +Ø1C D Ai ,t°1 +Ø2 Ai ,t°1 +Ø3Ri ,t +Ø4SDi ,t +

Ø5Vt +Ø6RSDi ,t +Ø7Ci ,t +Ø8MBi ,t°1 +
Ø9DCi ,t°1 +Ø10DEi ,t°1 +≤i ,t (1)

In this equation, yearly 4CoV aRi |g i i ps
i ,t is regressed on the main po-

tential explanatory factors. Therefore, the right-hand side of equation 1
includes the supposed risk drivers/determinants, which are computed
on a yearly basis. These variables are the product of crisis dummy (CD)
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and total asset (A), denoted by CDA, the mean of stock market returns
(R), the individual market’s risk or standard deviation (SD), the European
volatility index or VSTOXX (V ), the ratio of R to SD, denoted by RSD, cor-
relation of stock markets (C), short-term debt-to-cash ratio (DC), market-
to-book ratio (MB), and, finally, the debt-to-equity ratio (DE). Amongst
the explanatory variables, the financial characteristics such as total as-
set, market-to-book, short-term debt-to-cash, and debt-to-equity ratios
are lagged by one-year.

4.1 4CoV aR Method

Based on a mixture of Value at Risk (VaR) and comovement concepts,
Adrian and Brunnermeier (2016) estimate the marginal contribution of
each single institution to the overall systemic risk. The so-called4CoV aR
approach proposes an analytical framework for measuring spillover ef-
fects and inter-linkages between the GIIPS sovereign debt and European
banks. More specifically, 4CoV aR captures the VaR of a banking institu-
tion conditional on the fact that the GIIPS countries are under distress.

This measure can be computed using different methods, such as quan-
tile regression, Multivariate GARCH, DCC1, and Cupola. Under some
simplifying assumptions on the DCC method, we obtain the 4CoV aR
estimates through the Unconditional Correlation structure, denoted by
UC-CoVaR. Making very minor manipulations to Adrian and Brunner-
meier’s (2016) setup2, the UC-CoVaR is assessed by plugging in uncon-
ditional or time-invariant estimates of correlation and standard devia-
tion in Equation 2. With regard to this current study, UC-CoVaR reflects
the risk spillover from the GIIPS’s sovereign debts to individual European
banks. We estimate the risk measure on a yearly basis from daily observa-
tions in that year meaning that we have, at most, 260 daily observations
in hand. Therefore, we lack adequate observations to run other sophisti-
cated or data-centered models such as quantile regression3. Another rea-

1Dynamic Conditional Correlation
2Adrian and Brunnermeier (2016) evaluated the conditional estimations of correlation

and standard deviation utilizing multivariate GARCH.
3Quantile regression estimates the comovement in the tail/quantile observations using
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son for using UC-CoVaR is that the estimates of correlation and standard
deviation (on a yearly basis of daily observations) make this specification
simple enough and, at the same time, allow us to update the estimation
for each year.

4CoV aRi |g i i ps(q) =©°1(q)Ω(i ,g i i ps)æ
i (2)

Equation 2 measures the exposure of bank i to the risk caused by
sovereign debts in GIIPS. The expression depends on the correlation be-
tween bank i ’s CDS spreads and the CDS spreads of the GIIPS coun-
tries, denoted by Ω(i ,g i i ps), and the standard deviation of the bank’s CDS
spreads, denoted by æi . In this equation, ©°1(q) represents the CDF in-
verse of normal distribution at q-percent quantile, 1% and 5% in this
study. The estimates of correlation and standard deviation are constant
or time-invariant for each year. The 4CoV aR estimation is conducted
for six risk sources including the GIIPS-block and the five countries within
GIIPS. The GIIPS-block sovereign CDS is a GDP-weighted index of the
five sovereign CDSs.

4.2 Variables

The set of variables to detect the drivers of sovereign risk includes
standard idiosyncratic bank financial profiles and market conditions. The
core explanatory variables are the mean and standard deviation of stock
market returns, correlation, VSTOXX, total asset, market-to-book, debt-
to-equity or leverage, and short-term debt-to-cash ratios, and the crisis
dummy. These variables have been frequently mentioned as the poten-
tial determinants of systemic risk.

A few studies deliver evidence of stock market indications for the
state of the economy. For instance, Levine and Zervos (1996) demon-
strate a positive relationship between stock market development and long-
term economic growth (cited in Manzo and Picca, 2014). In another
study, Ang et al. (2013) provide empirical support that sovereign credit
spreads are related to financial market variables. Stock market prices re-

the entire history of data
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flect the evaluation of all market players on different listed firms’ future
prospects. They also contain the impact of the firms’ interdependencies
with other institutions or overseas economies. To wrap up, economists
believe that embedded systemic risk in the financial system is less when
the stock market is growing (Ang and Longstaff, 2013).

The correlation of stock markets designates the degree to which the
markets tend to move together. Therefore, it generally proxies for the
development of interdependencies or potential contagion risk1 among
markets though it does not give an indication of the direction of the spillover
(see De Nicolo and Kwast 2002). In other words, correlation by itself can
be used to explain the contagion effect by investigating the relationship
between stock index and both bank and country characteristics.

The VSTOXX index is based on the Euro STOXX 502 real-time option
prices and is designed to reflect market expectations of the European
market-wide volatility. This index is meant to be forward looking and is
calculated from both call and put options (De Bruyckere et al., 2013). In
the literature, a strong relation between sovereign credit risk and the im-
plied volatility index has been observed3. Higher VSTOXX values signal
predictable fluctuations of short-term volatility in the market. In other
words, upsurges in the VSTOXX index indicate uncertainty regarding the
strength of economic fundamentals. Therefore, we expect a positive rela-
tion between the VSTOXX index and the risk measure (Black et al., 2016).

Total asset is one of the main bank-specific variables that are consid-
ered in this paper. We use the natural logarithm of a bank’s total asset to
proxy for the bank’s size. The positive (or negative) contribution of size-
variable on systemic risk is not theoretically determined and is primarily
linked to the outcomes of various contrasting channels. There are three
main channels in which size affects systemic risk: "guarantee", "diver-
sification", and "monopoly". For that reason, the degree of importance

1In the literature, contagion is broadly defined as excess correlation that is a significantly
unexpected deviation from the correlation induced by economic fundamentals (see
Poirson and Schmittmann, 2013).

2The Euro STOXX 50 index was introduced in 1998 and is composed of 50 stocks from 12
Eurozone countries.

3See Pan and Singleton, 2007.
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and the sign of size have to be determined empirically for any specific
research.

The "guarantee channel" can describe the rationale behind the am-
plifying effects of size on negative spillovers. In the case of financial dis-
tress, large banks are more likely to be rescued by state bailouts. The
bailout packages are intended to rebuild confidence in the financial mar-
kets and public view. Optimism for state bailouts might encourage man-
agers to engage in risky projects or investments (see De Bruyckere et al.,
2013 and Gandhi and Lustig, 2015). The "diversification channel", on
the one hand, implies that well-diversified banks suffer less individual
risks. That is, to diversify and manage stand-alone risks, large banks are
inclined to participate in more banking activities. Therefore, diversified
portfolios of assets and liabilities are more systemically interconnected
to other banks or financial institutions and are of higher systemic impor-
tance. In other words, although diversification provides ex-ante bene-
fits, it also causes ex-post contagion (see Zhou, 2010; Moore and Zhou,
2014; Korte and Steffen, 2014). In terms of the "monopoly channel", it is
worth mentioning that large and monopolistic banks can raise their prof-
its and accordingly lessen their systemic risk externalities to the system.
As a supportive argument, more profitable banks are less vulnerable to
macroeconomic or liquidity shocks due to holding higher capital buffers
(Bostandzic and Weiß, 2013).

The market-to-book ratio (MB), i.e. the market value divided by the
book value of common equity, shows optimistic expectations for the bank-
ing system and proxies for growth opportunities. The ratio contains some
additional information about the relationship between financial risk and
capital structure. Because of the growth opportunities or competitive ad-
vantages, a higher MB ratio should reflect greater expected future gains.
Those glamour banks, i.e. those with high MB ratios, hypothetically aug-
ment more to systemic risk and destabilization of the financial system.
Therefore, this must imply a positive relationship with the CoVaR mea-
sure (Liu, 2015).

Leverage ratio, or the ratio of debt-to-common equity, discloses the
solvency of banks. A greater proportion of equity provides a cushion re-
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garding the strength of a bank or financial institution. A few studies con-
firm the hypothesis that highly leveraged banks contribute more to sys-
temic risk and perform worse than their competitors during the financial
crisis. In other words, leveraged banks not only have lower capacity to
resist shocks but also contribute undesirably to economic volatility. The
more a bank is vulnerable to downturns and business cycles, the greater
the likelihood of credit default. Thus, we expect a positive relation be-
tween leverage ratio and systemic risk indicators (see Adrian and Brun-
nermeier, 2016; Bostandzic and Weiß, 2013, López-Espinosa et al., 2012).

The specialty of banks and their vulnerability to runs is widely recog-
nized in the economic literature. A bank run occurs when a large number
of a bank’s customers simultaneously withdraw cash from their deposit
accounts. It is a systematic response to the perception of the bank’s sol-
vency risk. The critical financial ratio to analyze "banking run" is the ra-
tio of cash reserves to demand deposits, the so-called fractional-reserve
ratio. If this ratio is low, the bank’s reserves will not be sufficient to cover
the withdrawals. As a result, the panic response might turn into a true
default situation for the bank. In this survey, we consider the short-term
debt-to-cash ratio (DC) as a hint for the fractional-reserve strength of a
bank.

It is repeatedly claimed that, in the course of any crisis, there is an
escalation in the systemic risk factors, i.e. correlation and standard de-
viation. For instance, relying on the EWMA correlation analysis and the
Granger-causality test, Kalbaska and Gątkowski (2012) demonstrate that
correlations and cross-county interdependencies increased after 2007.
In other studies, the researchers document an intimate joint movement
of financial markets during times of crisis (De Bruyckere et al., 2013). The
crisis dummy in our research is a factor classifying two periods: "non-
crisis", 2007 and 2012-2015, and "crisis", 2008-2011. As a result, we as-
sign values of zero to the "non-crisis" and one to the "crisis" period in the
years of examination. The time horizon of 2008-2011 is chosen to indi-
cate the persistent shocks to the financial markets and the real economy
following those two crises. This means that, from theoretical aspects,
there must be a one-to-one relationship between this dummy and the
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Figure 1: European debt crisis timeline. This figure elaborates the
chronology of the sovereign debt crisis of December 2009-November
2012 (Desai, 2013).

systemic risk measure.

5 Estimation Results

The objective of our empirical analysis in this section is to explore
the determinants of European banks’ exposure to the sovereign debt cri-
sis. In the first phase, we evaluate the UC-CoVaR measure of systemic
contagion from the sovereign debt in GIIPS to the European banks. In
the second step, we attempt to uncover the main determinants of sys-
temic risk by investigating the relationship between sovereign debt risk
spillovers and bank/country financials. This section also examines the
systemic risk exposure from the decomposed sovereigns within GIIPS,
i.e. Greece, Ireland, Italy, Portugal, and Spain, on the individual banks.
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Figure 2: CDS spreads of GIIPS sovereigns and GIIPS index. These plots
display the CDS spreads, in basis points, of six different risk sources dur-
ing 2007-2015. The CDS spreads of the Greek sovereign is plotted sepa-
rately due to the higher level of spreads compared to other CDSs.

5.1 Sovereign CDSs and Crisis Chronology

As mentioned before, we apply the measure to CDS spreads. A CDS
contract is an agreement that allows the transfer of credit risk between
two parties, the buyer and the seller. The buyer pays a predetermined
amount of periodic premium (or spread) to hedge the underlying loan
against the default of the issuer. As soon as the issuer defaults, the insur-
ance seller pays the loan’s outstanding amount to the buyer. Therefore,
the CDS spreads implicitly reveal forward-looking information about the
creditworthiness of the loan issuer (Manzo and Picca, 2014). In a couple
of studies, it is empirically verified that sovereign CDS spreads encom-
pass principal credit risk information on a country’s banking system (see
Avino and Cotter, 2014).
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Figure 1 illustrates the chronology of events in the "Eurozone crisis"
and the economic breakdown of the five risky countries in Europe (see
Desai, 2013). For instance, from 2007 to 2010, the Irish public debt-to-
GDP ratio rose roughly 20% annually. Irish banks and sovereign debt
were increasingly vulnerable in the autumn of 2008 and co-moved strongly
after the Eurozone crisis1. The Irish CDS spreads reached a peak of over
600 basis points by the start of 2011. These countries were seen even as
the main source of cross-country spillovers in the Eurozone since early
2009. During the crisis, Euro-area countries were most strongly affected
by cross-country spillovers from the countries within GIIPS. In October
2011, Sir Mervyn King, Governor of the Bank of England, signified the cri-
sis as "the most serious financial crisis at least since the 1930s, if not ever".
As a result, CDS spreads of sovereign debt swiftly rose immediately af-
ter November 2009 and in the course of crisis. The five-year senior CDS
spreads for the five countries within the GIIPS-block and also the GIIPS
index are plotted in Figure 2.

As of 2010, the spreads of the GIIPS-block started to trend upwards
dramatically due to the imminent crisis expectations. In this year, the GI-
IPS’s CDS spreads ranged from 153 bps for the Italian debt to 562 bps for
the Greek sovereign debt. Looking at the evolution of the CDS spreads,
we notice that the volatility of sovereigns was the highest during 2011.
For most CDSs, the volatility expanded sharply when the markets tum-
bled and it touched the highest level within a nine-year window in 2011.

However, the Greek CDS spreads continued surging even in 2012, ex-
ceeding 25,000 bps due to the market pessimism on the Greek default
or debt restructuring (see Figure 2). The distinguished behavior of the
Greek sovereign CDS spreads might imitate a distinct perspective of the
debt sustainability in Greece compared with the sovereign debts in Spain
and Italy. The Spanish and Italian economies are larger in size than the
Greek economy and are tied more strongly to Eurozone with respect to
their fiscal fundamentals. As a result, the market outlook for Italy and
Spain is compared with the general outlook for the Euro area. In con-
trast, the Greek CDS spreads considerably broadened following the first

1For more information on the debt crisis in the Eurozone, see Heinz and Sun, 2014.
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Sample Mean ¢CoV aR °1% Stock Market Correlation

Risk Source Non-crisis Crisis Total Non-crisis Crisis Total

GIIPS 1.40 3.64 2.34 0.71 0.82 0.76

Greece 0.73 3.09 1.73 0.35 0.59 0.46

Ireland 1.53 2.94 2.12 0.63 0.70 0.66

Italy 2.25 3.60 2.82 0.69 0.81 0.74

Portugal 1.86 3.53 2.57 0.60 0.75 0.67

Spain 1.99 3.53 2.64 0.67 0.79 0.72

Table 3: Sample mean of ¢CoV aR ° 1% and correlation. The first
part of this table shows the sample mean of sovereign risk exposure
(¢CoV aR ° 1%) of all examined banks during the non-crisis, the crisis,
and the entire period of 2007-2015. The second part displays the yearly
mean of correlation of the stock markets, which have at least one repre-
sentative bank amongst the 25 examined banks, with the five countries
within GIIPS and also the GIIPS stock index.

state restructuring in mid-2011, persistently well above 1,000 bps.

5.2 Estimation of UC °4CoV aR

We estimate the 4CoV aR measure by the UC method of equation 2.
The invariant estimates of correlation and standard deviation are plugged
in this equation. The correlation between bank i ’s CDS spreads and the
CDS spreads of the GIIPS is denoted by Ω(i ,g i i ps) and the standard devia-
tion of bank i ’s CDS spreads is denoted byæi . It is obvious that 4CoV aR
is a negative number if the correlation is non-negative. In order to make
the interpretations more straightforward, we multiply the 4CoV aR val-
ues by minus one. The 4CoV aR estimation is done for six risk sources
including the GIIPS-block and the five countries within GIIPS. The GIIPS-
block sovereign CDS is a GDP-weighted index of the five sovereigns.

Table 3 presents the means of 4CoV aR °1% and stock market cor-
relation over three subsamples: the "non-crisis period", 2007 and 2012-
2015, the "crisis period", 2008-2011, and the "total sample", 2007-2015.
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Figure 3: Mean of yearly 4CoV aR ° 1% from different sources. The
graph depicts the yearly cross-sectional mean of 4CoV aRs °1% for all
25 banks in 2007 to 2015. The exposure is decomposed into six different
sources, i.e. five sources amongst the GIIPS countries and also the GIIPS
index itself.

The non-crisis period is considered as a period of stability for the Eu-
ropean banking system. In contrast, in the financial/debt crisis period,
the risk elements of correlation and standard deviation are quite unsta-
ble and volatile. Based on the 4CoV aR measure, three observations are
noteworthy. First, the yearly mean of 4CoV aR heightens in the crisis for
different sovereigns. Specifically, the mean of 4CoV aR, caused by the
Greek sovereign debt, is roughly three times larger during the crisis com-
pared to the non-crisis period. Second, the mean of stock market cor-
relation rises for all of the distressed countries during the crisis but not
as notably as the rise in the 4CoV aR. Third, the Italian sovereign debt
has the highest externalities of the reviewed banks. That is to say that the
European banks are, on average, more vulnerable to sovereign distress in
Italy than other sovereign debts in the GIIPS countries1. However, this
evidence seems largely unsurprising due to the size and importance of
the Italian economy in the Eurozone and also in Europe as a whole.

1For more details on this observation, see Kalotychou and Remolona, 2013.
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5.3 4CoV aR and Time-effect

The global financial crisis broke out in the autumn of 2008, whereas
the GIIPS debt crisis adversely emerged right after the gradual indica-
tions of global economy recovery in 2010. Nevertheless, Europe con-
tinued to remain systemically fragile subsequent to the extension of the
debt crisis. The risk level was still large until the end of 2011 due to de-
teriorations in sovereign fundamentals and rising government debt lev-
els. Figure 3 shows the yearly cross-sectional mean of4CoV aR, sourcing
from the GIIPS sovereigns, on the examined banks over 2007-2015.

We run OLS regressions to explain the fluctuations in the 4CoV aRs
of GIIPS on the selected banks during the evaluation period. Table 4 re-
ports the regressions of the dependent variable (4CoV aR°1%) of differ-
ent risk sources such as the GIIPS-block, Greece, Ireland, Italy, Portugal,
and Spain, on eight different year dummies. Concerning the primary risk
source, GIIPS, we find some statistical significance for the coefficients
of the year dummies. The substantially positive and significant coeffi-
cient of the constant term determines the dummy of 2007 (as a base year)
where the coefficients of the remaining years (2008-2015) are all zero. As
an initial reaction to the subprime crisis, there is an additional 3.97% in-
crease in the risk exposure (driven by the GIIPS-block) in 2008 plus the
2007 constant exposure of 2.43%. In 2009, there are no significant extra
spillovers more than that of 2007, but still no decrease is detected. Sim-
ilarly, there is neither statistically significant reduction nor expansion in
the risk externalities in 2010 and 2011 extra to the (base year) effect of
2007. In spite of that, from 2012, there is a substantial drop in the risk
spillovers compared to those of 2007.

As relating to other sovereigns, the magnitude and statistical signifi-
cance of coefficients differ from the results of the GIIPS sovereign debt
but still the signs remain positive or zero for the years 2008-2011. As
an example, the risk exposure of the Greek sovereign debt considerably
increases in 2008 and 2010, compared to the base year of 2007. How-
ever, the risk exposure does not change in 2009 and 2011 more than that
of 2007. Therefore, these observations statistically motivate the corre-
sponding values of "crisis dummy" in our study, namely zero for 2007,
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Year GIIPS Greece Ireland Italy Portugal Spain

2008 3.97*** 4.22*** 1.25 3.00*** 4.34*** 5.76***

(0.89) (0.76) (0.78) (0.91) (0.87) (0.95)

2009 0.51 0.92 2.65*** 0.10 0.72 2.12**

(0.79) (0.68) (0.70) (0.81) (0.78) (0.85)

2010 1.22 1.52** 2.82*** 1.01 1.54** 2.55***

(0.79) (0.68) (0.69) (0.81) (0.77) (0.84)

2011 0.34 0.46 2.07*** 0.41 0.83 2.24***

(0.78) (0.67) (0.69) (0.80) (0.77) (0.83)

2012 -1.85** -1.38** 1.13 -0.27 -0.67 1.57*

(0.78) (0.67) (0.69) (0.80) (0.77) (0.83)

2013 -1.48* -1.54** 1.22* -0.68 -0.27 1.36

(0.77) (0.66) (0.68) (0.79) (0.76) (0.83)

2014 -0.27 -0.46 1.06 -0.66 0.02 1.36

(0.77) (0.66) (0.68) (0.79) (0.76) (0.83)

2015 -1.12 -0.61 0.68 -0.35 0.40 1.69**

(0.77) (0.66) (0.68) (0.79) (0.76) (0.83)

(2007) 2.43*** 1.61*** 0.63 2.69*** 1.97*** 0.67

(0.63) (0.54) (0.55) (0.64) (0.62) (0.67)

Obs. 178 178 178 178 178 178

R2 0.32 0.4 0.17 0.16 0.25 0.22

Table 4: Time-effect regressions. The OLS regressions of the risk mea-
sure, 4CoV aR ° 1%, originating from various sovereigns in nine years,
2007-2015, are presented in this table. The constant term indicates the
coefficient of the base year, 2007. ***, **, and * denote the significance
levels at 1%, 5%, and 10%, respectively.
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and 2012-2015, and one for 2008-2011.

5.4 Univariate Regression Estimation

So far we have measured systemic risk, 4CoV aR°1%, and have shown
that the comovement of the individual banks with debts in GIIPS is quite
substantial. In this section, we attempt to discover the main factors that
can significantly explain variations in banks’ exposure to the GIIPS debt
crisis in the examined years. Table 5 displays the univariate FE-panel re-
gressions of 4CoV aR ° 1% from six different origins of sovereign debt
risk on a few financial market variables and bank fundamentals.

The sign of most variables is the same as the hypothetical one in the
literature (see 4.2). Consistent with earlier studies, the role of the sub-
prime and sovereign debt crisis period of 2008-2011 is reflected in the
positively significant and large coefficient of the crisis dummy (CD). The
positive sign of size variable (A) means that large banks are closely con-
nected with the GIIPS-block through interbank investments and other
exposures1. Similar to the observations above, the coefficient of the in-
teraction term of CD and A, CDA, is also positive and significant at 1%
level. The interaction term (CDA) has a larger contribution and explana-
tory power, a higher R2, at explaining exposure to the GIIPS sovereign
risk.

Furthermore, systemic risk is positively related to changes in the stan-
dard deviation of local stock market returns (SD), the volatility index in
Europe (V ) and correlation of stock markets (C) for most of the risk ori-
gins. In contrast to those market-related variables, mean of yearly re-
turns (R), and the ratio of mean to standard deviation of returns (RSD) are
negatively related to the variations in 4CoV aR ° 1%. The outputs also
show that bank-specific profiles, market-to-book (MB), debt-to-equity
(DE), and short-term debt-to-cash (DC) ratios do not significantly drive
the systemic risk exposure of the sampled banks, that is, either the coef-
ficients are insignificant or the R2s are very low.

1This is similar to various related studies, from different perspectives, that give approval
to the "Too Big To Fail (TBTF)" hypothesis.
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5.5 4CoV aR and Correlation

Figure 4 plots the yearly mean of sample correlation between stock
markets in the 10 examined European countries and the five Eurozone
distressed countries over a nine-year horizon. The correlation lines il-
lustrate that homogeneity is present in both the level and the strength of
comovement between different GIIPS stock markets and other markets
except for the Greek market. There is some evidence that interdepen-
dencies, i.e. yearly mean of correlations, among European stock mar-
kets have increased over the last two decades after the introduction of
the euro. During these years, there has been a substantial temporary
rise in correlation following the integration of markets (see Schröder and
Schüler, 2003). The strengthened interdependence between stock mar-
kets in the European countries and the GIIPS sovereigns, excluding for
Greece, is particularly evident in 2007-2011, as seen in Figure 4.

To investigate the relation between stock market correlation and "sys-
temic risk" measure, we plug in the correlation variable between a coun-
try’s stock market and the GIIPS countries or the GIIPS-block stock index
in univariate FE regressions. The FE regression of 4CoV aR°1% on stock
market correlation (C) is represented in Table 5. The correlation variable
corresponds to the covariate of each of the 10 stock markets in which
the CDS is issued with the stock indices of different GIIPS sovereigns, i.e.
Greece, Ireland, Italy, Portugal, Spain, and the GIIPS stock index1. Suc-
cessively, the analogous 4CoV aRs are the negative spillovers of debts in
the five sovereigns or the GIIPS index on the sampled individual banks.
As an example, Spain-4CoV aR represents the risk contagion from the
Spanish sovereign debt to the 25 reviews. This correlation of Spain char-
acterizes the co-variation of the 10 stock markets with the Spanish mar-
ket index.

According to the positive and significant coefficient of correlation
(C), one can assume that an observed increase in correlation between a
stock market and the GIIPS index returns signals a climb in the systemic

1As mentioned before, the index is a GDP-weighted index of the five constituent coun-
tries within GIIPS.
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Figure 4: Comovement of stock market correlation and 4CoV aR °1%.
The left-plot depicts the yearly cross-sectional mean of stock markets
correlations, of the GIIPS-block, and also the constituent countries in
GIIPS (Greece, Ireland, Italy, Portugal, and Spain) with the 10 representa-
tive European countries. The right plot demonstrates the change in the
sample yearly means of GIIPS-4CoV aR °1% and the GIIPS stock index
correlation, i.e. of the GIIPS-block index with the 10 European ones.

risk exposure. The regression outputs show that, for most of the cases,
the higher the correlation, the higher the systemic risk, except for Spain,
for which the coefficient is not significant. For instance, the univariate
regression of Greece-4CoV aR on correlation explains 25% of the varia-
tions in risk exposures of the banks on the Greek sovereign debt risk, R2

amounts to 0.25.

5.6 Multivariate Regression Model

The regression model in equation 1 relates 4CoV aR to market fi-
nancials, i.e. mean and standard deviation of market returns, stock mar-
ket correlation, crisis dummy, and European market volatility, also cor-
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Figure 5: Variation in 4CoV aR ° 1% by crisis dummy and total asset.
This graph shows the change in 4CoV aR°1% for different sizes (or total
asset) in three different categories, i.e. the non-crisis, the crisis, and the
whole period, respectively.

responding to individual bank qualities, i.e. total asset, market-to-book,
leverage, and short-term debt-to-cash ratios. Table 6 shows some of the
empirically interesting results of the (unbalanced) panel regression model.

In this table, the combination of a bank’s size (A) and crisis dummy
(CD), denoted by CDA, mean and standard deviation of market returns
(R and SD, respectively) are statistically significant. In contrast to the
function played by these variables, we find no evidence that leverage ra-
tio (DE), short-term debt-to-cash ratio (DC), total asset or size (A), by
itself, and correlation (C) considerably drive countries’ risk exposure to
the GIIPS debts.

The positive and statistically significant coefficient of CDA provides
sound evidence that the interaction term of size and crisis episodes par-
tially explains 26% of variations in the systemic risk exposure on banks.
The impact of size and crisis dummy on risk exposure is more illustra-
tive in Figure 5. It depicts the movement in 4CoV aR °1% with respect
to the different sizes of banks in the three different categories, i.e. the
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non-crisis period, the crisis period, and the whole sample, respectively.
In other words, it can be seen as a three-dimensional plot. The dimen-
sions are total asset (or size), 4CoV aR , and crisis dummy. The fitted
line of upward sloping, in the middle plot, signifies the positive role of
asset and the crisis period in raising the risk measure, 4CoV aR °1%. As
can be seen in Table 6, the interaction of size and crisis dummy, CDA, re-
mains robust at explaining 4CoV aR °1% (but in different magnitudes)
for different sovereigns within GIIPS.

Table 6 also underlies the importance of stock market performance,
i.e. mean, standard deviation, and correlation with other stock markets
for risk exposure to the GIIPS sovereign debts. Stock market payoff is
a prominent indicator of economic climate and is widely used among
players in the financial market. Unlike those variables mentioned above,
the bank-specific fundamentals such as short-term debt-to-cash, market-
to-book, and leverage ratios cannot explain variations of the risk mea-
sure in an economically meaningful way. We also examine the robust-
ness of the main regression model of GIIPS-4CoV aR °1%. This model
estimates a similar FE-panel model but with4CoV aR°5% as the depen-
dent covariate, instead of 4CoV aR °1%. The robustness check verifies
the primary model in terms of the significance of the coefficients and
also signs of the coefficients.

The risk spillover from the countries within the GIIPS-block to the
same European banks is examined by running separate FE-panel regres-
sion models of 4CoV aR °1%. As for the Greek case, the significant ex-
planatories and the magnitude of coefficients are analogous to the re-
gression model for the GIIPS regression, meaning that the interaction of
size and crisis dummy (CDA) and also mean and standard deviation of
market returns can partially describe variations of exposure to the Greek
sovereign debt. For other cases, i.e. the Irish, Italian, Portuguese and
Spanish risk measures, interaction of size and crisis dummy (CDA) and
average market returns (R) still illustrate variations in the measure. How-
ever, the explanatory power of the regressions and also the magnitude
of relevant coefficients are different, to some extent, from the GIIPS and
Greek cases.
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6 Conclusion

Recognizing the function of different attributes in the GIIPS sovereign
debt risk, we engage key fundamentals and market conditions to de-
tect the risk measure variations. We find some empirical evidence that
a mix of market indicators and size (or total asset) drives sovereign risk
exposure. In addition, the systemic risk indicator for European banks is
heightened in the peak of the global and debt crises, in 2008-2011, due to
higher correlation and larger volatility in the CDS spreads. Larger banks
are by nature more interconnected, complex, and susceptible to take on
systemic risk, especially when markets are distressed by a financial cri-
sis. Local market indicators such as the mean and standard deviation of
stock returns can also influence the risk exposure. Each and every com-
municated figure in the markets is embodied in the stock returns. There-
fore, stock market returns proxy for the financial market conditions of the
country in which CDSs are issued. Unlike these variables, the included
bank-specific variables, i.e. leverage, market-to-book, and short-term
debt-to-cash ratios, do not drive changes in the risk exposure between
the investigated European banks. To sum up, amongst various factors,
a bank’s exposure to the GIIPS sovereign debt crisis is more attributed
to market returns and volatility, the global economy situation, and total
asset.
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A Appendix

Figure 6: Debt-to-GDP ratio of GIIPS countries. This figure displays
the ratio of debt-to-GDP for the five countries within the GIIPS-block in
2010. It also reports the British banks’ exposure to the sovereign debts in
GIIPS in the same year.
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 79 

 

 

Figure 7: Claims on the GIIPS countries. The pie-plots give an overview
of different large economies’ claims on the five GIIPS countries and the
UK in Mach 2011 (Kalbaska and Gątkowski, 2012).
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Determinants of Systemic Risk in

European Banking

Hassan Sabzevari

Abstract

As the main focus of this study, we empirically investigate the im-
portant determinants of systemic risk in the European banking system.
To achieve this purpose, this paper firstly examines the systemic risk in-
fluence of each European country’s banking industry on the European
banking system, i.e. the whole banking industry of Europe. Conditional
Value-at-Risk, or CoVaR, is used to evaluate the risk contagion of each
single country’s banking to the European banking system. We then run
a GMM dynamic panel regression of the CoVaR measure on idiosyncratic
country-level banking characteristics and macroeconomic variables. The
results show that size is an important determinant of the risk. Interest-
ingly, the contagion significantly expands in the subprime and sovereign
debt crisis period of 2008-2012. In addition, individual country-level fac-
tors such as VaR, stock market returns, market-to-book ratio, bilateral
loan, and the industrial growth index are other significant determinants
of systemic risk expansion.

Keywords: Systemic Risk, VaR, CoVaR, European Banking System, Crisis
JEL Classification: C30, G01, G20, G21, G28
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1 Introduction

Any financial crisis that follows a domino-like failure is systemic by
nature and has overwhelming burdens and consequences on the real
economy1. Kaufman and Scott (2003) define "systemic risk" as "the risk
or probability of breakdowns in an entire system, as opposed to break-
downs in individual parts or components, and is evidenced by comove-
ments (correlation) among most or all the parts". After the global sub-
prime crisis of 2007/2008, a few Eurozone states faced negative growth
outlooks and accelerating public debts in 2010-12. Financial markets an-
ticipated the Greek default and, subsequently, the risk spread to other
large economies such as Italy, Spain, and Ireland. These countries were
financially incapable of repaying their debts without receiving assistance
through bailout agreements or liquidity injections by the ECB2 and/or
other authorities (Black et al., 2016). During the European debt crisis,
physical default probabilities3 led to insolvency issues as a major source
of contagiously negative spillovers. Black et al. (2016) show that the sys-
temic risk of the European banking system reached its peak in November
2011 after the elevation of the Eurozone debt crisis. The European and
the worldwide crises of 2007/2008 have drawn the attention of economists
and authorities. Therefore, economists and risk analysis practitioners
endeavor to mitigate the effects of systemic risk. Realizing this objec-
tive would provide regulators with operational policies aimed at limiting
systemic risk before any likely crisis (Weiß, Bostandzic, and Neumann,
2014).

The present research aims to address a central question: what are the
major characteristics of a country’s banking and macroeconomy that de-
termine its systemic importance? In other words, what are the major at-
tributes of Systemically Important Banking Industries (SIBIs) for impos-
ing macroprudential regulations or integrated banking policies? A tra-
ditional microprudential regulation regime unintentionally gives banks

1Acharya (2009) further explains this observation.
2European Central Bank
3The physical default probabilities are extracted from the historical data, whereas the

risk neutral probabilities are obtained from CDS spreads or bond prices.
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strong incentives to burden the system with more of the risk (Black et
al., 2016). Comprehensive macroprudential supervision, which consid-
ers the European banking system as a whole, is crucial for achieving fi-
nancial stability. The research outcomes benefit the European authori-
ties while imposing macroprudential policies and identifying SIBIs.

The main incentive of this article for the particular emphasis on banks
arises from a variety of evidence concerning banks’ substantial function-
ality in the economy and also the broad extent of any contagion risk in
the banking sector1. The reliability of banking systems is central for fi-
nancial sector stability, economic growth, employment, and social wel-
fare (Huang, Zhou, and Zhu, 2012). For instance, Billio et al. (2010) find
that shocks to banks propagate to other financial institutions; however,
shocks to other financial institutions do not affect banks. In this respect,
banks appear to be the most contagious types of financial institution.
The ongoing integration, globalization, and consolidation process in the
banking business render obvious indications for systemic risk expansion
in banking. Furthermore, banking businesses have a high leverage ra-
tio, i.e. a low capital-to-asset ratio, and low cash-to-asset ratio to meet
deposit obligations (Schröder and Schüler, 2003). The distinct focus on
the European continent is motivated by the fact that the last financial
crises sufficiently highlighted the importance of discerning systemic risk
sources at the European level to comfort stabilization initiatives in this
market (see De Bandt and Hartmann, 1998).

By employing the CoVaR approach, this paper empirically investi-
gates the degree of cross-border interconnectedness in the European bank-
ing sector. The advantages of CoVaR are its straightforward computa-
tion and also its ability to present the risk contribution of an individual
banking industry. By means of the measure, this paper firstly surveys the
contribution of each country’s banking industry to the European system.
Then, it examines the determinants of systemic risk by running a GMM
panel regression. The results show that systemic risk is determined by
a number of balance-sheet characteristics and macroeconomic condi-
tions such as country-level VaR of banking industry, crisis episodes, size

1See Kaufman and Scott (2003) for further explanation.



98 PAPER III

or total asset, bilateral loan, market-to-book ratio, stock market returns,
and industry growth index. The degree of importance and also the di-
rection, positive/negative, of these risk drivers are noticeably distinctive
(Adrian and Brunnermeier, 2016).

Before the advent of the subprime crisis, there was no substantial
literature on the distinguishing drivers of systemic risk in Europe. Af-
ter the 2007/2008 crisis, there were a few studies on systemic risk deter-
minants either among European individual banks or only among large
economies/banking industries in Europe. However, none of the current
studies examine the drivers of systemic risk flow from country-level bank-
ing industries on the whole banking system in Europe. As an example,
Herwartza and Siegel (2009) claim that the advent of the euro has initi-
ated a slight spike in systemic risk. In another study, which conducted
a cross-country comparison, Karimalis et al. (2014) show that Spanish
and French banks on average contribute more to systemic risk in Europe.
Therefore, this paper can contribute to the current literature in two re-
spects. It is the first study that attempts to determine the contributors of
contagion risk in the European banking system, meaning that it develops
all analysis at the European country-level, as opposed to related studies
that emphasize individual banking level. Another notable deviation is
that we incorporate a new control, the "bilateral loan", which can ob-
tain the strength of banking industries’ interdependence. The bilateral
loan is not only one of the chains of interconnection and comovement
inside banking systems but also a representative for credit/default risk.
Assessing the impact of the bilateral loan can contribute to the explana-
tory power of our model.

In terms of data type, the analysis centers on banking stock indices
rather than historical balance sheet data, e.g. market value of assets. The
market value of banking equities reflects forward-looking estimates of
any conceivable events in banking. Stock returns reveal common varia-
tions in the European banking system related to each country’s banking
industry1. The sample of banking equity indices consists of 15 European
countries plus the entire European banking sector. These countries are

1See Brownlees and Engle (2012) for the reasoning behind employing equity indices.
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attributed by their large capitalization, global activity, cross-border ex-
posures, and/or large size.

The paper proceeds as follows: it reviews the leading studies on the
determinants of systemic risk in Section 2; Section 3 describes the data
and reports the descriptive statistics; the detailed description of the Co-
VaR measure and also the contemplated determinants of systemic risk
are documented in Section 4; Section 5 presents the final results and ro-
bustness checks; Section 6 concludes the paper.

2 Literature Review

Regarding studies on systemic risk determinants, there are mainly
three strands of literature. One thread of the literature solely covers Euro-
pean banks or US banks. The second thread addresses the contagion risk
between US banks and European banks and their mutual externalities on
each other. Finally, other papers target systemic risk drivers among large
financial institutions such as banks, insurance companies, and real-estate
firms in the US, Europe, and other developed economies. These threads
of studies are respectively reviewed as follows.

Herwartza and Siegel (2009) analyzed a cross-sectional set of data
that covers nine economies, namely Belgium, Denmark, Finland, France,
Germany, Ireland, the Netherlands, Switzerland, and the United King-
dom. The authors investigate the probable influence of exogenous fac-
tors on determining the comovements in European banking. The paper
claims that the advent of the euro has initiated a slight spike in systemic
risk following a short period of transitory dynamics. The introduction
of the euro and financial market integration goes along with the con-
vergence of interest rates. Therefore, systemic risk is found to rise in
states in which financial market integration/liberalization is continuing
or in which markets are experiencing relatively high uncertainty at the
national level.

Engle et al. (2015) applied the Marginal Expected Shortfall (MES)
methodology to a sample of 196 large European financial firms consist-
ing of all banks, insurance companies, financial services, and real-estate
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firms over 2000-2012. Of the 1,219 billion euros of systemic risk exposure
in Europe, banks and insurance companies bear approximately 83% and
15%, respectively. In terms of countries’ share over the recent period,
France and the UK have contributed approximately 52% to the risk build-
up. With regard to individual firms, the five riskiest financial institutions
in that period have been Deutsche Bank, Credit Agricole, Barclays, Royal
Bank of Scotland, and BNP Paribas.

In a cross-country comparison, Karimalis and Nomikos (2014) in-
vestigated the hypothetical contribution of common market factors and
bank-specific characteristics (e.g. balance sheet variables) on systemic
risk. For a portfolio of large European banks, lagged values of the im-
plied market volatility, funding liquidity, credit spread, and the change
in the three-month Euribor rate are statistically significant in describing
CoVaR. The authors show that liquidity risk was a principal determinant
of systemic risk contribution at the onset of the 2007/2008 crisis. Fur-
thermore, size and leverage appear to be the most robust sources of sys-
temic risk spillovers.

Black et al. (2016) examined the systemic risk of European banks
during crises. The authors introduce the Distress Insurance Premium
(DIP) indicator, which combines the characteristics of bank size, default
probability, and interconnectedness. The measure indicates that size
and leverage raise systemic risk, while adequate short-term liquidity and
a satisfactory book-to-market ratio shrink systemic risk. Certain "small
banks" can be systemically risky if their credit quality deteriorates or their
default probability and/or correlation rises. The authors signify that sovereign
default spreads as the cause of the deepened risk in the banking sector
during the European debt crisis.

Zhou (2010) applied three systemic importance measures to a con-
structed dataset consisting of 28 US banks. They demonstrate that a
large bank is not essentially systemically important unless it is engaged
in diversified banking activities. For instance, the crisis of a large but iso-
lated bank having no diversification or interconnection with other bank-
ing counterparts cannot jeopardize the financial system. In other words,
the "Too Big To Fail" (TBTF) argument is only a valid argument for those
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large banks that take on excessive risk and their risky undertakings ne-
cessitate bailout policies.

Introducing Expected Systemic Loss (ESL), Moore and Zhou (2014)
show that TBTF was a key determinant for the US banks, in 2000-2010,
having size under a specific threshold. In addition to TBTF, systemic
importance is magnified with intensive participation in non-traditional
banking activities. In other words, the systemic importance of banks can
also be identified by the "Too Non-traditional To Fail" principle such as
relying on money market funds and earning non-interest incomes.

Adrian and Brunnermeier (2016) used a fixed-effects panel regres-
sion, denoted as the forward-looking risk measure, on a total of 1,226
financial institutions in the US. The authors connected quarterly CoVaR
estimations of the collected financial institutions to their individual char-
acteristics. The authors provide evidence that financial institutions with
higher leverage, more maturity mismatch, and larger size enforce larger
systemic externalities one quarter, one year, and two years later, both at
the 1% and the 5% levels of CoVaR.

Sharifova (2012) utilized the CoVaR approach to unveil the degree
and also the sources of cross-border interconnectedness/linkage between
the US and the European banks over 2000-2011. She argues that those
systemically important banks are not essentially the riskiest ones in terms
of their individual risk or VaR. Moreover, the solvency indicators, namely
leverage and long-term debt-to-equity ratio, turn out to be statistically
significant drivers of the US banks’ exposure to the European banks. How-
ever, Sharifova’s (2012) research cannot statistically justify analogous risk
contributions of the US banks to the European peers.

Beltratti et al. (2012) studied the performance of stock returns of
large worldwide banks with assets in excess of $10 billion across the crisis
period of 2007/2008. The authors used this period’s variations to grasp
those factors that describe the poor performance of banks in the course
of a credit crunch. The research’s empirical evidence strongly supports
those theories that relate the fragility of banks with factors such as short-
term capital market funding, higher leverage, less traditional business
engagements, and greater returns instantly before the crisis.
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López-Espinosa et al. (2012) applied the CoVaR approach to distin-
guish the primary triggers of contagion risk in international banking. The
authors conclude that short-term wholesale funding is a major source
of systemic risk incidents in banking. The risky funds are mainly raised
with financial instruments such as Certificates of Deposits (CDs), central
bank funds, commercial papers, and repurchase agreements (or repos).
Within the class of those international banks, they find no strongly con-
vincing evidence that either size or leverage contribute to systemic risk.
On the other hand, the article puts forward the view that risky funding
triggers more interconnection, larger exposure to maturity mismatch,
and more liquidity risk. Their results encourage the Basel proposal to im-
plement "net stable funding ratios" and to penalize excessive exposures
to liquidity risk.

On a sample of 20 European banks and 13 US banks, Rodríguez-Moreno
and Peña (2013) studied the impact of banks’ portfolio holdings of credit
derivatives1 on risk dispersion. The authors also incorporated other vari-
ables related to size, interconnectedness, substitutability, and balance
sheet characteristics into their analysis. For the examined sample of banks,
they conclude that holdings of foreign exchange and credit derivatives
raise the banks’ contributions to systemic risk while holdings of inter-
est rate derivatives lessen that risk. More than derivatives holdings, the
ratio of non-performing loans to total loan and leverage ratio influence
systemic risk expansion.

Bostandzic and Weiß (2013) document that US banks not only expe-
rience higher global systemic risk but also significantly contribute more
to the risk than the European banks. The authors show that the annual
Marginal Expected Shortfall (MES)2 and Systemic Risk Index (SRISK)3 for
the US banks are substantially higher than those for the European banks
of analogous size and value. Furthermore, exceptional reliance on non-
interest income, less traditional lending, and less qualified loan portfo-

1Credit Default Swap
2MES measures the negative mean net equity returns of a financial institution condi-

tional on any bad outcomes or downward movements in the markets.
3SRISK measures the expected capital shortfall of a financial firm in the case of a systemic

event or crisis.
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lios lead to the systemic relevance of banks.

3 Data

Daily banking equity indices of 15 European countries and the equity
index of the European banking system were obtained from Datastream.
The banking equity indices1 are gathered on a daily frequency spanning
from the beginning of 1999 to the end of 2013. The daily observations
are the MSCI of banking equity indices in those examined countries. The
chosen countries are listed in Table 1 with the descriptive statistics on
their logarithmic stock returns. We select those banking industries that
dominate the cross-border banking and also hold a higher share of for-
eign assets/liabilities in the European continent2. Some other European
countries such as Iceland, Luxembourg, and Cyprus might have signifi-
cant systemic risk implications for the European system but due to data
unavailability are excluded from the analysis.

There are two abnormal minimum daily returns in Table 1 concern-
ing the Irish and Dutch banking indices. Irish banking experienced a
daily decline of 75.2% (of log returns or 37.5% of ordinary returns) on 19
January 2009, whereas the downturn in Dutch banking occurred on 14
October 2008, 129.9% of log returns or 72% of ordinary returns. We also
collect the variables of each country’s banking-specific qualities. These
controls are all designated from the literature, excluding the bilateral loan
variable. This new explanatory variable is released by the BIS statistics3.
The BIS consolidated banking statistics provide quarterly data on banks’
foreign claims by country of residence of counterparty.

We cannot collect indices for the balance sheet and income state-

1The forward-looking nature of equity market returns offers a natural choice of a proper
measure of systemic risk (see Zhou, 2010).

2For instance, a few European economies, i.e. France, Germany, the UK, Switzerland,
the Netherlands, besides the US and Japan comprise half of the cross-border banking
assets/liabilities (Allen, 2011).

3"The data cover financial claims, risk transfers and certain liabilities reported by banks
headquartered in the reporting country as well as selected affiliates of foreign banks" (BIS
International Banking Statistics).
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Country Mean Std Dev Min Max Skewness Kurtosis

Austria 0.02 2.02 -13.53 14.32 -0.15 6.70

Belgium -0.04 2.49 -25.48 18.57 -0.36 10.31

Denmark 0.02 1.70 -14.66 15.31 0.05 7.89

Finland 0.03 2.03 -18.21 19.62 0.02 9.76

France 0.01 2.20 -13.45 18.32 0.26 7.27

Germany -0.02 1.99 -16.49 15.8 -0.08 9.49

Greece -0.09 2.85 -16.32 22.05 0.34 7.62

Ireland -0.08 3.84 -75.21 29.76 -1.72 49.11

Italy -0.03 1.93 -11.96 15.79 -0.09 5.58

Netherlands -0.08 2.98 -129.91 15.12 -21.40 919.44

Portugal -0.04 1.72 -11.73 12.79 0.06 8.01

Spain -0.01 1.91 -14.28 19.06 0.40 8.60

Sweden 0.02 1.92 -10.79 14.65 0.38 6.28

Switzerland -0.01 1.91 -10.83 17.77 0.26 7.44

UK -0.01 1.95 -19.47 18.80 -0.09 11.55

Europe 0.00 1.77 -11.78 15.68 0.05 8.22

Table 1: Descriptive statistics of banking indices. The table lists 15 big
European countries and the whole Europe banking index. It also reports
the basic descriptive statistics of the indices daily log returns such as
mean, standard deviation, minimum, maximum, all in percentage, skew-
ness, and kurtosis in 1999-2013.
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ment at country-level banking. Therefore, we construct a market-capitalization-
weighted index of the constituent list of each country’s banking industry.
The yearly market capitalization of constituent lists was collected from
Datastream. Table 2 exhibits the average and standard deviation statis-
tics of the control variables in non-crisis, crisis, and total periods for all
banking businesses over 1999-2013. The table shows that the averages
for some of the control variables, i.e. leverage ratio, IPI, unemployment
growth rate, VaR, and market returns, vary largely during the crisis pe-
riod. However, for other explanatory variables, it does not alternate sig-
nificantly. There are some other interesting observations in this table.
The leverage ratio (asset-to-equity ratio: AE), market-to-book ratio (MB),
IPI, and mean of stock market returns (R) decrease significantly in cri-
sis time while unemployment growth rate (U) and VaR-1% increase sub-
stantially during the crisis period. Despite some increasing or decreasing
variations in those explanatory variables, we do not observe any con-
siderable changes in total asset (A, namely the size proxy), bilateral loan
(BL), and PPI.

4 Methodology and Variables

We follow the systemic risk literature to rel/ate 4CoV aR to finan-
cial fundamentals. There exists an autoregressive (AR) process in the
4CoV aR over time, meaning that, if we estimate the parameters by ordi-
nary fixed/random effects, the regression estimation leads to endogene-
ity issues. Therefore, a dynamic panel regression is preferred to other
regression methods. The most commonly used estimators to overcome
the described problem are the Arellano and Bond (1991) and Arellano
and Bover (1995) estimators. Arellano and Bond (1991) use all of the past
information of dependent variable as instruments. We use primarily the
Arellano and Bond (1995) GMM estimator as an efficient estimation pro-
cedure. We conduct the analysis by employing a GMM dynamic panel
regression. The final specification of the panel regression takes the form
of the model in equation 1.
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4CoV aReu|i
i ,t = Æi +Ø04CoV aReu|i

i ,t°1 +Ø1C Di ,t +Ø2 Ai ,t +Ø3BLi ,t +
Ø4MBi ,t +Ø5AEi ,t +Ø6Ri ,t +Ø7V aRi ,t +Ø8IPIi ,t +
Ø9PPIi ,t +Ø10Ui ,t +≤i ,t (1)

In this equation, yearly 4CoV aReu|i
i ,t is regressed on the one-year lag

of 4CoV aR, 4CoV aReu|i
i ,t°1, and the main potential factors of risk con-

tagion. The supposed risk drivers/determinants are crisis dummy (CD),
total asset (A), bilateral loan (BL), market-to-book ratio (MB), asset-to-
equity ratio (AE), the mean of stock market returns (R), Value-at-Risk
(VaR), industrial production index (IPI), production price index (PPI),
and, finally, unemployment (U). Among the explanatory variables, 4CoV aReu|i

i ,t°1
is the only one-year lagged variable, whereas other explanatories are in
the current year.

4.1 4CoV aR Method

Based on the well-known concepts of VaR and covariation, the CoV aR
approach evaluates the tail-risk spillovers from individual banking in-
dustries to the entire banking system. Adrian and Brunnermeier (2016)
estimate the marginal contribution of each single institution to the over-
all systemic risk, denoted by 4CoV aR. 4CoV aR is the difference be-
tween CoV aR ° 1% and the unconditional whole system’s CoV aR, or
CoV aR ° 50%. For this particular research, 4CoV aR reflects the sys-
temic risk of each individual county’s banking index on the European
banking equity index. In other words, it evaluates the covarying changes
between the tails of various banking indices and the European banking
equity index. Among several methods used to evaluate 4CoV aR, the
existing study applies the Unconditional Correlation method, or simply
UC °4CoV aR.

Applying the UC °4CoV aR method in this paper is motivated by
its two virtues. First, we intend to estimate the 4CoV aR model on a
yearly basis implying that the estimation lacks adequate observations,
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i.e. nearly 260 daily observations, at most. Second, the UC °4CoV aR
offers reasonable and realistic results for tranquil periods and narrow
timespans despite its intrinsic characteristic of constant correlation and
standard deviation1. In other words, the estimation of correlation and
standard deviation on a yearly basis makes this specification simple enough
and fairly concurrent.

4CoV aReu|i (q) =©°1(q)Ω(i ,eu)æ
eu (2)

4CoV aReu|i (q) can be explained as the VaR of the European sys-
tem given that country i ’s banking is at its q percent VaR level. Fol-
lowing Adrian and Brunnermeier’s (2016) approach for constructing a
MGARCH-4CoV aR method, we assume a country’s banking index and
the European index follow a bivariate normal distribution. Making very
minor manipulations to their equation2, the UC °4CoV aR is assessed
by plugging in two estimates of correlation and standard deviation in
equation 2. In this method, the correlation of each country’s banking
equity and the European banking system index, Ω(i ,eu), and also the stan-
dard deviation of the European banking index, æeu , are unconditional.

4.2 Variables

Several idiosyncratic and macroeconomic factors have been desig-
nated in the literature to find out the liable contributors of financial in-
stabilities. Total asset, bilateral loan, market-to-book ratio, leverage ratio,
Industrial Production Index (IPI), Production Price Index (PPI), unem-
ployment rate, stock market returns, VaR, and crisis dummy are the core
explanatory variables that are more frequently mentioned as the poten-
tial suppliers of systemic risk.

Size of banking indices is the logarithm of total asset and is expected
to have a differential influence on systemic risk depending on empiri-

1We are quite aware that the assumption of invariant correlation and standard deviation
seems rather unrealistic during crisis times or in longer timespans.

2The authors evaluate the time-varying estimation, i.e. multivariate GARCH, of correla-
tion and standard deviation. For more details, readers may refer to Adrian and Brun-
nermeier’s (2016) paper.
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cally dissimilar studies. Mainelli and Giffords (2010) state that, "if no
bank is allowed to become too large, then no single bank can threaten the
stability of the financial system". Large banks tend to take part in more
banking activities in order to diversify and manage their individual-risk
in micro-level aspects. A well-diversified banking industry bears less in-
dividual risks, while, at the same time, exerts a higher level of systemic
importance. Due to large common exposure and proper diversification
strategies, a well-diversified banking system is more systemically con-
nected to the rest of the systems (Zhou, 2010; Moore and Zhou, 2014). On
the other hand, the increased organizational complexity of large banks
may increase their default and systemic risk. However, discussion on
the contrasting effects of banking size on systemic risk is not confined
merely to the diversification consequences. Large and possibly monop-
olistic banks can increase their profitability and decrease their systemic
risk externalities. For example, more profitable banks are less vulnera-
ble to macroeconomic or liquidity shocks on account of higher capital
buffers (Weiß et al., 2014). Taking everything into account, the degree of
importance or the sign of size has to be determined empirically for the
case of European banking.

The bilateral loan variable reflects the total credits borrowed by the
banks of a country from their peers in the remaining 14 countries of the
sample. As an example, let’s say the bilateral loan for Greek banks is 57
billion dollars in 2013. This means that the total credit, which is bor-
rowed from the listed banks in Greece from their counterparts in all other
14 European countries, amounts to 57 billion dollars in that year. This
is a new control variable, which obviously has not been engaged in the
early research on systemic risk determinants due to its unavailability at
the individual banking level. We expect a positive relation between the
total banking loans borrowed by a country from other sampled European
countries and their dispersed systemic risk on the European banking sys-
tem.

Market-to-book ratio, defined as the market value divided by the book
value of common equity, shows expectations of the banking system and
proxies for growth opportunities. A higher MB ratio implies that investors
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expect the management to create more value from a given set of assets. In
the systemic risk context, it is supposed that glamour banking systems,
i.e. those with a high MB ratio, potentially contribute to systemic risk
and destabilize the financial system to a greater extent (Liu, 2015). The
second balance sheet ratio, i.e. leverage ratio or the ratio of total asset to
common equity, reveals the solvency of each banking index; the higher a
banking system’s leverage, the lower its solvency and the lower its capac-
ity to withstand shocks. Less solvent banking industries enforce higher
contagion risk on other countries’ banking systems. Thus, we anticipate
a positive relation of leverage ratio with the systemic risk gauge (López-
Espinosa, Moreno, Rubia, and Valderrama, 2012; Adrian and Brunner-
meier, 2016).

Risk managers and investors employ the IPI of different industries
or the whole economy to study the growth in that industry or economy.
Industrial production is one of those variables, which is closely related to
business cycles and aggregate economic conditions. In the systemic risk
literature, it is argued that there must be negative relation between the
growth rate of IPI and systemic risk.

PPI measures the price level of producers’ basket of goods and ser-
vices. It represents the average wholesale prices received by domestic
producers of goods and services. In a developed and healthy economy,
the PPI figures have important implications for corporate clients of bank-
ing businesses and also policy-makers. A negative or very low inflation
rate might be seen as an indication for insufficient economic growth. In
contrast, when the producer-basket cost moderately increases it conveys
optimistic implications for the GDP growth. Therefore, we expect a neg-
ative relation between variation in PPI and the systemic risk measure.

A lower rate of unemployment, as an additional macro indicator, means
a higher rate of GDP growth and thereby less economic distress. That is to
say, in an economic respect, a positive relationship between unemploy-
ment rate and contagion risk in the banking system is expected. However
in their paper, Kim et al. (2013) show that, in the 1980s and the 1990s,
unemployment rate is negatively related to systemic risk, contrasting the
2000s in which the relation is positive.
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Economists presume that, when a country’s stock market is perform-
ing well, the systemic risk embedded in the banking system will be less
to some degree. Due to the close connection of banking and financial
market contagions, there must be negative relation between the growth
of stock market and the systemic risk measure (see Engle et al., 2015).
Greenwood et al. (2015) record a significant relation between the vul-
nerability estimations of European banks and equity downturns that oc-
curred in 2010-2011.

As the most prevalent method to measure portfolio risk, VaR concen-
trates on the risk of an individual institution in isolation. The simple his-
torical simulation VaR of a banking equity index is simply the 1% or 5%
quantile of the banking equity returns. In the right-hand side of equa-
tion 2, there is a nested VaR-term (©°1(q)æeu), which evidently indicates
the risk of the European banking system itself, in contrast to the coun-
tries’ individual risk1.

The crisis dummy is a dummy representing the global and the Eu-
ropean debt crises. Therefore, it is one in 2008-2012 and zero in other
years of the examination. It is frequently cited in the literature that, dur-
ing the recent financial crisis, systemic risk is more distinguished owning
to elevation in the risk factors. This means that there is a one-to-one re-
lationship between this dummy variable and the risk measure.

5 Estimation Results

This section analyzes the main determinants of systemic contagion
from an individual country’s banking to the European banking system.
Acknowledging the role of different attributes in the risk expansion, we
engage key country-level and macroeconomic characteristics in a regres-
sion model. In the first step, we compute the time invariant version of
the 4CoV aR measure, UC °4CoV aR. In the second step, we inves-
tigate how distinct individual characteristics of banking industries and
also economic conditions contribute to the systemic risk measure.

1The VaR variable, as an explanatory in the panel regression analysis, is the stand-alone
risk of each country’s banking index and not that of the European banking system.
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Figure 1: 4CoV aR ° 1% of all countries. This figure shows the entire
sample mean, in percentage, of 4CoV aR°1% for the 15 banking indices
over 1999-2013.

5.1 Estimation of UC °4CoV aR

As an alternative method to quantile regression, which requires more
observations, we estimate the 4CoV aR measure by Unconditional Cor-
relation (see equation 2). In order to make the interpretations more straight-
forward, we multiply the estimated values by minus one. Figure 1 shows
the risk spillover of each European country on the banking system in Eu-
rope, namely the absolute value of 4CoV aR. The y-axis is the mean of
different countries’4CoV aR over 15 years, 1999-2013. As is evident from
this figure, the Dutch and British banking industries have the lowest and
the highest mean of ¢CoV aR, respectively, during the studied period.

Dutch financial safety has improved in recent years compared to the
global crisis period. In the aftermath of the financial crisis, the large
banks have preserved adequate capital buffers. In addition, the industry
has become much more domestically oriented and smaller than before.
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At the end of 2011, foreign lending by Dutch banks declined dramatically
to such a degree that the industry’s foreign activity made up just 15% of
total sector assets. In contrast, the major British banks are heavily ex-
posed to the US financial sector and also the banking systems of vulner-
able Euro-area countries (Schildbach, 2011).

5.2 Correlation, VaR and 4CoV aR

One of the main channels of systemic risk progression is contagion
or the micro channel. An initial shock causes a banking industry to fail,
which subsequently leads to the failure of other banking sectors because
of interconnection. Correlation is used as an indication for the interde-
pendencies and "contagion" among banking businesses. In some stud-
ies, contagion is also related to "excess correlation"1. Correlation typi-
cally arises from exposure to common shocks. As a result, losses tend
to spread across financial institutions during stress times, which, in turn,
amplifies the threat of systemic contagion2. These stylized facts motivate
the presence of the correlation in equation 2.

Figure 2 displays the correlation of each country’s banking index with
the European equity index over 1999-2013. Except for the Dutch banking,
this figure shows that, for most indices, the correlations fairly increase
over the time of investigation. Among some other causes of this observa-
tion, the implementation of the second banking directive and the advent
of the euro are discussed more among economists. Along with ongoing
integration and interconnection in the banking systems, the European
countries’ economic factors such as interest rates converge together, (see
Schröder and Schüler, 2003, and Kaufman and Scott, 2003)3.

Figure 3 compares the means of correlation, V aR, and 4CoV aR for
different countries in the crisis, 2008-2012, and non-crisis periods. The

1"Correlation over and above what is explained by fundamental factors" (De Bruyckere,
Gerhardt, Schepens, and Vander Vennet, 2013).

2For more details, see Karimalis and Nomikos (2014).
3This is a well-documented fact that financial markets move more closely together dur-

ing times of crisis. In other words, the conditional correlations between asset returns
are much stronger in periods of financial distress (see López-Espinosa et al., 2012).
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Figure 2: Correlation over 1999-2013. The plot exhibits the develop-
ment in correlations of the European countries’ indices with the Euro-
pean banking index in 1999-2013. The red lines in each subplot are the
linear fitted lines.
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Figure 3: Correlation, V aR, and 4CoV aR in the non-crisis and crisis
periods. The mean of correlation (between the individual banking in-
dices and the European index), V aR °1% (of each country’s banking eq-
uity index), and 4CoV aR ° 1% in the crisis and non-crisis periods are
plotted in this bar plot. The first shaded bar of each country belongs to
the non-crisis period, while the second bar represents the crisis period,
2008-2012.
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first subplot of this figure shows the variations in the mean of correlation
between the individual banking indices and the European index. Exclud-
ing the Dutch banking sector, for all other indices there is a larger corre-
lation in the last crises. The second subplot presents the change in the
mean of one-day V aR°1% of different banking indices in non-crisis and
crisis times over the course of the study period, 1999-2013. For all of the
countries, there is a higher level of V aR°1% during the crisis period. The
third subplot demonstrates that the mean of 4CoV aR ° 1% increases
during distressed periods compared to non-crisis periods.

Figure 4 shows the variation in4CoV aR°1%, correlation, and V aR°
1% for the British and Dutch banking sectors. These banking industries
have the highest and the lowest systemic risk contribution to the Euro-
pean system. As mentioned earlier, correlation between banking stock
indices has been used as a measure for the interdependencies and sys-
temic risk potential among banks1. A consequent rise in the correlation
of asset/liability of banking industries, due to more interconnection or
integration, increases the probability of a systemic crisis in banking. As
the first plot shows, the 4CoV aR for the Dutch banking industry sub-
stantially declines after the financial crisis at the of 2007, whereas the
measure for the British banking industry widens after the crisis. Simi-
lar to the variations in the 4CoV aR, the correlation of the Dutch and
British banking industries significantly decreases and increases, respec-
tively, after 2007. Contrasting the first and the second plots reveals the
close association between theses measures, i.e. 4CoV aR and correla-
tion.

In contrast to the close relation of correlation and 4CoV aR, a bank-
ing business might have a low V aR but a high 4CoV aR or vice versa.
Comparing the first and the third plots in Figure 4 indicates that even
though the 4CoV aR for the Dutch banking industry largely drops af-
ter 2007 but its V aR ascends in 2008. The V aR of a banking equity index
only represents the stand-alone risk measure of that banking industry re-
gardless of any adverse movement for other banking indices. This means
that relying merely on V aR might over- or under-estimate the externali-

1It is the so-called correlation channel for systemic risk (see De Nicolo and Kwast, 2002).



Determinants of Systemic Risk in European Banking 117

0
2

4
6

8

∆CoVaR over Time

Year

∆
C

oV
aR

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

The Netherlands
The UK
Europe

Crisis Period

0.
0

0.
4

0.
8

Correlation over Time

Year

C
or

re
la

tio
n

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

0
5

10
15

20

VaR over Time

Year

Va
R

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

20
12

20
13

Figure 4: 4CoV aR °1%, correlation, and V aR °1% for the Dutch and
British banking systems. This figure shows the yearly 4CoV aR, corre-
lation, and V aR for the British and Dutch banking indices from 1999 to
2013. These two banking systems have the highest and the lowest av-
erage 4CoV aR, respectively, over this period. The vertical purple lines
show the beginning and the end years of the financial crisis in Europe,
namely the end of 2007 and the end of 2012, respectively.
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Country UC °1% QR °1% QR °99%

Austria -2.29 -4.46 3.92

Belgium -2.76 -6.13 5.32

Denmark -2.15 -3.46 2.82

Finland -1.76 -3.40 2.84

France -3.09 -5.47 5.34

Germany -2.87 -4.75 4.70

Greece -1.73 -3.36 3.69

Ireland -1.96 -9.12 5.57

Italy -2.97 -5.21 4.44

Netherlands -1.60 -3.80 2.91

Portugal -2.02 -3.56 3.37

Spain -3.01 -5.15 4.16

Sweden -2.71 -4.60 4.67

Switzerland -2.95 -5.16 4.47

UK -3.09 -5.31 4.53

Table 3: ¢CoV aR ° 1% and -99%. This table reports the quantile re-
gression estimations of 1% and 99% of ¢CoV aR also the mean of UC °
¢CoV aR °1% over 1999-2013 for all the examined banking indices.

ties of each country’s banking to the European system. Consequently, the
market disciplines targeting safety and soundness of the market might be
misleading if they are founded upon such a naïve measure, V aR.

5.3 Asymmetry in 4CoV aR

The rapid integration and interconnection of banking sectors, over
the past two decades, has exposed the sectors to greater externalities and
overseas vulnerabilities. A number of empirical studies have recently de-
voted their focus to the strong interdependence and correlation in ex-
treme markets conditions. In an empirical study, López-Espinosa et al.
(2012) show that tail returns asymmetries play an essential function in
measuring and capturing the sensitivity of systemic risk. Therefore, in
the following, we check whether the4CoV aR°1% is symmetric or asym-
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metric in extreme scenarios.
The quantile regression estimation of the measure for country i ’s bank-

ing index is performed by the following equation,

X̂ eu,i
t ,q = Æ̂q

eu,i + Ø̂eu,i
q X i

t . (3)

where X̂ eu,i
t ,q denotes the predicted value of eu’s return conditional on

the banking i ’s return. The quantile regression coefficient, Ø̂eu,i
q , esti-

mates the change in a specified q-th quantile of CoV aReu|X i
t produced

by a one-unit change in V aRi
q . If we use V aR

i

q as a predictor, it gives

the CoV aReu,i
q measure for the conditioning event C (X i ) in which X i

t =
V aRi

q . Having said that, ¢CoV aReu|i
q is presented by the following rela-

tions:

CoV aR
eu|X i

t =V aRi
q

q = Æ̂q
eu,i + Ø̂eu,i

q V aRi
q (4)

CoV aR
eu|X i

t =V aRi
50%

q = Æ̂q
eu,i + Ø̂eu,i

q V aRi
50% (5)

therefore, ¢CoV aReu|i
q is given by:

¢CoV aReu|i
q = Ø̂eu,i

q (V aRi
q °V aRi

50%) (6)

Note that the unconditional V aRi
q and V aRi

50% are estimated by simple

historical simulation and Øeu,i
q is estimated by the q-th quantile of quan-

tile regression.
To examine this asymmetry, we run quantile regressions on the en-

tire sample, 1999-2013, for all banking indices. Table 3 demonstrates the
¢CoV aR estimates at the 1% and 99% quantiles, which are evaluated by
equation 6. The absolute value of those estimates are also plotted against
each other in Figure 5. In this scatter plot, points sitting on the 45-degree
line suggest equal 4CoV aRs during those times in which markets are
growing, 99% quantile, or as markets are declining, 1% quantile. As 12
of 15 points are positioned below the 45-degree line, the plot declares
comovement dissimilarities in two sides of the spectrum. That is, the ex-
ternalities tend to be stronger in declining times, i.e. 1% quantile, than
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Figure 5: 4CoV aR in the upper and lower tails. This plot depicts the
spillover effects of the banking industries on European banking during
times in which markets are distressed (quantile of 1%) or markets are
developing (quantile of 99%). The estimates of 4CoV aR are depicted in
absolute value.

in growing times, i.e. 99% quantile. This finding is consistent with other
studies that point to the risk broadening in bad scenarios of market re-
turns1.

5.4 Univariate Regression Estimation

We run dynamic panel regression of 4CoV aR values on a set of a
fundamental country’s independent macroeconomic and banking industry-
specific variables. Those variables include VaR, total asset, bilateral loan,
market-to-book ratio, stock market returns, leverage ratio IPI, PPI, and
unemployment rate. Table 4 reports the univariate regressions of the de-
pendent variable, 4CoV aR°1%, on the potential explanatory variables.
The signs of most variables are the same as the hypothetical sign in the

1For instance, Wong and Fong, 2011.
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literature. However, the sign of PPI is the opposite of our expectation.

5.5 Multivariate Regression Model

The dynamic panel regression model of equation 1 relates4CoV aReu|i
i ,t °

1% to market financials, namely mean of stock market returns and VaR
of banking equity returns, also corresponding individual bank qualities,
total asset, bilateral loan, market-to-book ratio, and asset-to-equity ra-
tio), and macro factors, namely industrial production index, production
price index, unemployment, and crisis dummy. Table 5 presents the re-
sults of the panel regression of 4CoV aR on the 15 banking businesses
and European banking with respect to some financial and non-financial
drivers.

Across all alternative model specifications, we consider Model 2 in
Table 5 as the baseline regression model. The table demonstrates that
banking-specific fundamentals do predict the systemic risk contribution
of different banking industries, in an economically meaningful way. In
contrast to the role played by VaR, crisis dummy (CD), total asset/size (A),
bilateral loan (BL), stock market returns (R), market-to-book ratio (MB),
and IPI, we find no evidence that PPI, unemployment rate (U), and the
banking leverage ratio (asset-to-equity: AE) determine the risk contagion
in the European banking system.

Banking size is cited as an important determinant of a bank’s contri-
bution to systemic risk in other studies. The positive and statistically sig-
nificant coefficient of total asset (A) suggests that bigger banking systems
impose more of a systemic risk. At the onset of a crisis, bailout agree-
ments are conducted to rescue large banking businesses. This implicit
guarantee boosts the risk appetite of those banks since supposedly pro-
tected banks have less incentives to apply market disciplines1. This out-
come supports the claim that large and interconnected European banks
should be subject to greater regulatory standards by European macro-
prudential regulation schemes.

The results also highlight the relevance of crisis episodes (CD) in mea-

1See Moore and Zhou (2014) and López-Espinosa et al. (2012) for more details.
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suring systemic risk contributions and the poor performance of banks.
The recent crises provide sound evidence of the overall increase in sys-
temic risk. The positive and statistically meaningful coefficient of CD
indicates that systemic risk spread is driven by the global solvency prob-
lems and the sovereign debt crisis in a number of Eurozone member
countries. Other causes of the risk in European banking are the VaR of
each single banking system, the performance of every country’s stock
market (R), the market-to-book ratio (MB), the industry growth (IPI), and
also the new introduced variable denoted as bilateral loan (BL).

We also check the robustness of the regression results (of Model 2) by
estimating a similar panel regression but with 4CoV aR °5% as the de-
pendent covariate, instead of 4CoV aR°1%. The robustness check con-
firms the model specification concerning the significance and also the
sign of the risk determinants. However, the magnitude of the risk drivers
varies rather largely but to a different extent for those risk contributors.
In other words, the absolute values of all coefficients are less in Model
3 compared to Model 2, though the reduction is more considerable for
systemic risk causes such as size, bilateral loan, and crisis dummy.

Another robustness check, presented in Model 4, concerns the way
that we estimate the correlation element in equation 2. As mentioned
in 5.3, the disproportionate estimates of systemic risk in the lower and
upper tails empirically suggest the importance of correlation factor for
the extreme events. To take account for this asymmetry, in a new way
of computing the 4CoV aR measure, correlation is evaluated from those
observations that are in the 25% quantile simultaneously, instead of the
entire sample correlation. To this end, we match those observations that
are on quartile or 25% quantile on the same date. Then, in equation 2, we
insert this new estimate of correlation to better explain the covariation in
the tail observations. These estimates of 4CoV aR allow an assessment
of systemic risk contribution for different degrees of tails. The estimated
values of the new 4CoV aRs, denoted by Tai l °4CoV aR °1%, are very
close to the ordinary computation method of the entire sample correla-
tion.

As Table 5 presents, Model 4 with the new estimates returns inter-
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esting results. The significance of controls in Model 4 is quite different
compared to the principal Model 2, although the signs are the same. In-
terestingly, the size of banking (A) and 4CoV aRt°1 are not anymore sta-
tistically significant. Unlike these two variables, the magnitude of other
variables such as bilateral loan (BL), VaR°1%, and crisis dummy (CD) is
larger. Since4CoV aRt°1°1% in Model 4 is not significant, a fixed-effects
(FE) regression of Tai l °¢CoV aR ° 1% on the explanatory variables is
estimated in Model 5. As an extra convincing robustness test, Model 5
supports our results in the principal Model 2.

6 Conclusion

In this paper, the risk spillover from a sample of countries to the Euro-
pean banking system is examined by applying the well-known 4CoV aR
measure. The percentage of foreign assets to total assets is high for the
banking systems of the studied European countries. By running the Arel-
lano and Bond GMM estimator, we find a few interesting results on em-
pirical conductors of tail-risk interdependence. The empirical evidence
supports that banking size (or total asset) is a persistent determinant of
systemic risk across Europe. Most prominently, larger banking industries
are more interconnected, complex, and susceptible to take on excessive
risk. The systemic risk indicator is elevated in the global subprime and
European sovereign debt crisis due to higher correlation and volatility.
Other drivers are categorized as VaR, market-to-book ratio, market re-
turns, IPI, and bilateral loan. Finally, the empirical analysis shows that
there is a strong degree of asymmetric response to the risk dispersion
during development and recession periods.
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