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Abstract 

Methylglyoxal (MG) is a reactive and toxic compound produced in carbohydrate, lipid, and amino acid 

metabolism. The glyoxalase system is the main detoxifying route for MG and consists of two enzymes, 

glyoxalase I (GlxI) and glyoxalase II (GlxII). GlxI catalyzes the formation of S-D-lactoylglutathione 

from hemithioacetal, and GlxII converts this intermediate to D-lactate. A relationship between the 

glyoxalase system and some diseases like diabetes has been shown, and inhibiting enzymes of this 

system may be an effective means of controlling certain diseases. A detailed understanding of the 

reaction mechanism of an enzyme is essential to the rational design of competitive inhibitors. In this 

work, we use quantum mechanics/molecular mechanics (QM/MM) calculations and energy refinement 

utilizing the big-QM and QM/MM thermodynamic cycle perturbation methods to propose a 

mechanism for the GlxII reaction that starts with a nucleophilic attack of the bridging OH– group on 

the substrate. The coordination of the substrate to the Zn ions places its electrophilic center close to 

the hydroxide group, enabling the reaction to proceed. Our estimated reaction energies are in excellent 

agreement with experimental data, thus demonstrating the reliability of our approach and the proposed 

mechanism. Additionally, we examined alternative protonation states of Asp-29, 58, 134 and the 

bridging hydroxide ion in the catalytic process. However, these give less favorable reactions, a poorer 

reproduction of the crystal-structure geometry of the active site, and higher root-mean-squared 

deviations of the active-site residues in molecular dynamics simulations. 
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1. Introduction 

Methylglyoxal (MG) is a reactive and toxic compound that is produced in carbohydrate, lipid, 

and amino acid metabolism. 1–3 In addition, MG is produced nonenzymatically from glyceraldehyde 

3-phosphate4 and aminoacetone.5,6 The ubiquitous glyoxalase system is the main detoxifying route for 

MG.7 In addition to the glyoxalase route, other enzymes also participate in the detoxification of MG.8 

In particular, aldose reductase functions as a ketone reductase in the presence of glutathione (H-SG), 

reducing MG to lactaldehyde9 (cf. Scheme 1 for structures). 

The glyoxalase system was discovered in 1913,10,11 and consists of two enzymes, glyoxalase I 

(EC 4.4.1.5, lactoylglutathione lyase; GlxI) and glyoxalase II (hydroxyacylglutathione hydrolase, EC 

3.1.2.6; GlxII). The reaction catalyzed by the system is shown in Scheme 1. It converts the R- and S-

hemithioacetals (HTA) of MG and H-SG into D-lactate.12,13 GlxI catalyzes the formation of S-D-

lactoylglutathione (S-LG) from HTA and GlxII converts this intermediate to D-lactic acid (due to its 

low pKa value of 3.9, D-lactate is the stable form of D-lactic acid). D-Lactate can then be converted 

into pyruvate, the main substrate used to generate ATP through aerobic respiration.14 In general, GlxII 

hydrolyzes various α-hydroxythioesters to the corresponding non-cytotoxic α-hydroxycarboxylic 

acids, regenerating H-SG.15 Because of the ability of S-LG to inhibit DNA synthesis, S-LG is also 

cytotoxic.16,17 The relationship between the glyoxalase system and diabetes has been studied because 

an accumulation of MG in diabetes patients can lead to pathophysiological complications.18,19 It has 

also been targeted in developing anti-protozoal and anti-tumor drugs.20 

 
Scheme 1. The glyoxalase system is composed of GlxI and GlxII and catalyzes the conversion of MG into D-lactate via 
S-LG, using H-SG as a cofactor. 

GlxII from various sources, including mammals,21,22 plants,23 yeast,24,25 and protozoan 

parasites,13,26,27 has an isoelectric point generally above pH 7. GlxII is primarily found in the matrix of 

the mitochondria.28 Purified GlxII is unstable but can be stabilized with glycerol.15 This enzyme is 

inhibited weakly by H-SG29 and strongly by HTA, the substrate of GlxI.30,31 A variety of derivatives 

of H-SG also inhibit the enzyme.32,33 The strongest inhibitors are S-substituted-carbobenzoxy H-SG 

derivatives.34 One report indicates that GlxII may also be essential in regulating spermatogenesis.35 It 

has recently been shown that GlxII is associated with the proapoptotic Bax protein in non-small-cell 

lung cancer and that this complex plays an influential non-enzymatic role in regulating apoptosis.36 In 
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contrast to GlxI, GlxII activity is found both in cytosol and mitochondria.37–40 There are two GlxII 

isozymes in Plasmodium falciparum, one of which is housed within the apicoplast.41 Researchers have 

recently demonstrated intense staining in the nuclei of human prostate cancer cells, but not of their 

normal counterparts, using a polyclonal antibody against GlxII.42 Inhibiting GlxII may therefore be an 

effective means of controlling certain diseases. A detailed understanding of the reaction mechanism of 

an enzyme is essential to the rational design of competitive inhibitors. Our aim in this research is to 

understand how GlxII catalyzes its reaction. 

GlxII is a binuclear metalloenzyme with Zn(II) as the most frequently observed metal ion. 

However, cytosolic and mitochondrial GlxII from Arabidopsis thaliana contains varying ratios of 

Zn(II), Fe(II), and Mn(II).15,43 Some GlxII enzymes are also activated by Ni(II) and Co(II).44,45 Human 

GlxII has also been shown to contain a mixed binuclear center with Zn(II) and Fe(II), although the 

mononuclear Zn(II) reconstituted enzyme is also active.44 The coordination sphere of the two metal 

ions in GlxII varies slightly based on the type of ligand in the active site.13,22,28,46 In all cases, seven 

protein residues directly interact with the two metal ions.13,22,28,46 In human GlxII, a water molecule is 

also involved in binding the two metal ions, most likely as a hydroxide ion.22 The active site of human 

GlxII and its coordinating ligands are shown in Figure 1. 

This enzyme shows a broad specificity for thiol esters of H-SG, and S-LG is generally its 

preferred substrate.47 However, GlxII from some species prefers other substrates. For example, S-D-

lactoyltrypanothione is the preferred substrate of Leishmania infantum GlxII. The fact that thiol esters 

such as S-LG possess labile α-hydrogens suggests that GlxII may use a carbanion mechanism, i.e., the 

α-hydrogen is removed before glutathione is eliminated to produce a ketene intermediate.15 However, 

NMR studies showed that hydrolysis of S-α-deuteriomandeloylglutathione by GlxII does not result in 

the loss of deuterium, suggesting that a carbanion mechanism is not involved.33 

In recent years, the reaction mechanisms of several binuclear zinc enzymes have been 

investigated. The mechanism typically begin with a nucleophilic attack on the substrate by a bridging 

hydroxide ion. After that, the reaction proceeds with one or two proton transfer steps. A brief overview 

of studies of the reaction mechanism of other binuclear zinc enzymes is given in the Supporting 

Information.48–54 

For GlxII, Vander Jagt (VJ) proposed in 1993 that an active-site histidine residue attacks S-LG 

and forms a covalent enzyme–substrate (E-S) complex, leading to glutathione liberation15 (cf. Scheme 

2). On the other hand, Cameron et al. postulated a reaction mechanism for GlxII based on the position 

of S-(N-hydroxy-N-bromophenylcarbamoyl) glutathione (HBPC–GSH) in the active site.22 Based on 

their proposed mechanism, the reaction is initiated by a nucleophilic attack on the carbonyl carbon of 

the substrate by the bridging hydroxide oxygen. This attack produces a negatively charged tetrahedral 

intermediate. According to them, the bond between the carbonyl carbon and sulfur atoms of the 

substrate must be broken to complete the reaction, H-SG must be protonated, and the products must 
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diffuse away from the active site to be replaced by water molecules. However, they were not sure how 

this process occurs. 

 
Scheme 2. A schematic of the proposed mechanism by VJ.15 

Based on mutational, kinetic, and crystallographic data, Makaroff et al.55 proposed an overall 

reaction mechanism for the cytoplasmic form of GlxII from Arabidopsis (cf. Scheme 3). They 

demonstrated that the enzyme contains an iron–zinc binuclear metal center that is essential for its 

function. Their mechanism involves the nucleophilic attack of the bridging hydroxide oxygen on the 

carbonyl carbon of the substrate, resulting in the formation of a tetrahedral transition state. In the 

following step, a ligand exchange occurs at one of the metal centers, and a water molecule replaces D-

lactic acid. The water molecule protonates the GS− moiety of S-LG, generates H-SG as a leaving group, 

and regenerates the active site. 

 
Scheme 3. Makaroff's mechanism for the GlxII reaction.55 

A three-step mechanism was proposed by Himo et al.,56 shown in Scheme 4. They used density 

functional theory (DFT) methods and a small QM-cluster model of the GlxII active site manually cut 
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out from the crystal structure (PDB code 1QH5).22 Their model contained the zinc ions and their first-

shell ligands, His-54, His-56, His-110, Asp-58, His-59, His-173, and the bridging Asp-134 and 

hydroxide (µ-OH–; 78 atoms in total). The ligands in their model were truncated, such that histidines 

were represented by imidazole and aspartates by acetate. They utilized a thioester derived from lactic 

acid and methylthiol as a model of S-LG. In their proposed mechanism, the first step is the nucleophilic 

attack of the bridging hydroxide oxygen (Oµ) on the carbonyl carbon (Cs) of the substrate (atom names 

are indicated in Scheme 4). In the following step, the hydroxide proton, Hµ, is transferred to OD1 of 

Asp-58. Next, the Cs–S bond is cleaved, forming a thiolate (GS–) and lactate coordinating to Zn1 and 

Zn2, respectively. 

 
Scheme 4. Himoʼs mechanism for the GlxII reaction.56 

The reaction mechanism of GlxI has been thoroughly investigated using QM/MM.57–59 In this 

work, we examine the catalytic reaction of GlxII, using this method. In contrast to previous work that 

used a QM cluster approach,56 our QM/MM method explicitly includes the entire protein in the 

calculations (cf. section 2.2). We also used MD simulations to identify the proper protonation states of 

some active site residues. We identify possible mechanisms for this reaction and compare them with 

those previously presented.  

2. Methods 

2.1 Protein Setup 
All calculations were based on the 1.45 Å resolution crystal structure of human GlxII (PDB code 

1QH5),22 composed of two subunits (A and B). Each chain has 260 amino acids and one active-site 

pocket. The active site of chain A contains two Zn(II) ions and one H-SG molecule. The active-site 

cavity of chain B also has two Zn(II) ions but one S-(N-hydroxy-N-bromophenyl carbamoyl) 

glutathione molecule (GBP), which mimics the substrate (S-LG). For the QM/MM calculations 

(described in section 2.3), we removed the complete chain A and built the substrate by modifying the 

GBP molecule (replacing (4-bromophenyl)-hydroxycarbamoyl with (2R)-2-hydroxypropanoyl). 

However, in the MD simulations (described in section 2.2), we kept both chains and all hetero groups 

(i.e., chain A contained H-SG, and chain B contained a GBP molecule). 

Protonation states of all residues were determined by studying the possible formation of ionic 
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pairs, hydrogen-bond patterns, and solvent accessibility. The assigned protonation states were also 

checked by PROPKA (protein pKa) calculations.60–62 Based on this, all Arg, Lys, and Asp residues 

were assumed to be charged. However, we conducted more detailed analyses of the protonation states 

of the active-site aspartate residues (Asp-29, 58, and 134) using MD simulations (cf. section 3.2). Glu-

218 was assumed to be protonated (because it is buried with no nearby compensating charged groups), 

but all the other Glu residues were negatively charged. All Cys residues were assumed to be protonated. 

A thorough manual inspection of all His residues gave the following protonation assignment: His-54, 

55, 59, 110, 114, and 173 were protonated on the ND1 atom, His-43, 87, 91, 185, and 235 were 

protonated on both the ND1 and NE2 atoms (and therefore positively charged), whereas His-56 was 

modeled with a proton on the NE2 atom. 

2.2 MD simulations 

All MD simulations were performed using the GPU-accelerated pmemd module63–65 of AMBER 

20.66 The protein was modeled by the Amber ff14SB67 force field, and the general Amber force field 

(GAFF)68 was used to for the ligands. To calculate GAFF parameters of hetero-molecules, they were 

optimized at the B3LYP/6-31G(d)69–73 level of theory, and electrostatic potentials were calculated at 

the Hartree−Fock/6-31G(d) level of theory with points sampled according to the Merz−Kollman 

scheme.74 They were calculated by Gaussian 16 program package.75 Atomic charges were then fitted 

to these potentials using the restrained electrostatic potential procedure,76 as implemented in the 

antechamber program,76 which also assigned GAFF atom types to the molecules. The topology and 

parameter files for H-SG and GBP are given in the Supporting Information. 

Metal sites were treated with a nonbonded model with restraints between metals and their 

ligands. This is necessary to keep the structure of the metal cluster intact.77 The distances between the 

metals and their ligands were restrained to those found in the crystal structure (averaged over subunits) 

and force constants derived from QM frequency calculations. Partial atomic charges of metal centers 

were calculated by QM methods. In these QM calculations, we used the optimized structure of the 

model shown in Figure S9 in the Supporting Information (the Zn ions and their coordination ligands; 

Zn1(OH–)(Asp-58)(His-59)(Asp-134)(His173) and Zn2(OH–)(His-54)(His-56)(His-110)(Asp-134)). 

The calculations were performed at the TPSS/def2-SV(P) level of theory,78,79 using the Turbomole 

software (version 7.1)80 and sped up by the resolution-of-identity approximation81,82 and empirical 

dispersion corrections were included with the DFT-D3 approach83 and Becke−Johnson damping,84 as 

implemented in Turbomole. The force constants were calculated by the method of Seminario using the 

Hess2FF software.85,86 The restraints and charges are given in Tables S1 and S2 in the Supporting 

Information.  

The setup of the MD simulations is similar to that in our recent works.58,87 First, the protonated 

protein was immersed in a periodic truncated octahedral box of TIP3P water molecules,88 extending at 
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least 10 Å from the solute using the tleap program in the Amber suite. We also added approximately 

96 Cl− and 110 Na+ ions (depending on the protonation state of the Asp and Oµ groups) to neutralize 

the protein and give it an ionic strength of 0.15 M to the systems. These ions were added by replacing 

random water molecules with the tleap program in Amber. The parameters for the ions were obtained 

from the frcmod.ionsjc_tip3p force field.89 The final system contained ~32 700 atoms. The system was 

then subjected to 1000 cycles of minimization, restraining heavy atoms toward the starting crystal 

structure with a force constant of 100 kcal/mol/Å2. After that, two 20 ps equilibrations (one with 

constant volume and one with constant pressure) were performed with the same restraints, but the force 

constant was 50 kcal/mol/Å2. Next, the system was equilibrated for 1 ns constant pressure without any 

restraints. Finally, we performed 100 ns simulations at constant pressure and coordinates were sampled 

every 10 ps. 

Mass-weighted root mean squared deviations (RMSDs) were calculated with the AMBER 

cpptraj module,90 analyzing trajectories with saved coordinates from the production simulations and 

using the crystal structure as the reference. Reported values are averages over these 10 000 sets of 

coordinates. 

2.3 QM/MM Calculations 

To prepare a model for the QM/MM calculations, the protein was solvated in a periodic truncated 

octahedral box of TIP3P88 water molecules that extended at least 20 Å from the solute using the tleap 

module of the Amber software suite 91. The protein and substrate were described with the Amber 

ff14SB67 and GAFF68 force fields, respectively. To equilibrate the system, 1000 cycles of minimization 

were applied to the hydrogen atoms and 1000 cycles of minimization to both the hydrogen atoms and 

the added water molecules. After that, a 10 ps constant-volume equilibration with the same constraints 

was performed. The systems were then equilibrated using the same restraints for 1 ns at constant 

volume, followed by a 1 ns simulated annealing simulation at constant pressure (the force constant for 

the restraints was always 1000 kcal/mol/Å2). The SHAKE method92 constrained all bonds involving 

hydrogen atoms (not in the minimizations), allowing for a simulation time step of 2 fs. The temperature 

was held constant at 300 K with Langevin dynamics93 and a collision frequency of 2 ps-1. The pressure 

was maintained at 1 atm using Berendsen's weak coupling isotropic technique94 with a relaxation time 

of 1 ps. Particle-mesh Ewald summation95 with a fourth-order B-spline interpolation and a tolerance 

of 10–5 was used for long-range electrostatics. The cut-off for Lennard-Jones interactions was 8 Å. 

Finally, equilibrated octahedral system was truncated to a spherical shape with a radius of 35 Å from 

the geometric center of the prepared system. 

Based on this equilibrated structure, we performed QM/MM calculations96,97 using the ComQum 

program package.98,99 In this approach, the protein and solvent are split into two subsystems: System 

1 (the QM region) is treated by QM methods and System 2 (the MM region) is represented by MM 
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methods. The latter system is fixed at the positions of the equilibrated structures.  

In the QM part of the QM/MM calculations, system 1 was represented by a wave function, 

whereas all the other atoms were represented by an array of partial point charges, one for each atom, 

taken from MM libraries. Thereby, the polarization of the QM system by the surroundings is included 

in a self-consistent manner. These calculations were performed at the TPSS-D3/def2-SV(P) level of 

theory,78,79,81–84 using the Turbomole software80,100 and were accelerated by the resolution-of-identity 

approximation.81,82 The MM part of the QM/MM calculations was performed with the Amber 

software,101 using the Amber ff14SB67 and GAFF68 force fields for the protein and the substrate, 

respectively. Water molecules were described by the TIP3P model.88 

When there is a bond between systems 1 and 2 (a junction), the hydrogen link-atom approach 

was employed. In this approach, the QM system is capped with hydrogen atoms (hydrogen link atoms, 

HL), the positions of which are linearly related to the corresponding carbon atoms (carbon link atoms, 

CL) in the full system.98,102 All atoms were included in the point-charge model, except the CL atoms.103 

The point charges do not necessarily sum up to an integer, because the Amber force field does not 

employ charge groups.101 

The total QM/MM energy in ComQum is calculated by98,99 

𝐸QM/MM = 𝐸QM1+ptch2HL + 𝐸MM12,q1=0
CL − 𝐸MM1,q1=0

HL                                                                (1) 

where 𝐸QM1+ptch2HL  is the QM energy of system 1, truncated by HL atoms and embedded in the set of 

point charges representing system 2 (but excluding the self-energy of the point charges). 𝐸MM1,q1=0
HL

 is 

the MM energy of the QM system, still truncated by HL atoms but without any electrostatic 

interactions. Finally, 𝐸MM12,q1=0
CL  is the classical energy of all atoms in the system with CL atoms and 

with the charges of the QM system set to zero (to avoid double-counting of the electrostatic 

interactions). The second and third terms include all bonded and nonbonded terms of the employed 

MM force field. Using this approach, which is similar to that used in the Oniom method,104 errors 

caused by the truncation of the quantum system should partly be canceled out. Thus, ComQum utilizes 

a subtractive scheme with electrostatic embedding and van der Waals link-atom corrections.105 

To locate first-order stationary states (reactants, products, and intermediates) we have optimized 

the structures using the QM/MM method without any restraints. However, to locate transition states 

(TSs), we scanned reaction coordinates between each stationary point (the distance between two atoms, 

e.g. O–C, H–O, or H–S) in steps of 0.2 Å (0.1 Å around the maximum point of energy). During the 

scan, all other degrees of freedom were allowed to relax. The TSs were then approximated as the 

highest point on the potential energy surface along the reaction coordinates. Due to the size of the QM 

system, frequency calculations are not possible. However, we have confirmed that once the restraints 

are released, the TSs return to their respective reactant or product states. 

The QM system consisted of the two zinc ions, Asp-58, the active-site histidine ligands (His-54, 
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56, 59, 110, and 173), the bridging Asp-134 group, the bridging oxygen species, S-LG as the substrate, 

and four water molecules (located at least 6 Å from the Zn ions). Histidines and aspartic acids are 

included up to the alpha carbon. In the QM/MM calculations, 134–136 and ~19000 atoms were 

involved in the QM and MM regions, respectively. 

To examine the effects of protonation states on the catalytic activity of GlxII, we modified the 

QM/MM system by switching the protonation state of some groups (Asp-29, 58, and 134 were either 

charged or protonated, and the bridging oxygen was either an oxide, hydroxide or water molecule). 

The protonation states of the studied eight systems are described in Table 1 and are denoted PS-I to 

PS-VIII. The QM system with the first protonation state (PS-I), for which we obtained the reaction 

paths, is shown in Figure 1 and Scheme 5. The optimized structures of the QM system with the other 

protonation states are illustrated in Figures S1 to S7 in the Supporting Information. 

Table 1. Protonation states of Asp-29, 58, 134, and the bridging oxygen (Oµ) group in QM/MM calculations. 
The last two columns indicate the total number of atoms and charge of the QM region. ASP is deprotonated, 
whereas ASH is protonated. 

Protonation State Asp-29 Asp-58 Asp-134 Oµ QM atoms QM charge 
PS-I ASP ASP ASP OH- 135 0 
PS-II ASH ASP ASP OH- 135 0 
PS-III ASP ASH ASP OH- 136 1 
PS-IV ASP ASP ASH OH- 136 1 
PS-V ASP ASP ASP O2- 134 -1 
PS-VI ASP ASH ASP O2- 135 0 
PS-VII ASP ASP ASH O2- 135 0 
PS-VIII ASP ASP ASP OH2 136 1 
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Figure 1. The QM system with PS-I. The Zn and µ-OH ions are depicted by balls and sticks, whereas the other molecules 
are represented by tubes. The figure is also schematically represented in Scheme 5. 

2.4 Big-QM Calculations 

Previous studies have shown that QM/MM energies strongly depend on the size of the studied 

QM system.103,106 Therefore, we have used the big-QM approach to ensure that the calculated QM/MM 

energies are converged.107,108 This approach involves single-point QM/MM calculations on optimized 

QM/MM structures with a very large QM system, including all atoms within 4.5 Å of the QM system 

in Figure 1 and all buried charged-residues, and moving junctions at least two residues away from the 

QM system (resulting 853 and ~19000 atoms in the QM and MM regions, respectively; cf. Figure S8 

in the Supporting Information for the QM region).  

The QM part of the big-QM calculations was carried out at the TPSS-D3/def2-SV(P) level of 

theory,78,79,81–84 as is described in section 2.3, while also utilizing the multipole-accelerated resolution-

of-identity J approach (marij keyword).109 The calculations were carried out with the parallel version 

of Turbomole.100 To the big-QM energies, we added the DFT-D3 dispersion correction and a standard 

MM correction (𝐸MM12,%big-QM=0
CL − 𝐸**()*+,-,%big-QM=0

HL ; cf. Eq1), yielding a standard QM/MM energy 

but with the big-QM system as the QM region. 

These big-QM energies (𝐸,-./0*
12(4) ) were improved by extrapolating them to the larger def2-

TZVPD basis set, which also includes diffuse functions.110,111 This was performed by single-point 

calculations on the original QM region at the TPSS-D3/def2-TZVPD level of theory. Then the big-

QM energies were extrapolated to the def2-TZVPD basis set by 
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𝐸,-./0*67248 = 𝐸,-./0*
12(4) + 𝐸0*9:;<=>?@

AB,67248 −	𝐸0*9:;<=>?@
AB,12(4)                                                        (2) 

where 𝐸,-./0*67248  is the extrapolated big-QM energy, 𝐸,-./0*
12(4)  is the normal big-QM energy at the def2-

SV(P) level of theory, and, 𝐸0*9:;<=>?@
AB,67248  and 𝐸0*9:;<=>?@

AB,12(4)  are the QM energy of the normal QM region, 

truncated by HL atoms and embedded in the set of the point charges, calculated at the TPSS-D3/def2-

TZVPD and TPSS-D3/def2-SV(P) levels of theory, respectively. 

2.5 QTCP Calculations 

We have used QM/MM thermodynamic cycle perturbation (QTCP) to calculate free energy 

differences between the various states and to improve the quality of the calculated energies.112 QTCP 

is a method to calculate free energy differences between the various reaction states with a high-level 

QM/MM method and uses free-energy perturbation with MD sampling at the MM level.113–115 These 

calculations were performed as described before.115,116 Details of the QTCP calculations are given in 

the Supporting Information. The big-QM andQTCP calculations are computationally quite demanding 

and were employed only for the most likely reaction path. 

3. Results and discussion 

Our study aims to examine the detailed mechanism of the GlxII reaction using the QM/MM 

method. We test the previously proposed reaction mechanisms, and all reasonable reaction paths, on 

equal footing. In the following section, we investigate the reaction mechanisms using the QM system 

with the PS-I protonation state defined in Table 1 and shown in Figure 1, and in the following sections, 

we will study the effect of altering the protonation states of some active-site groups in the catalytic 

reaction of GlxII. Reported energies in the following are QM/MM energies, except those in Figure 3, 

which also include big-QM and QTCP energy corrections. 

3.1 Reaction mechanism 

The optimized structure of the reactant state (Re; i.e. the enzyme–substrate Michaelis complex) 

is shown in Figure 1, and it is schematically represented in Scheme 5. There are four possible reactions 

from Re, viz., nucleophilic attack of the side chain of His-56 on Cs (the first step in the VJ mechanism; 

however, VJ did not specify which active-site histidine does this attack; in our optimized Re structure, 

His-56 is the His residue closest to Cs with an ND1–Cs distance of 3.87 Å), nucleophilic attack of Oµ 

on Cs (the first step of the Himo, Cameron, and Makaroff mechanisms), transfer of Hµ to OD1 of Asp-

58, and transfer of Hµ to the sulfur atom of S-LG. These reactions are shown by arrows in Scheme 5. 

Our calculations showed that the barrier for the nucleophilic attack of the side chain of His-56 

on Cs is high (60 kcal/mol). Consequently, we can reject the VJ mechanism. This is expected since the 

histidine residue is coordinated to one of the Zn ions and cannot dissociate easily. The two last 

reactions (Hµ to OD1 of Asp-58 and Hµ to S) are not possible because the hydrogen atoms return to 

the starting point after releasing any bond constraints. However, our results show that the second 
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reaction (Oµ to Cs) can take place with a barrier and a reaction energy of 7.7 and 6.5 kcal/mol, 

respectively. The corresponding values in Himo's work are 19.2 and 19.1 kcal/mol. The difference 

between our calculated barrier and Himo's can be related to differences in the methods, in particular, 

that we explicitly included the whole protein in our calculations. It is interesting to examine the effect 

of the Zn ions in this reaction. As is shown in Figure 1 and Scheme 5, the S and Oc atoms of the 

substrate are weakly interacting with Zn1 and Zn2 in Re, respectively, as the sixth ligands in a quasi-

octahedral geometry (the S–Zn1 and Oc–Zn2 distances are 3.54 and 2.84 Å). This brings the Cs atom 

of the substrate close to Oµ, with a distance of 2.61 Å, making the nucleophilic attack feasible. 

 
Scheme 5. Schematic view of the Re and reasonable reactions from it. Possible and impossible reactions are shown 
with green and red arrows, respectively, and reactions with high barriers with blue arrows. Selected distances are in Å. 

The optimized structure of the product of the Oµ to Cs reaction (IM1) is shown in Figure S10 in 

the Supporting Information and is schematically shown in Scheme 6a. From IM1, there are four 

possible proton transfers, Ha to S, Hw to S, Hµ to S, and Hµ to OD1 of Asp-58 (cf. Scheme 6a). The 

first three reactions would protonate the S atom, cleave the Cs–S bond and release an H-SG group. 

The results show that the Hw to S and Ha to S proton transfers have high barriers (19.4 and 18.8 

kcal/mol, respectively). On the other hand, the Hµ to OD1 reaction has a very low barrier (0.8 

kcal/mol) and reaches an intermediate (IM2; its optimized structure is shown in Figure S11 in the 

Supporting Information and is schematically shown in Scheme 6b). The Hµ to S reaction directly 

produces the product state (P), which is 3.4 kcal/mol higher than Re, and the barrier of this reaction is 

13.2 kcal/mol. Hence, we can conclude that the Hw to S and Ha to S reactions are unlikely owing to 

their high barriers (all shown in Figure 2). 
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Scheme 6. Schematic view of  (a) IM1, (b) IM2, and (c) P and reasonable proton transfers from them. Selected distances 
are shown in Å. Green arrows indicate likely reactions and blue arrows show reactions with high barriers. 

From IM2, there are three possible proton transfers, Ha to S, Hw to S, and Hµ to S (cf. Scheme 

6b). The results show that the Hw to S and Ha to S proton transfers have high barriers (18.4 and 18.0 

kcal/mol, respectively). On the other hand, the Hµ to S reaction has a lower barrier of 12.4 kcal/mol. 

Hence, we can conclude that in IM2, Hµ to S is the most likely reaction (cf. Figure 2). This reaction 

produces D-lactate and H-SG in the active site, the P state (cf. Figure S12 in the Supporting Information 

and Scheme 6c). 
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Figure 2. Overall energy profile for all reasonable reactions from Re with PS-I. 

Our calculations show two alternative paths from Re to P with the same overall barrier of 19.7 

kcal/mol. These paths are Oµ to Cs → Hµ to OD1 → Hµ to S (path1) and Oµ to Cs → Hµ to S (path2). 

Both paths start with the nucleophilic attack of Oµ on Cs, like Cameron, Makaroff and Himo's 

mechanisms (cf. Scheme 3 and Scheme 4). The second step of path1 (Hµ to OD1) is also the same as 

that of Himo's mechanism. However, the last step in Himoʼs work (breaking the Cs–S bond) is not the 

same as in our paths. In fact, in our optimized structure of the Re state, the S atom is coordinated to 

Zn1, and the Cs–S bond is cleaved concurrently with transferring Hµ to OD1 in the first path (this also 

happens concurrently with transferring Hµ to S in the second path). Path2 has only two steps and 

directly reaches from IM1 to P by the transfer of Hµ to S. 

In summary, we propose a reaction mechanism for the GlxII reaction, as shown in Scheme 7. 

First, Oµ makes a nucleophilic attack on Cs, producing IM1. After that, there are two alternative paths 

to produce the product, one with direct proton transfer of Hµ to S and the other with the consecutive 

transfers of the Hµ to OD1 and then Hµ to S. 

0.0

7.7 6.5

25.3

11.8

25.9

14.9

7.3

3.4

19.7

25.3

11.8

7.3

25.7

12.0

0

5

10

15

20

25

30

E
Q
M
/M
M
(k
ca
l/m
ol
)

Oµ to Cs
Ha to S
Hw to S
Hµ to OD1
Hμ to S
Hμ to S
Ha to S
Hw to S

Re

IM1 IM2

P



 
 

15 

 

 
Scheme 7. Our proposed mechanism for the hydrolysis of S-D-lactoylglutathione by GlxII.  

To improve the quality of the calculated energies for the two alternative paths and to obtain free 

energy barriers to compare with experimental data, we performed big-QM and QTCP calculations for 

all stationary points along the two alternative reaction paths and obtained total ΔGtot energies according 

to Eq. 3. 

 ∆𝐺tot = ∆𝐺06C4 + 𝐸,-./0*67248 − 𝐸0*/**                                                                    (3) 

The ΔGtot energies of the two alternative paths are plotted in Figure 3. As can be seen, the overall 

ΔGtot free-energy barriers for path1 and path2 are 13.6 and 13.2 kcal/mol, respectively. GlxII has a 

catalytic turnover number (kcat) of 2.8 ×102 s–1 and a kcat/Km (Km is the Michaelis constant) value of 8.8 

×105 M–1 s–1 for its substrate S-LG.117 The kcat/Km is very large and close to the diffusion limit. The kcat 

value corresponds to a barrier of ~14 kcal/mol according to classical transition-state theory. This shows 

that our calculated overall barriers are in excellent agreement with the experiments. Furthermore, the 

GlxII reaction with S-LG as the substrate shows only a small solvent-isotope effect, kcat(H2O)/kcat(D2O) 
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= 1.24 and Km(H2O)/Km(D2O) = 1.42. These results suggest that general acid-general base catalysis is 

not the rate-determining step (RDS). According to Figure 3, the RDS of path1 and path2 are Hµ to S 

(the green profile in Figure 3) and Oµ to Cs (the blue profile in Figure 3) reactions, respectively. 

Therefore, we conclude that path2 in our proposed mechanism (which has the lower calculated barrier) 

agrees with the experimental data since a hydrogen-containing bond is not formed or broken during 

RDS. 

 
Figure 3. The ΔGtot energy profile of the two alternative reaction paths. The first profile (blue line) is common for the 
two paths. The preceding steps of path1 and path2 are shown with dashed and solid lines, respectively. The energy 
components of the profiles are shown in Table S3 in the Supporting Information. 

Table 2. Distances between the atoms directly involved in the reaction (Å). The first row shows the protonation 
state of each structure according to Table 1. 

Distance PS-I PS-I PS-I PS-I PS-II PS-III PS-IV PS-V PS-VI PS-VII PS-VIII 
Re IM1 IM2 P Re Re Re Re Rea Re Re 

Cs-S 1.81 2.09 2.84 3.10 1.78 1.82 1.79 3.03 1.78 2.87 1.83 
Cs-Oc 1.22 1.27 1.25 1.24 1.23 1.21 1.23 1.24 1.23 1.25 1.21 
Cs-Oµ 2.61 1.50 1.33 1.31 2.56 2.90 2.68 1.30 2.67 1.32 2.87 
S-Zn1 3.54 3.03 2.53 3.71 3.32 3.80 3.20 2.50 3.45 2.48 3.39 

Oc-Zn2 2.84 2.18 2.23 2.65 2.94 2.96 2.95 2.57 3.14 2.53 2.91 
Oµ-Zn1 2.03 2.23 2.53 2.71 2.00 2.14 1.97 2.98 2.04 2.24 2.21 
Oµ-Zn2 2.01 2.27 2.33 2.08 1.96 2.08 1.95 2.03 1.97 2.03 2.16 
Zn1-Zn2 3.17 3.36 3.36 3.40 3.16 3.29 3.48 3.49 3.16 3.54 3.39 
Cs-ND1b 3.87 3.41 3.07 3.04 4.04 3.82 3.92 3.21 4.13 3.27 3.86 
Oµ-Hµ 0.99 1.03 1.34 2.12 0.99 0.96 1.00 - 0.99 - 1.07 

Hµ-OD1c 1.79 1.62 1.14 3.96 1.78 2.82 1.78 - 1.83 - 1.46 
a Hµ, in this case, is the proton added to OD1 of Asp-58. 
b ND1 of His-56. 
c OD1 of Asp-58. 
 

3.2 Effect of the protonation states of some active site groups 

In this section, we study effects of variations in the protonation states of Asp-29 (a buried charged 

residue with no nearby oppositely charged residue in the enzyme), Asp-58 (a Zn1 ligand), Asp-134 

(the ligand bridging the two Zn ions), Oµ (the other ligand bridging the Zn ions). The effect of the 

protonation state of these groups on the mechanism of the reaction is unknown. Further, assigning 
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appropriate protonation states to active site residues is key to obtain reliable reaction mehcanisms and 

accurate reaction energeics, especially when the residues are located at the active site.118 Though in 

many cases, protonation states can be predicted by a visual inspection, in some cases, MD simulations 

and QM/MM calculations are necessary to determine the protonation state.118–120 In the following, we 

perform QM/MM calculations to obtain the energetics of the conceivable reactions with alternative 

protonation states (the results of QM/MM calculations are summarized in Table S4 in the Supporting 

Information) and study their effect on the local structure of the active site by MD simulations. 

3.2.1 Effect of protonation of Asp-29 

Asp-29 is a buried residue close to the active site that does not form any ionic pair with any other 

residue. The distances of the OD2 atom of this residue to the Zn1 and Zn2 ions are 7.15 and 7.99 Å 

(the position of this residue with respect to the active site is shown in Figure 4). This residue does not 

participate directly in the reaction but may affect it electrostatically. In the results of the previous 

section, Asp-29 was deprotonated and, therefore, negatively charged. We neutralized this residue by 

protonating it on its OD2 atom (PS-II in Table 1) and rerun the reactions starting from the reactant 

state, shown in Scheme 5 (nucleophilic attack of Oµ on Cs, transfer of Hµ to OD1 of Asp-58, and 

transfer of Hµ to S). Our calculations showed that the two first reactions are not possible (the atoms 

return to the starting point after releasing any constraints). In addition, the last reaction (Hµ to S) has 

a high activation energy (37.8 kcal/mol), making it impossible. These results imply that a charged Asp-

29 is necessary for making the GlxII reaction possible. 

 
Figure 4. The position of Asp-29 in the active site of the enzyme. Selected distances are in Å. The figure was constructed 
with UCSF Chimera, developed by the Resource for Biocomputing, Visualization, and Informatics at the University of 
California, San Francisco, with support from NIH P41-GM103311.121 

A buried charge not forming an ionic pair (Asp-29) is unusual inside proteins. To check if this 

is reasonable, we conducted MD simulations to investigate whether it disturbs the surrounding 

structure or not. MD simulations are an effective tool for assigning the correct protonation states to 

protein residues.118–120 We performed three sets of MD simulations, in which Asp-29 was charged, 

protonated on OD1, or protonated on OD2 (called simulations I, II-1, and II-2, respectively). In each 
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simulation, we analyzed the mass-weighted RMSDs of heavy atoms of active site residues in chain A 

from the positions observed in the crystal structure and summarized them in Table 3. If an incorrect 

protonation state is used, atoms in that residue or in nearby residues may move to release steric or 

electrostatic clashes or to form new favorable interactions. As a result, the RMSD will be higher for 

incorrect protonation states. According to Table 3, the RMSD of Asp-29 is lower if it is deprotonated 

than if it is protonated (0.13 vs. 0.18–0.35 Å; compare the values in the second row of Table 3 with 

those in rows 3 and 4). On the other hand, neutralizing Asp-29 does not significantly affect the RMSDs 

of His-54 and His-56 (7th and 8th columns of Table 3). This is not surprising since these histidine 

residues coordinate to Zn2, which is located far from Asp-29 (cf. Figure 4 ). Similarly, the RMSD 

values of His-110, Asp-134, and His-173 are not affected by the protonation state of Asp-29 (0.18, 

0.13, and 0.17 Å, respectively). The RMSDs of Asp-58 and His-59 are slightly lower when Asp-29 is 

charged (0.18–0.23 vs. 0.14 Å for Asp-58 and 0.30–0.32 vs. 0.12 Å for His59). This is also natural 

because these two residues are the closest ones to Asp-29 in the active site (cf. Figure 4). 

Based on these results, we conclude that Asp-29 is charged in the crystal structure of GlxII and 

that a charged Asp-29 is necessary for the catalytic reaction. Additionally, the results demonstrate the 

capability of MD simulation in assigning the correct protonation states to the active site residues. In a 

similar way, we have shown in a recent study that the protonation state of Glu-464 plays a crucial role 

in the catalytic process of myrosinase.118 Another result of the present analysis is that when there is a 

buried charge that does not form any ion pair near the active site, it has to be considered thoroughly 

by MD simulations or QM/MM calculations to identify its correct protonation state. 

Table 3. Mass-weighted RMSD values in Å in the nine MD simulations with different protonation states of 
Asp-29, Asp-58, Asp-134, and Oµ (PS-I to PS-VIII). The protonated atoms of these residues during the 
simulations are shown in columns 2–5. RMSDs were calculated for the heavy atoms of the active site residues 
in chain A. The data in the last column are the average difference (Av diff) of the results from that of PS-I. 
Entries in bold face are at least 0.04 Å larger than those of PS-I. 

 PS Asp-29 Asp-58 Asp-134 Oµ Asp-29 His-54 His-56 Asp-58 His-59 His-110 Asp-134 His-173 Av diff 
I None None None OH- 0.13 0.15 0.15 0.14 0.12 0.18 0.13 0.17  

II-1 OD1 None None OH- 0.35 0.15 0.15 0.23 0.30 0.18 0.13 0.17 0.06 
II-2 OD2 None None OH- 0.18 0.16 0.15 0.18 0.32 0.18 0.13 0.17 0.04 
III None OD1 None OH- 0.13 0.16 0.14 0.24 0.12 0.17 0.12 0.16 0.01 
IV None None OD1 OH- 0.12 0.15 0.14 0.15 0.14 0.20 0.86 0.14 0.09 
V None None None O2- 0.12 0.17 0.14 0.17 0.12 0.21 0.15 0.18 0.01 
VI None OD1 None O2- 0.13 0.17 0.14 0.16 0.14 0.18 0.16 0.16 0.01 
VII None None OD1 O2- 0.12 0.18 0.15 0.72 0.15 0.20 0.31 0.18 0.11 
VIII None None None OH2 0.12 0.15 0.14 0.16 0.14 0.19 0.12 0.16 0.00 
 
3.2.2 Effect of protonation of Asp-58 

Asp-58 is an important active site residue that directly participates in the catalytic reaction as a 

general base, abstracting Hµ from Oµ in IM1 (cf. Scheme 7). Moreover, it makes a hydrogen-bond 

bridge via Hµ to Oµ in Re (cf. Figure 1) and affects the first reaction step (nucleophilic attack of Oµ 
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on Cs), stabilizing IM1 by making this strong hydrogen bond (the OD1–Hµ distance in Re and IM1 

are 1.79 and 1.62 Å, respectively; cf. Table 2). To study the effects of this residue further, we 

protonated it on the OD1 atom (the OD2 atom coordinates to Zn1) and rerun the reaction from the Re 

state. The optimized structure of the Re state with protonated Asp-58 (PS-III) is shown in Figure S2 

in the Supporting Information and is schematically represented in Scheme 8. There are three possible 

reactions as the first step of the reaction, viz., transfer of Hµ to S, nucleophilic attack of Oµ on Cs, and 

transfer of Hd of Asp-58 to S (cf. Scheme 8). Our calculations showed that the first reaction (Hµ to S) 

is impossible (the atoms return to the starting point after releasing any constraints). In addition, the 

two latter reactions (Hd to S and Oµ to Cs) have high activation energies of 44.5 and 24.4 kcal/mol, 

respectively, making them prohibitive. Thus, neutralizing Asp-58 deactivates the enzyme. 

 
Scheme 8. Schematic view of the Re state with PS-III (when Asp-58 is protonated). The impossible reaction is shown 
with red arrows and reactions with high barriers with blue arrows. 

 
To further investigate the effects of protonation of Asp-58, we conducted an MD simulation and 

summarized the RMSD values in Table 3 (simulation III). The results indicate that protonating Asp-

58 does not affect the RMSD values of the active site residues (the differences in the RMSDs are below 

0.01 Å; compare the values in the 2nd and 5th rows in Table 3). The only exception is that of Asp-58 

itself, the RMSD of which increases from 0.14 to 0.24 Å. Thus, Asp-58 is most likely charged in the 

crystal structure.  

3.2.3 Effect of protonation of Asp-134 

Asp-134 is another important residue in the active site of GlxII. In contrast to Asp-58, it does not 

participate directly in the catalytic reaction. However, it is a bridging ligand between the two Zn ions.  

To study its effects on the catalytic reaction, we protonated it on the OD1 atom (OD2 coordinates to 

the two Zn ions) and redid the QM/MM calculations. The optimized structure of the Re state with 

protonated Asp-134 (PS-IV) is shown in Figure S3 in the Supporting Information and schematically 

represented in Scheme 9. There are four possible reactions as the first step of the reaction, viz., transfer 

of Hc (the added proton on Asp-134) from OD1 of Asp-134 to S, nucleophilic attack of Oµ on Cs, 
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transfer of Hµ to S, and transfer of Hµ to OD1 of Asp-58. Our calculations showed that the first 

reaction (Hc to S) has a high activation energy of 32.4 kcal/mol, making it impossible. In addition, the 

three last reactions (Oµ to Cs, Hµ to S, and Hµ to OD1) are not possible because the atoms return to 

the starting point after releasing any bond constraints. 

 
Scheme 9. Schematic view of the Re state with PS-IV (when Asp-134 is protonated). The impossible reactions are 
shown with red arrows and the reaction with a high barrier with the blue arrow. 

We performed an MD simulation to examine further the effects of the protonation of Asp-134 

on the local structure of the protein in the active site. According to the results in Table 3 (simulation 

IV), protonating Asp-134 does not significantly affect the RMSDs of active site residues, except that 

of Asp-134 itself, which increases significantly from 0.13 to 0.86 Å. In conclusion, the MD simulations 

indicate that Asp-134 is protonated in the crystal structure of GlxII. 

3.2.4 Changing the bridging hydroxide to an oxide ion 

The bridging hydroxide ion is an important ligand that plays a key role in the reaction (cf. Scheme 

7). This group is present in the crystal structure as HOH-466 crystal water in chain B. So far, we 

modeled this group as a hydroxide ion. It is possible that this group instead is an oxide ion or a water 

molecule since the crystal structure does not show any hydrogen atoms. In this section, we modeled 

this group as an oxide ion and examined possible reactions from the Re state. As shown in the 

optimized structure of the Re state, when the bridging hydroxide is changed to an oxide ion (Scheme 

10 and Figure S4 in the Supporting Information), the S-LG's Cs–S bond is cleave, and a Cs–Oµ bond 

is formed, indicating that the first step of the catalytic reaction takes place as soon as the substrate 

enters the active site of the enzyme, producing a D-lactate ion. For H-SG to be generated, there are six 

possible reactions from this stationary point, viz., coordination of Ow1 of W1 to Zn1, coordination of 

Ow2 of W2 to Zn2, transfer of Hw1 from W1 to S, transfer of Hw2 from W1 to S, transfer of Ha from 

Oa to S, and transfer of Hw1 from W1 to Oµ. Our calculations showed that the five first reactions 

(Ow1 to Zn1, Ow2 to Zn2, Hw1 to S, Hw2 to S, and Ha to S) are impossible because the atoms return 

to the starting point after releasing any bond constraints. Transferring Hw1 from W1 to Oµ is 

impossible because of its high activation energy (39.8 kcal/mol). In summary, if the bridging oxygen 
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is an oxide ion, it will produce lactate and deprotonated H-SG immediately after entering the substrate 

into the active site. However, the reaction cannot proceed further. 

Moreover, we are not sure if the oxide ion is the stable form of the bridging oxygen or not. 

Therefore, we run an MD simulation with this protonation state. The results in Table 3 (simulation V) 

show that the change of the bridging hydroxide ion to the oxide ion affects the RMSDs of the active 

site residues only slightly (it increases for four of them by 0.01–0.03 Å, whereas it decreases for two 

by 0.01 Å; average change 0.01 Å). Thus, there is only a slight preference for a bridging OH– group. 

On the other hand, the QM/MM optimized structure of the Re state is much closer to the crystal 

structure when the bridging oxygen is an OH– group. In particular, the Zn1–Oµ and Zn2–Oµ distances 

in the crystal structure are 2.09 and 2.01 Å (averaged over the two subunits), which are much closer to 

the distances in the QM/MM optimized Re structure with an OH– group (2.03 and 2.01 Å) than with 

an O2– group (2.98 and 2.03 Å). These results confirm that Oµ is OH– in the crystal structure. The 

QM/MM results also show that the reaction only proceeds when the active site residues are in the 

correct protonation state. 

 
Scheme 10. Schematic view of the Re state with PS-V (when the bridging hydroxide is changed to an oxide ion). 
Impossible reactions are shown with red arrows and reaction with a high barrier with a blue arrow. 

3.2.5 Changing the bridging hydroxide to an oxide ion and protonating Asp-58 

Next, we tried to protonate Asp-58 while keeping the bridging oxygen as an oxide ion (PS-VI). 

This means transferring Hµ from Oµ in PS-I to Asp-58. As shown in the optimized structure of the Re 

state with this protonation state (Figure S5 in the Supporting Information), the added proton from OD1 

is automatically transferred to the oxide ion regenerating the original PS-I Re state (Scheme 5). This 

also shows that the hydroxide ion is the more stable state of the bridging ligand. 

QM/MM calculations indicate that the Re state with an O2– bridging group and a protonated Asp-

58 is 10.6 kcal/mol less stable when the bridging oxygen is an OH– (this energy was obtained by 

constraining the H–OD1 distance to 1.0 Å). This protonation state only slightly affects the RMSDs of 

active site residues (average change 0.01 Å; simulation VI in Table 3). 
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3.2.6 Changing the bridging hydroxide to an oxide ion and protonating Asp-134 

We also tested modeling the bridging oxygen as an oxide ion and protonating Asp-134 (PS-VII). 

Both of these groups are bridging Zn ligands. In the optimized structure of this QM system (Scheme 

11 and Figure S6 in the Supporting Information), the Cs–S bond of S-LG is cleaved, producing a lactate 

ion and an –SG group coordinating to the Zn1 ion. Furthermore, the Cs–Oµ bond is formed, indicating 

that the reaction is carried out as soon as the substrate enters the active site. To produce H-SG and 

dissociate the –SG group from the Zn1 ion, there are six possible reactions as the first step of the 

reaction, viz., coordination of Ow1 of W1 to Zn1, transfer of Hw1 from the W1 to S, transfer of Hw2 

from the W1 to S, transfer of Hw1 from the W1 to Oµ, transfer of Hc from OD1 of the Asp-134 to Oµ, 

and transfer of Hc from OD1 of the Asp-134 to S. These are shown in Scheme 11. 

Our calculations showed that the four first reactions (Ow1 to Zn1, Hw1 to S, Hw2 to S, and Hw1 

to Oµ) are impossible, because the atoms return to the starting point after releasing any bond 

constraints. The transfer of Hc from OD1 of the Asp-134 to Oµ has a high energy barrier (33.7 

kcal/mol), which makes it unlikely. However, the last reaction (Hc to S) can take place with a barrier 

and a reaction energy of 10.0 and –18.1 kcal/mol, respectively. This results in the formation of H-SG 

and lactate. The optimized structure of the product of this reaction is shown in Figure S13 in the 

Supporting Information. Thus, the reaction from the Re state with PS-VII has a lower barrier than the 

reaction from the original Re with PS-I (barriers of 10.0 vs. 19.7 kcal/mol in QM/MM energy term). 

On the other hand, the Re state with PS-VII (Hµ on Asp-134) is 16.5 kcal/mol less stable than the Re 

state with PS-I (Hµ on Oµ). By adding this value to the barrier from the Re state with PS-VII, the 

overall barrier becomes 26.5 kcal/mol, making this reaction unlikely. MD simulations with this 

protonation state (simulation VII) do not affect the RMSDs for Asp-29, His-59, and His-110. However, 

those of Asp-58 and Asp-134 are strongly increased (to 0.72 and 0.31 Å), showing that this is an 

unlikely protonation state.  
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Scheme 11. Schematic view of the Re with PS-VII (when the bridging oxygen as O2- and Asp-134 protonated). Possible 
and impossible reactions are shown with green and red arrows, respectively, and reactions with high barriers with blue 
arrows.  

3.2.7 Changing the bridging hydroxide to water 

Finally, we tested the effect of changing the bridging oxygen to a water molecule. The optimized 

structure of the Re state with a bridging H2O group (PS-VIII) is shown in Figure S7 in the Supporting 

Information and is schematically represented in Scheme 12. There are six possible reactions from it, 

viz., transfer of Hµ1 to S, transfer of Hµ1 to OD1 of Asp-134, nucleophilic attack of Oµ on Cs, transfer 

of Hµ2 to OD1 of Asp-58, transfer of Ha from Oa to S, and transfer of Hµ1 to Oc (Hµ1 and Hµ2 are 

the hydrogen atoms of the bridging H2O). These are shown in Scheme 12. Our calculations showed 

that the first two reactions (Hµ1 to S and Hµ1 to OD1 of Asp-134) have high activation energies (23.1 

and 29.7 kcal/mol, respectively), making them prohibitive. In addition, the four latter reactions (Oµ to 

Cs, Hµ2 to OD1 of Asp-58, Ha to S, and Hµ1 to Oc) are not possible because the atoms return to the 

starting point after releasing any bond constraints. Thus, none of the reactions are possible, and there 

is no reaction path from the Re state with a bridging H2O group. 

In addition, changing the protonation state of Oµ from OH– to H2O leads to poorer Zn–Oµ 

distances: The Zn1–Oµ and Zn2–Oµ distances in the Re state with H2O are 2.21 and 2.16 Å, which 

are quite far from those in the crystal structure, 2.09 and 2.01 Å, compared to the QM/MM structure 

with OH–, 2.03 and 2.01 Å). The RMSDs of the active site residues are not significantly affected if the 

MD simulations are run with a bridging H2O group (simulation VIII in Table 3).  
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Scheme 12. Schematic view of the Re with PS-VIII (with a bridging H2O group). Impossible reactions are shown with 
red arrows and reactions with high barriers with blue arrows. 

4. Conclusions  

We have studied the catalytic reaction mechanism of human GlxII, a binuclear metalloenzyme 

with two Zn ions in its active site. We have examined previously proposed reaction mechanisms and 

all reasonable reactions from stationary structures along the reaction path. We used the QM/MM 

method, which involves modeling the entire enzyme to provide accurate geometries and energies. 

Moreover, we performed big-QM and QTCP calculations further to improve the quality of the 

calculated energy profile. We reject the previously proposed VJ mechanism and propose somewhat 

different reaction steps compared to Himo's mechanism. Our mechanism is shown in Scheme 7 and 

the calculated reaction energies agree with the experimental data, thus demonstrating the reliability of 

the reported energies and the proposed reaction mechanism. 

Moreover, we examined the effects of the protonation states of Asp-29, Asp-58, Asp-134, and 

Oµ on the catalytic reaction. As was observed with myrosinase,118 protonation states of active site 

residues can significantly affect energetics and even the possibility of the reaction. On the other hand, 

changing a protonation state may also accelerate the reaction. Therefore, it is crucial to correctly assign 

the protonation state of active site residues using sophisticated tools, such as MD simulations and 

comparing the obtained QM/MM geometries with available crystal structures. 

We first examined the effect of different protonation states on Asp-29, a residue that is buried 

close to the active site (cf. Figure 4). From the Re state in which Asp-29 is protonated, no intermediate 

or product could be identified through QM/MM calculations. Additionally, MD simulations using 

protonated Asp-29 show higher RMSDs for this residue and some active site residues, suggesting that 

it is charged in the crystal structure. This illustrates the ability of MD simulations to determine the 

protonation state of protein residues accurately. It also shows that a buried charge that does not form 

an ionic pair near the active site may significantly affect the catalytic reaction. 

QM/MM calculations also indicate that protonated Asp-58 or Asp-134 prevent GlxII from 
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catalyzing the reaction. MD simulations show higher RMSDs for these aspartic residues when they are 

protonated. However, protonating these residues does not increase the RMSDs of other active site 

residues. 

In addition, we tried to replace the bridging hydroxide ion with an oxide ion. This led to a 

barrierless reaction, producing D-lactate and SG– as soon as the substrate was introduced into the active 

site. However, the enzyme cannot pass a proton to SG–. When comparing Zn–ligand distances in the 

optimized QM/MM Re structure with those in the crystal structure, it is evident that the optimized 

structure with the OH– group is much closer to the crystal structure than that with O2–. This strongly 

suggests that the bridging group is OH– in the crystal structure. QM/MM Re structures with O2– as the 

bridging group and Asp-58 or Asp-134 protonated, were found to be 10.6 and 16.5 kcal/mol less stable 

than structures with OH–, respectively. Likewise, calculations with a bridging H2O group showed that 

no reaction was possible and that the QM/MM Re structure reproduces the crystal structure worse than 

if the bridging group is OH–. 

In summary, we propose a novel mechanism for the GlxII catalytic reaction. We also 

demonstrate that assigning correct protonation states of active site residues of GlxII is a determining 

factor for investigating its enzymatic reaction mechanism, and that QM/MM optimized structures and 

MD simulations can serve this purpose effectively. Similar conclusions has been reached also for other 

enzymes. For example, Merz et al. showed that correctly assigning the protonation state of an active 

site residue (Asp-86) of dizinc-β-lactamase is critical both kinetically and thermodynamically for its 

reaction.53 In addition, it was indicated that the correct protonation state of Asp-120 in the active site 

of metallo-β-lactamase from Bacteroides fragilis is crucial for its mechanism of action.122 
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TOC Graphic 

 
The catalytic reaction of human Glyoxalase II was investigated using a Quantum 

Mechanics/Molecular Mechanics (QM/MM) model. A new mechanism was proposed for this enzyme. 

It was demonstrated that assigning correct protonation states of active site residues is a key factor for 

investigating enzymatic reaction mechanisms. 

 


