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Abstract 

In order to keep up with the constant demand for higher data rates, the fifth 

generation of mobile communication (5G) introduced the use of mm-wave carrier 

frequencies from 24 to 71 GHz. Plenty of new frequency spectrum then became 

available, which has allowed for channel bandwidths of several hundreds of MHz. 

6G is projected to continue this trend with even higher carrier frequencies and wider 

bandwidths, reaching carrier frequencies above 100 GHz and bandwidths in the 

multi-GHz range. However, this creates new challenges for circuit designers, as the 

performance of radio circuits typically degrades with increasing frequency. Two 

critical components in radio transceivers whose performance are highly affected by 

the increase in carrier frequency and bandwidth are frequency generators and 

baseband filters. The former generates a local oscillator (LO) signal required for 

frequency translating the data signal to/from the baseband from/to the carrier 

frequency, and the latter is used to separate the desired signal from undesired 

interference and noise in a receiver and to prevent leakage of undesired spectrum 

content to nearby channels in a transmitter. The design of the frequency generation 

is also made much more complicated due to mm-wave 5G and 6G communication 

relying on beamforming, in which the signals from multiple antennas are combined 

to overcome the high path loss at these frequencies. The LO signal must then be 

distributed to multiple frequency converters while retaining a constant relative 

phase shift. If the beamforming is done using so-called LO beamforming, this 

relative phase shift must also be tunable in a very accurate manner.  

In this thesis, five research papers are included; two concern mm-wave frequency 

generation, two concern multi-GHz integrated baseband filters, and one is about 

system-level simulations of beamforming receivers. The thesis is divided into two 

parts, with the first part providing an introduction and context to the conducted 

research, while the second part consists of the included papers. 

Paper I presents a frequency generation circuit for 28-GHz LO beamforming 

sliding-IF transceivers. An external 7-GHz signal is first phase shifted by an 

injection-locked oscillator and then fed to an injection-locked frequency tripler. A 

harmonic mixer is used as a phase detector to measure the applied phase shift, 

enabling automatic phase tuning. The phase detector can also be used to 

automatically tune the oscillators to obtain injection lock. Additionally, a sliding-IF 

receiver is implemented to properly test the frequency generator. 

Paper II presents a modular system-level testbench for sub-THz 6G 

beamforming receivers, implemented in MATLAB/Simulink. The testbench models 
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the analog circuit blocks with high fidelity, and can thus be used to investigate 

impacts of circuit non-idealities on the performance of the whole system. The effects 

of beam squint, ADC resolution, phase noise, baseband filter type, and interfering 

beams are simulated for a 32-element linear array. 

Paper III describes a 28-GHz differential-to-quadrature injection-locked 

frequency tripler, intended for direct-conversion transceivers. A dual-injection 

scheme is used to maximize the harmonic rejection, and a mixed-signal feedback 

system minimizes the quadrature error by automatically tuning the frequency tripler 

so that its free-running oscillation frequency coincides with the third harmonic of 

the input signal.   

In Paper IV, two differential multi-GHz 5th-order integrated baseband filters are 

presented, one active Gm-C filter and one passive LC filter, intended for 6G 

applications, fabricated in a 22-nm FD-SOI CMOS process. The active filter is 

based on Nauta’s transconductor and utilizes back-gate biasing to achieve state-of-

the-art performance. The passive filter uses overlapping inductors, resulting in large 

mutual inductance and reduced footprint. Owing to this technique, the chip area of 

the passive filter is similar to that of most active filters, while providing clear 

benefits in power consumption and dynamic range. 

In Paper V, the passive filter in Paper IV is further investigated and improved. A 

lumped model of the overlapping inductors is derived and used to develop a 

capacitive cancellation method to reduce stopband peaking, which is verified using 

EM simulations. To further improve the stopband performance, the overlapping 

inductors are redesigned in an 8-shape to reduce coupling between different 

inductors in the filter. The new filter reduces the stopband peaking by almost 30 dB 

compared to the original filter in Paper IV. 
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Populärvetenskaplig sammanfattning 

För många är det säkert bekant att FM-radio kan sändas på frekvenser som 105,6 

MHz, medan om pratar om Bluetooth och Wi-Fi nämns ibland 2.4-GHz- och 5-GHz 

bandet. Vad detta refererar till är den så kallade bärvågsfrekvensen. Kring denna 

bärvågsfrekvens upptar signalen man vill ta emot eller sända en viss bandbredd. Ju 

större bandbredd, desto högre datahastigheter kan man uppnå. FM-radio använder 

en bandbredd på 0,2 MHz, så radiostationen ovan kommer ta upp ett frekvensspann 

mellan 105,5 och 105,7 MH, medan nästa station kan sända på 105,7–105,9 MHz, 

och så vidare. Bluetooth och Wi-Fi har högre bandbredder, från enstaka MHz i 

Bluetooth till mer än 100 MHz i de senaste versionerna av Wi-Fi. Precis samma 

princip med bärvågsfrekvens och bandbredd används av våra telefoner när vi surfar, 

ringer eller SMS:ar. 

I dag använder vi våra telefoner till alltmer dataintensiva uppgifter, såsom att 

streama film och musik och ringa videosamal, något som kräver allt större 

bandbredd. Problemet är att signalerna från två telefoner inte får ha överlappande 

frekvenser, vilket gör att de användbara frekvenserna håller på att ta slut.  Därför 

tog man ett drastiskt beslut vid lanseringen av 5G: man öppnade upp för att använda 

så kallade millimetervågsfrekvenser, vilket är frekvenser mellan 24 och 300 GHz, 

cirka 10 till 100 gånger högre frekvenser än vad man tidigare använt i 

mobilkommunikation. Här finns enorma mängder med oanvända frekvenser, vilket 

löser bandbreddproblematiken. I 5G har man nöjt sig med bärvågsfrekvenser under 

100 GHz, men i 6G förväntas frekvenser mellan 100 och 300 GHz också användas. 

Det finns dock en anledning till att man tidigare undvikit dessa frekvenser - 

förlusterna när signalen färdas från sändare till mottagare ökar drastiskt. För ett givet 

avstånd blir den mottagna signalstyrkan bara en hundradel så stor om man använder 

en tio gånger högre frekvens! Men det finns en lösning. Genom att använda flera 

antenner samtidigt som fångar upp mer av den sända signalen kan man öka den 

mottagna signalstyrkan. På samma sätt kan man även sända ut en starkare signal 

genom att använda flera antenner i sändaren. Kruxet är att när man använder flera 

antenner kommer signalen, likt ljuset från en ficklampa, skickas ut i en stråle och 

det är bara om mottagaren faktiskt befinner sig i den här strålen som signalen blir 

starkare. Som tur är kan strålens riktning styras genom att applicera en så kallad 

fasvridning vid varje antenn. 

Bakom antennerna sitter radiochip som ansvarar för att förstärka, fasvrida och 

processa signalen, samt filtrera bort oönskade signaler till/från andra användare. I 

avhandlingen presenteras flera nya lösningar för dessa chip som är lämpliga för 5G- 
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och 6G-tillämpningar. Fokus har legat på tre olika områden: systemanalys, 

frekvensgenerering och kanalfiltrering.  

Vad gäller systemanalys har vi utvecklat ett program för datorsimuleringar som 

kan användas i ett tidigt stadium i konstruktionsarbetet för att analysera hur olika 

kretselement påverkar prestandan hos ett stort antennsystem. Det unika med 

programmet är hur realistiskt kretselementen beter sig samt användarvänligheten. 

Tanken är att ingenjörer från olika discipliner ska kunna använda programmet för 

att analysera sina system. 

Frekvensgenerering är en del av chipet som ansvarar för att generera den 

bärvågsfrekvens man vill ta emot eller sända på. Frekvensgeneratorn i en telefon 

där man vill använda millimetervågs-5G kan till exempel behöva generera 28 GHz. 

Vi har utvecklat två kretsar för detta där robusthet har varit huvudfokus. I 

radiokommunikation krävs ofta att chipet beter sig på ett väldigt precist sätt, men 

när man tillverkar chip kommer det alltid finnas slumpmässiga variationer. Därför 

måste man ofta utföra kalibreringar, något som tar tid och ökar kostnaderna. Våra 

chip kan i stället kalibrera sig själva. Den ena frekvensgeneratorn kan dessutom 

användas till att skapa den fasvridning som behövs för att styra signalstrålen. 

Kanalfilter behövs i både sändare och mottagare och dess uppgift är att filtrera 

bort frekvenser som inte tillhör den egna signalen, som brus och andra signaler. När 

6G lanseras förväntas bandbredden att öka till flera GHz och för den bandbredden 

finns det väldigt få exempel på kanalfilter i den vetenskapliga litteraturen. Vi har 

därför undersökt lämpligheten för två typer av filter till dessa tillämpningar; aktiva 

och passiva. Aktiva filter förbrukar energi, men kan göras väldigt små, medan 

passiva inte förbrukar någon effekt, men tar upp större chipyta. Genom att använda 

en innovativ teknik lyckades vi dock konstruera ett passivt filter som nästan är lika 

litet som jämförbara aktiva filter, vilket gör det till ett väldigt attraktivt val för 6G-

tillämpningar. 
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Chapter 1 

 

Introduction and motivation 

 

With 5G, we have seen the introduction of so-called mm-wave carrier frequencies 

in cellular communication. The term mm-wave refers to frequencies with 

wavelengths between 1 and 10 mm, which corresponds to a frequency range of 30-

300 GHz1. While mm-waves have been used in radio circuits in the past, mainly for 

radar applications and point-to-point links, this is the first time it has been used for 

cellular communication. First out in mm-wave 5G was the so-called 28-GHz band 

(24.25-29.50 GHz), which has since been followed by several more bands, with the 

highest carrier frequency reaching 71 GHz [1]. With the introduction of 6G in a few 

years, the upper range of mm-wave frequencies (100-300 GHz), also referred to as 

sub-THz frequencies, is also expected to be used [2] [3] [4].  

The reason for this increase in carrier frequency is quite simple – available 

bandwidth. Our constant need for higher cellular data rates has forced 

telecommunication companies to squeeze out every last drop of bandwidth from the 

regular sub-7 GHz frequencies, but it is still not enough for high-density urban areas 

[5]. There is simply not enough spectrum at these frequencies to satisfy the massive 

data rate and capacity demands. At mm-wave frequencies, on the other hand, large 

stretches of unoccupied spectrum are available, enabling very wide channel 

bandwidths, while simultaneously serving more users. For instance, the 28-GHz 

band allows for bandwidths of up to 400 MHz, while in a recent release, 3GPP Rel. 

17 [1], a frequency band with channel bandwidths of up to 2 GHz was introduced, 

an unprecedented value in cellular communication. For sub-THz frequencies in 6G, 

channel bandwidths of 10 GHz or higher are expected [2] [4]. 

Given the availability of these massive channel bandwidths, why have we not 

utilized mm-waves before? It is because using these frequencies comes with several 

problems. The most apparent is the increased path loss, PL, which can be described 

by Friis’ transmission formula [6]: 

 

 
1 For convenience, frequencies in the range 24-30 GHz are typically also considered mm-waves. 
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Figure 1: (a) Receiving antennas in a sphere around the transmitting antenna. (b) Planar antenna 

array. 

 

𝑃𝐿 = (
4𝜋𝐷

𝜆
)
2

= (
4𝜋𝐷𝑓

𝑐
)
2

, (1.1) 

where 𝜆 and 𝑓 are the wavelength and frequency of the carrier, respectively, 𝐷 is 

the distance between transmitter (TX) and receiver (RX), and 𝑐 is the speed of light. 

The path loss is the loss in signal power between the transmitter antenna and receiver 

antenna in free space and, as seen in Eq. (1.1), it increases quadratically with the 

carrier frequency. The reason for the increased path loss is reduced size of the 

receiver antenna aperture, i.e. the antenna area decreases with increasing frequency, 

thus capturing less of the radiated power. But if we use multiple receiver antennas, 

that independently receive the signal, and then combine their signals constructively, 

we can effectively increase the aperture size by a factor equal to the number of 

antennas. So, if we double the carrier frequency and at the same time increase from 

using one to four receive antennas, the aperture, and therefore the received power, 

will remain the same (for the same transmitted power density). However, the signals 

will only combine perfectly constructively if the antennas are located on a sphere 

around the transmitting antenna, since then they will all be at the same distance from 

the transmitter, causing the signals to reach each antenna at the same time, see Fig. 

1a. This is of course impossible to implement practically when both the transmitter 

and receiver can move around. Instead, we place the antennas on a plane, in an 

arrangement referred to as an antenna array, see Fig. 1b. How can we then make all 

the signals from the antennas align so we can combine them constructively, when 

the propagation time from transmitter to receiver will be different for each antenna? 

We solve this by adding a variable time-delay, or more commonly a variable phase-

shift, in the receiver path of each antenna, which allows us to align the signals from 

all antennas, no matter what direction the transmission is coming from. Antenna 

arrays can also be used in the transmitter, where the same technique of adding time-

delays or phase-shifts to each antenna are applied, causing the signals to align in 

certain directions. The transmitted signal will then form a beam pattern, with the 
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strongest beam pointing in a desired direction, typically towards the intended 

receiver, see Fig. 2; hence this is referred to as beamforming. The term beamforming 

is also used for the receiver, since it receives signals with higher gain in certain 

directions, forming receive beams, also shown in Fig. 2.  

Traditionally, there has been three ways of separating users communicating with 

the same base station: in time, in frequency, and by using orthogonal codes [7]. 

However, the use of beams enables the separation of users also in space, since as 

long as the beams do not overlap, two or more users can communicate with the base 

station simultaneously using the same frequencies and codes. This is referred to as 

spatial multiplexing and greatly increases the capacity of the cell. This is one of the 

main reasons why beamforming is also used in 5G for sub-7 GHz frequencies. 

The second issue with operating at mm-wave frequencies is that the performance 

of the radio circuits degrades. The high frequency means that parasitic capacitance 

must be kept to a minimum, resulting in transistors with minimum, or close to 

minimum, lengths. As any analog circuit designer can tell you, using short 

transistors results in poor 𝑔𝑚/𝐼𝐷 ratios, low output impedance, and high sensitivity 

to process variations, all resulting in worse performance than if long transistors are 

used. The parasitic capacitances making up a large portion of the total capacitance 

also makes implementing tunable circuits such as wideband local oscillators (LO) 

difficult, which is made worse by the poor quality factor of tuning capacitances at 

these frequencies [8] [9]. Furthermore, mm-wave frequencies are on the same order 

of magnitude as the transition frequency 𝑓𝑇 of CMOS transistors, which typically 

worsens the performance of many radio frequency (RF) blocks. When it comes to 

receivers, operating closer to 𝑓𝑇 limits the noise figure that can be reached, 

degrading receiver sensitivity [9] [10]. For transmitters, using thin oxide transistors 

with short channel length to provide sufficient gain at the high carrier frequencies, 

unfortunately limits the supply voltage that can be used and then also the output 

power that can be obtained [11]. Power amplifiers also suffer from significantly 

worse efficiency at these frequencies [11].  

Figure 2: Beamforming in transmitter and receiver. 
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In addition to the difficultness of implementing wideband LOs mentioned above, 

there are several issues with the frequency generation related to its use in 

beamforming arrays. If there are multiple frequency up- or downconverters in the 

form of mixers in the beamforming array, which is typically the case, the LO signal 

must be distributed to each mixer. This will result in significant power losses, as 

routing losses are much higher at mm-wave compared to regular cellular frequencies 

[9], which must be compensated for by power-hungry buffers. The LO distribution 

must also not alter the relative phase between the LO signals to each frequency 

converters, as that would distort the beamforming. If LO beamforming is used (more 

on this in Chapter 2), this relative phase shift should be tunable in a known and very 

precise manner, requiring mm-wave phase shifters in the LO path. All of this should 

be achieved while keeping the phase noise level and power consumption low and 

the frequency tuning range wide, which is only possible with some innovative 

circuit designs. For instance, in Chapter 2 and 3, we will see how injection-locking 

can be used to both shift the phase and multiply the LO frequency. By using 

frequency multipliers, the LO frequency synthesizer can generate a lower frequency 

signal, which can be distributed with lower power. This can then be multiplied to 

the final LO frequency very close to the frequency converter, which not only reduces 

the routing losses, but also improves the phase noise. 

It is not only the high carrier frequencies that are troublesome. The very large 

channel bandwidths can also be problematic, especially if multi-GHz bandwidths 

are used in future 6G implementations.  In particular, the performance of the mixed-

signal circuitry does not scale well for sampling frequencies in the GHz range and 

will thus likely become one of the most power-hungry parts in the signal chain. This 

puts stringent requirements on the analog baseband, to relax the requirements of the 

mixed-signal part as much as possible. For instance, as we will see in Chapter 4, by 

increasing the sharpness of the baseband filter, the sampling rate of the analog-to-

digital converter (ADC) following it can be reduced, resulting in large power 

savings. However, implementing a high-order multi-GHz baseband filter with high 

dynamic range and low power consumption is not an easy task, as the performance 

of active filters deteriorates with increasing frequency. On the other hand, integrated 

passive filters get smaller, and the quality factor of integrated inductors increases 

with increasing cut-off frequency, making them a viable option for multi-GHz 

filters. 

 

The aim of this thesis has been to develop circuits in CMOS for mm-wave 

beamforming 5G and 6G applications, focusing on frequency generation, system 

analysis, and baseband filtering. It is organized as follows: 

Chapter 2 gives an overview of beamforming mm-wave transceivers, covering 

general theory and important aspects to consider when designing transceivers for 

large antenna arrays. 

Chapter 3 discusses different ways to implement mm-wave frequency generation 

circuitry, explaining their strengths and weaknesses. 
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Chapter 4 discusses integrated active and passive filters for multi-GHz 

transceiver basebands, which are suitable for future 6G applications. 

Chapter 5 summarizes and concludes the findings of the thesis and discusses 

potential future work to be done. 

Paper I presents a phase shifter and frequency tripler for the 28-GHz band. A full 

sliding-IF receiver is also implemented to test the frequency generation scheme. 

Paper II presents a modular testbench in MATLAB for simulating and analyzing 

beamforming receivers for sub-THz applications. 

Paper III presents a differential-to-quadrature injection-locking frequency tripler 

for the 28-GHz band. Using feedback, the tripler automatically finds lock and 

corrects quadrature errors. 

Paper IV presents active and passive multi-GHz baseband filters with state-of-

the-art performance. 

Paper V presents a capacitive cancellation technique to improve the stopband 

performance of the compact passive filter presented in Paper IV. 
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Chapter 2 

 

Beamforming mm-Wave transceivers 

The use of beamforming, both in the transmitter and receiver, greatly improves the 

achievable wireless communication distance. It also enables a fourth dimension of 

multiplexing – space (the three previous being time, frequency, and coding). 

However, the use of multiple antennas greatly increases the complexity of the 

system. This chapter covers the basics of beamforming, different transceiver 

architectures that can be used, circuit implementations, and non-idealities in the 

circuits and their impact on the system performance. 

Beamforming theory 

Imagine a linear array of N antennas with an antenna pitch d, see Fig. 3a. If we have 

a signal coming in from angle 𝜃 relative to the normal plane of the antennas, then 

the signal will first reach antenna 1 (assuming that 𝜃 is positive), then after a time-

delay Δ𝑡 it will reach antenna 2, and then after an additional time-delay Δ𝑡 antenna 

3, and so on. When the signal reaches the final antenna, it is delayed by (𝑁 − 1)Δ𝑡 
relative to the first antenna. Through basic trigonometry, and assuming that the 

signal is propagating with the speed of light c, it can be shown that: 

 
𝛥𝑡 =  

𝑑 ⋅ sin 𝜃

𝑐
 (2.1) 

Now, imagine that we can add an arbitrary time-delay after each antenna. If we 

then add a time-delay of (𝑁 − 1)Δ𝑡 after the first antenna, a time-delay of (𝑁 −
2)Δ𝑡 after the second antenna, and so on, the outputs after the delay cells will be 

perfectly synchronized. If we then combine all the delayed signals, they will add 

constructively, so the received total signal will have an amplitude N times higher 

than if only a single antenna was used, see Fig. 3b. This means that signal power 

increases by a factor 𝑁2 (assuming an active combiner that combines the signals in 

voltage or current domain). Meanwhile, the noise from each antenna path will be 
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uncorrelated, which means that the noise power increases by a factor N after the 

combination. So the total signal-to-noise ratio (SNR) increases by a factor N, which 

is the array gain.   

We can use the exact same approach in transmitters to increase the transmitted 

power. If we apply the same time-delay as above in a transmitter, the signal from 

each antenna will add constructively in a beam along the angle 𝜃 (hence the term 

beamforming), increasing the transmitted power by 𝑁2 in that direction, compared 

to transmitting the signal from a single antenna. It should be observed, however, 

that by using N antennas in the transmitter the total transmitted power has been 

increased N times, so that the power increase in the beam direction of 𝑁2 can be 

seen as a factor N due to the increased total transmitted power multiplied by another 

factor N due to the array gain. 

So, how do we implement the time-delay block required for beamforming? 

Usually, the answer is that we do not. While there are some examples in the 

literature [12] [13], the implementation of so-called true time-delay (TTD) cells that 

are tunable and accurate for mm-wave frequencies is a very difficult task. Instead, 

the more common approach is to use phase shifters to approximate the time-delay 

over the signal bandwidth. For a sine wave of frequency 𝑓0, the phase shift Δ𝜙 in 

radians that correspond to a time-delay Δ𝑡 is equal to: 
 

Δ𝜙 = 2𝜋𝑓0Δ𝑡, 
(2.2) 

which combined with Eq. (2.1) results in: 
 

𝛥𝜙 =
2𝜋𝑓0 ⋅ 𝑑 ⋅ sin 𝜃

𝑐
 (2.3) 

In fact, for a sine wave signal, this phase shift perfectly emulates a time-delay. 

However, for a modulated signal, the beamforming will only be perfect for the 

center frequency of the signal, while the beam will be distorted for the channel 

edges. This is known as beam squint and will be further discussed later in this 

chapter. 

Figure 3: (a) Varying time-delays to the antennas.  (b) Use of variable time-delays to make the 

signals add combine constructively. 
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Figure 4: Normalized array factor for (a) 8 antennas and (b) 32 antennas, with the antenna pitch as a 

parameter. 

 

So far, we have only considered the effect of beamforming in a particular desired 

direction. But what happens in the other directions? In general, a signal with 

frequency 𝑓 arriving from angle 𝜃 with respect to the antenna array will be received 

with a complex gain rn at antenna n: 
 

𝑟𝑛 = 𝑎𝑛exp (𝑗(𝑛 − 1)
2𝜋𝑓 ⋅ 𝑑 ⋅ sin𝜃

𝑐
), (2.4) 

where 𝑎𝑛 is the complex weight of antenna n, used to control the beam direction. 

The complex weight contains the phase shift as described, and it may also have 

different magnitudes to control the beam shape, also known as tapering. The total 

gain of the array after phase-shifting and signal combination becomes: 
 

𝑆(𝜃) = ∑ |𝑎𝑛|exp (𝑗(𝑛 − 1) [
2𝜋𝑓 ⋅ 𝑑 ⋅ sin 𝜃

𝑐
− 𝛥𝜙])

𝑁

𝑛=1

 (2.5) 
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By sweeping 𝜃, we can now generate a plot of the so-called array factor, i.e. how 

much the antenna array amplifies or attenuates signals coming from different 

directions. This is done in Fig. 4 with the antenna pitch 𝑑 as a parameter for two 

arrays with 8 and 32 elements, respectively. The desired beam direction is 35° and 

the magnitude |𝑎𝑛| is set to be the same (equal to unity) for all antennas. Several 

observations can be made from these plots. Firstly, the antenna pitch should be set 

to 𝜆/2 to only have one main lobe. The undesired lobes formed when the pitch 

exceeds 𝜆/2 is usually referred to as grating lobes. Secondly, even when using 𝑑 =
𝜆/2, lobes will be formed in other directions than the desired. These are referred to 

as sidelobes. It can be shown that without tapering the magnitude of the sidelobes 

will follow a sinc function and the first sidelobe will be 13.7 dB below the main 

lobe, independent of the number of antennas in the array [14]. Lastly, the more 

antennas there are, the narrower the beam will be. 

That the first sidelobe is limited to 13.7 dB below the main lobe can in some 

scenarios be problematic, both in receivers and in transmitters. The sidelobe level 

can be lowered by using tapering in the array, i.e., the amplitude is lowered for the 

outer antenna elements according to a windowing function, at the cost of widening 

the main lobe. Fig. 5 plots the array gain for the same 8-element array as above, 

with and without a Dolph-Chebyshev window [15]. 

 

 
Figure 5: Tapering to reduce sidelobe levels. 

In a cellular system, there will typically be multiple users that will cause 

interference to each other.  When we generate the beam pattern, we want to place 

the main lobe towards the desired user, while placing nulls in the directions of other 

users that can be disturbed or cause interference, assuming that we can estimate 

where these other users are. This can be achieved by applying a method called zero-

forcing [16], in which the complex weights W are given by pseudo-inverting the 

propagation channel: 
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 𝐖 = [𝐰𝟏, … ,𝐰𝑲] = 𝐇(𝐇
T𝐇)−1, (2.6) 

where (∙)T is the matrix transpose and 𝐇 is an 𝑁 × 𝐾 matrix, 𝑁 being the number 

of receive antennas and 𝐾 the number of incoming signals, both desired and 

interfering, and is given by: 
 𝐇 = [𝐡𝟏, … , 𝐡𝑲], (2.7) 

where 𝐡𝒌 describes the propagation from signal 𝑘 to the receive antenna. For a line-

of-sight (LoS) scenario, which we are considering here, this will simply be: 
 

𝐡𝒌 = 𝐴𝑘[1 𝑒
𝑗𝜋 sin(𝜃𝑘) … 𝑒𝑗𝜋

(𝑁−1) sin(𝜃𝑘)]
𝑇
,  (2.8) 

where 𝐴𝑘 is the magnitude and 𝜃𝑘 the direction of signal 𝑘, respectively. By 

applying weights 𝐰𝒌 to the beamformer, the main lobe will be placed in direction 

𝜃𝑘, while nulls will be placed in the direction of all other signals present. Fig. 6 plots 

the array factor when zero-forcing is applied to an 8-element array, and a desired 

signal is coming from 𝜃1 = 35° and two interferers from 𝜃2 = −20° and 𝜃3 = 50°, 
respectively. 

 

 
Figure 6: Null placement using zero-forcing. 

Beamforming architectures 

There are mainly three ways of implementing beamforming: fully in the digital 

domain, referred to as digital beamforming (DBF), fully in the analog domain, 

referred to as analog beamforming (ABF), and a mix of the two, referred to as hybrid 
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beamforming (HBF) [17]. There are advantages and disadvantages with every 

approach, and deciding which one will be the most efficient for a particular system 

is a very complex task, and highly dependent on many variables. This section will 

give an overview of these architectures. For convenience, it will focus on receivers, 

but most of the concepts covered are also applicable to transmitters. 

 

 

Figure 7: (a) Digital beamforming. (b) Analog beamforming. (c) Hybrid beamforming. (d) Hybrid 

beamforming with multiple data streams. Quadrature signals omitted for improved readability. 

Digital beamforming 

In digital beamforming, every antenna in the array is connected to a separate full 

receiver signal chain including ADC, see Fig. 7a. The application of beamforming 

weights and signal combination are performed entirely in the digital domain. There 

are several benefits of this approach. Firstly, as many data streams as there are 

antennas can be simultaneously processed in this way, resulting in the highest 

possible spectral efficiency. Effectively, this means that several beams can be used 

at the same time, receiving different signals from different directions. The shapes of 

these beams are also independent of each other and digitally programmable. 

Secondly, the beamforming accuracy is only limited by the digital baseband 

resolution. The beamforming can also be made wideband in the digital domain, 

accurately approximating also longer true time delays and thereby mitigating beam 
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squint. However, that the beamforming is done entirely in the digital domain greatly 

increases the power consumption of the digital signal processor (DSP) [18]. Also, 

the increased number of ADCs contribute to higher power consumption, combined 

with the fact that since the beam shapes are not formed until after being converted 

to the digital domain, every component in the analog receiver chain, including the 

ADCs, must be linear enough to handle in-band signals from all directions 

simultaneously. Lastly, another advantage of DBF is that it simplifies channel 

estimation since the entire channel is captured by the ADCs, while an analog or 

hybrid approach must scan the channel with the beam(s) [19].  

Analog beamforming 

In analog beamforming, the beamforming is performed entirely in the analog 

domain, i.e. all the phase shifters (or time-delay blocks) and signal combiners are 

implemented with analog blocks before the ADC, meaning that only one set of 

ADCs is required, no matter the number of antennas, see Fig. 7b. At a first glance, 

it may appear that this should lead to massive power savings for the mixed-signal 

circuitry compared to DBF. However, it is not quite that simple. The ADCs in ABF 

require a higher resolution than in DBF, since the SNR is higher, increasing the 

power consumption per ADC [20]. To what extent the ADC resolution can be 

reduced in DBF will be determined by the level of interference in the system, as no 

spatial filtering occurs prior to the ADC in DBF, thus requiring a higher ADC 

dynamic range than if only SNR was considered. 

Depending on where in the RF chain the phase shift is applied, analog 

beamforming is divided into three sub-categories: RF beamforming, intermediate 

frequency (IF)/baseband (BB) beamforming, and LO beamforming [21]. These will 

be discussed in more detail later. Since the signals are combined in the analog 

domain, any interferers will, to some extent, be suppressed in comparison to the 

desired signal, easing the linearity requirements of any circuit blocks following the 

signal combination. The drawbacks are that only one data stream can be received at 

once and that the phase shifters will impact the signal quality in different ways, 

whether it be signal attenuation, noise, phase mismatch, nonlinearity, frequency 

response, etc. 

Hybrid beamforming 

Hybrid beamforming relies, as the name implies, both on analog and digital 

beamforming and is shown in Fig. 7c. The antenna array is divided into 𝑀 sub-

arrays with 𝐾 inputs each, in which analog phase-shifting and signal combination is 

performed and the signal is then converted to the digital domain using ADCs. The 

outputs of each sub-array are subsequently combined using DBF. 
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The main advantage of HBF is that the signals are spatially filtered before the 

data converters, while still enabling multiple data streams to be processed. However, 

it should be noted that in most implementations of hybrid beamforming, each sub-

array can only point its main lobe in one direction at the time, so not all antennas 

can always be utilized for all signals. For instance, if the array is split into 12 sub-

arrays and we want to simultaneously receive signals from two users separated in 

direction by more than the beamwidth of the ABF sub-arrays, with approximately 

equal signal strength, six of the sub-arrays can be dedicated to one of the signals, 

and six to the other signal, reducing the array gain by 3 dB when compared to if all 

antennas are used for the signal. There are some published exceptions to this, where 

the hardware in each sub-array is multiplied so that multiple beams can be formed 

and therefore multiple data streams can be processed simultaneously, see Fig. 7d. 

In [22] and [23] dual data streams are supported, while in [24] as many as 16 data 

streams per sub-array are supported. 

Also, HBF is less susceptible to beam squint than ABF in very large arrays, 

assuming the ABF is implemented with phase shifters and not TTD. The larger the 

array is, the longer the time delay should be for a given angle and, as will be 

explained later, beam squint gets worse the longer the time delay that is 

approximated with a phase shift. However, the digital beamforming part in HBF can 

approximate the time delay very well, so the beam squint will only affect the analog 

beamforming part of each sub-array. So, a linear 64-element HBF receiver with 4 

sub-arrays will essentially experience the same beam squint as a 16-element ABF 

receiver, which is significantly less than a 64-element ABF receiver. 

Architecture versus carrier frequency 

The most important factor when it comes to selecting the beamforming architecture 

is the carrier frequency. At sub-7 GHz, the so-called 5G frequency range 1 (FR1) 

frequencies, digital beamforming is the de facto way of implementing beamforming. 

The rich channels between users and base station, i.e. there exists multiple paths of 

propagation, makes the spectral efficiency of DBF unparalleled. At the same time, 

the relatively low channel bandwidths make the power consumption of data 

converters and DSP manageable. On the other edge of the spectrum, we have the 

(anticipated) use of sub-THz carrier frequencies for 6G. Here, only LoS 

communication is expected, and the number of simultaneous users will be much 

lower than the number of antennas, meaning that the spectral efficiency will be 

similar for DBF and HBF. The large number of antennas required and the wide 

bandwidth anticipated would also make the power consumption of sub-THz 6G 

DBF equipment extremely high. To the author’s knowledge, all published work on 

sub-THz antenna arrays in the literature relies on either analog or hybrid 

beamforming.  

The obvious question is then, at what frequency do we switch from digital 

beamforming to analog/hybrid beamforming? This is a highly debated topic in the 
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literature, and a complete discussion on this is far beyond the scope of this thesis. 

While there are many system analyses advocating for DBF in the mm-wave 5G, or 

frequency range 2 (FR2), frequencies [18] [25], arguing that the power consumption 

will be on similar levels as an HBF architecture while offering much higher spectral 

efficiency, actual circuit implementations of full scale DBF are limited in the 

literature, with only a few exceptions [26] [27] [28].  

Phase shifters 

As was explained in the previous section, phase shifters are required in ABF and 

HBF. This section covers phaser shifter imperfections, the different analog 

beamforming architectures and their effect on the phase shifter, and some examples 

of phase shifter implementations.  

Phase resolution and phase error 

The phase shifter will typically be controlled by a digital signal, meaning that the 

phase will be shifted in discrete steps. This step size, i.e. the phase resolution, should 

be as small as possible to generate the phase values given by Eq. (2.3) as closely as 

possible. When discussing phase shifters in the literature, the phase resolution is 

usually given as either the average phase step size or as n bits, meaning an average 

step size of 360°/2𝑛. The deviation from this average step size, the phase error, is 

also important, and is usually given as a root mean square (rms) value for all phase 

settings. 

Interestingly, for steering the main lobe accurately, neither the phase resolution 

nor the phase error is very critical. By applying a non-uniform phase shift over the 

array, the effective spatial resolution can be significantly improved. In [29] for 

instance, they show that even with a phase resolution of 22.5°, the spatial resolution 

can be less than 1° for an 8x8 array. For the phase error, assuming that it is 

uncorrelated and randomly distributed across the phase settings, it will average out 

if enough antennas are used, barely affecting the direction of the main lobe [30]. It 

should be noted though, that both limited phase resolution and phase errors will 

reduce the gain of the main lobe, albeit only slightly. Both non-idealities will, 

however, have a large impact when either applying sidelobe suppression [29] or 

when trying to form nulls in particular directions. Since the latter relies on the 

antenna signals perfectly cancelling each other, any deviation from the ideal phase 

setting will cause imperfect cancellation and part of the interfering signal in the 

intended null direction will then leak through.  
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Amplitude control and amplitude/phase orthogonality 

When implementing a phased array where we only are concerned about the gain of 

the main lobe, all antennas should have equal magnitude of their weights. However, 

when implementing either sidelobe suppression through tapering or when 

implementing nulls, each antenna path will require a separate amplitude control. As 

with all real-world circuit implementations, this amplitude control will never be 

perfect, exhibiting both limited resolution and random errors, which will cause non-

ideal array factors. Where in the signal chain this variable gain is implemented will 

depend on which ABF architecture is chosen, since it must be done prior to the 

signal combination. An important aspect of amplitude control is that it should be 

orthogonal to the phase setting, i.e., a change in the phase should not affect the 

amplitude and vice versa. Otherwise, unless very extensive calibrations have been 

performed, it will make it much harder to sustain sidelobe suppression and nulls 

while sweeping the beam angle [29]. 

Analog beamforming architectures 

As mentioned in the section on analog beamforming, there are three main ways to 

introduce the required phase shift: RF beamforming, IF/BB beamforming, and LO 

beamforming.  

 

Figure 8: (a) RF beamforming. (b) IF/BB beamforming. (c) LO beamforming. Quadrature signals 

omitted for improved readability. 

RF beamforming 

In RF beamforming, the phase-shifting and signal combination are performed before 

the down-conversion mixer, see Fig. 8a. The major benefit of this approach is that 

only one set of mm-wave mixers is required. This greatly simplifies the LO 

distribution in the array since the mm-wave LO only has to be fed to one set of 

mixers. Additionally, interferers can be suppressed early on in the RF chain, 

reducing the linearity requirements of subsequent blocks. 
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The main disadvantage is that the phase shift is applied directly to the high 

frequency wideband signal. This can be done with either passive structures [29] 

[31], which typically attenuate the signal significantly requiring more gain stages in 

the signal path, or active components, which raise the noise and power consumption 

and cause non-linear distortion. The latter is typically done with vector modulators 

[32] [33] [34], which require quadrature phases of the signal, often generated by a 

passive quadrature hybrid. Due to the difficulty of implementing the phase shifters, 

the phase resolution is often limited in RF phase shifting. Other concerns are non-

flat frequency response for amplitude and phase over the wide signal bandwidth, 

and the required chip area. To perform the signal combination, a Wilkinson 

combiner [35] is typically used, which thanks to its isolation resistors provides well 

matched input impedances also when the signals are misaligned in amplitude and 

phase. 

IF/BB beamforming 

In IF/BB phase shifting, the phase-shifting and signal combination are performed 

after the frequency down-conversion, requiring one down-conversion path per 

antenna, see Fig. 8b. The main benefit of this approach is the lower losses and higher 

accuracy when implementing the phase shifters and combiners at these frequencies, 

which is typically done with active components. The lower frequencies also means 

that the phase shifters will, assuming an inductorless design, occupy a very small 

area. An added benefit is that, at least for BB phase shifting, quadrature versions of 

the signals are available after the down-conversion, making it very easy to 

implement vector modulators [24] [36] [37] [38]. Just like DBF working on 

baseband signals, with analog IF/BB beamforming it is feasible to form multiple 

beams by using more than one set of active phase shifters per antenna branch. The 

lower effect of parasitics at baseband or IF frequencies, compared to RF, can allow 

multiple phase shifters to be used with high performance [24].  

In addition to the large number of required mixers, IF/BB phase shifting, similar 

to RF phase shifting, relies on phase shifters in the signal path, meaning that 

amplitude errors in the phase shifters and non-flat frequency responses will directly 

affect the signal. Also, the phase shifters will add noise and distortion, reducing the 

dynamic range of the system.  

LO beamforming 

In LO phase shifting, it is not the signal itself that is phase shifted, but rather the LO 

signal of the mixer, see Fig. 8c. This phase shift is then passed to the signal when 

frequency converted by the mixer, since the mixer output signal phase is linearly 

dependent on the LO phase. This means that the signal combination is done after 

the mixer at either IF or BB frequencies, resulting in the same number of mixers as 

in IF/BB phase shifting. A benefit of this approach is that the conversion gain of the 

mixer is only weakly related to the amplitude of the LO signal, assuming that the 

LO amplitude is large enough. The decoupling of the phase-shifting from the signal 
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path also makes it easier to achieve high resolution phase shifters, since the phase 

shifters will not impact the noise and linearity. Furthermore, the LO signal is a single 

tone, so the phase shifter does not need to have a wideband flat frequency response, 

and it does not need to have a high linearity as there is no amplitude modulation of 

the signal. This significantly simplifies the design, enabling a more compact and 

low power phase shifter. 

LO phase shifting is used in Paper I and Paper II and will therefore be the focus 

of the next section, which details implementations of LO phase shifters. 

LO phase shifter implementations 

A simple way of implementing an LO phase shifter is to use a ring oscillator and 

multiplexers. The inputs of each multiplexer are then connected to all output nodes 

of the ring oscillator, while the multiplexer outputs are each connected to a mixer 

LO input. The multiplexer can then be used to select which ring oscillator signals to 

use in the mixer, and a desired phase shift can be achieved. This was done in the 

first fully integrated silicon-based beamforming transceiver [21], where a ring 

oscillator built from eight differential amplifiers, yielding in total 16 different 

phases, was used. However, the phase resolution is limited by the number of stages 

in the oscillator, and ring oscillators typically have a worse phase noise performance 

than differential cross-coupled LC oscillators. 

LO beamforming can, just like RF beamforming, also be done with passive 

components [39] and active vector modulators [40]. Another way of applying the 

phase shift, unique to LO phase shifting, is to do it directly in the phase-locked loop 

(PLL), by injecting an extra DC current into the charge pump [41] [42]. This makes 

the LO distribution very easy, since only a low-frequency reference signal needs to 

be distributed. It is also a very robust solution, since the phase shift will be 

proportional to the injected DC current, which in turn can be accurately controlled. 

However, it does mean that one PLL is required per antenna element, which will 

occupy a large area. Also, having multiple PLLs close to each other can cause 

pulling effects (more on this in Chapter 2). 

One of the most common LO phase shift approaches is to use injection-locking 

[43] [44] [45] [46], which is when a signal is injected into an oscillator, forcing it to 

oscillate at the injected signal frequency 𝑓𝑖𝑛𝑗 instead of its own free-running 

oscillation frequency 𝑓0. We refer to this as an injection-locked oscillator (ILO). 

Injection-locking will occur if the difference between 𝑓𝑖𝑛𝑗 and 𝑓0 is smaller than the 

oscillator locking-range 𝑓𝐿 [47]: 
 

𝑓𝐿 =
𝑓0

2𝑄𝑡𝑎𝑛𝑘

𝐼𝑖𝑛𝑗

𝐼𝑜𝑠𝑐

1

√1 − (
𝐼𝑖𝑛𝑗
𝐼𝑜𝑠𝑐

)
2

, 
(2.9) 
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where 𝑄𝑡𝑎𝑛𝑘 is the quality factor of the oscillator resonance tank, 𝐼𝑖𝑛𝑗 is the 

magnitude of the injected current, and 𝐼𝑜𝑠𝑐 is the magnitude of the oscillation 

current. Injection-locking will be discussed further in Chapter 3, but the most 

important property about injection-locking when it comes to implementing a phase 

shifter, is that the output signal of the oscillator will be phase shifted relative to the 

injected signal, given by [45]: 
 

∆𝜙 = sin−1 (
𝑓0 − 𝑓𝑖𝑛𝑗

𝑓𝐿
) (2.10) 

So, by tuning the free-running oscillation frequency, typically by using a varactor 

and/or switched capacitor cells, a desired phase shift can be achieved. However, the 

arcsin function is limited to an interval of ±90∘. The arcsin function is also highly 

nonlinear close to the edges, making a wide range accurate phase shifting difficult 

to achieve. A common way to get around this problem is to have the ILO operating 

at lower frequency than the final LO frequency and feeding its output to a frequency 

multiplier, which multiplies the frequency by a factor 𝑀, see Fig. 9. A frequency 

multiplier can also be implemented using injection-locking [43] [46], referred to 

then as an injection-locked frequency multiplier (ILFM). The frequency multiplier 

does not only multiply the frequency of the input signal, but also the phase, as shown 

in Fig. 9. The term 𝜖 indicates any additional phase added by the multiplier itself. 

So, if for instance an injection-locked frequency tripler (ILFT) is used, the ILO only 

has to provide a phase shift of ±60∘ to cover the whole 360° range, thus avoiding 

the most nonlinear regions of the arcsin function. Frequency multiplication is also 

beneficial from an LO distribution point-of-view, since it means that an LO signal 

with a lower frequency than the final LO frequency can be distributed, significantly 

reducing the losses. Frequency multiplication typically also results in better phase 

noise performance, than if the signal was directly generated at the final frequency, 

as will be discussed in Chapter 3.  

 

 
Figure 9: The use of frequency multipliers to extend the achievable phase tuning range. 

One issue with using an ILO as phase shifter is its sensitivity to process, voltage, 

and temperature (PVT) variations, since all of these effects will change the 

resonance frequency of the tank, and thus the free-running frequency 𝑓0, causing 

phase errors and potentially loss of injection-lock. This is especially problematic in 

conjunction with a frequency multiplier, given that the phase error will be multiplied 

by the multiplication factor. For this reason, some form of automatic calibration is 

required. 
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Figure 10: Schematic of an active mixer used as phase detector. 

To perform an automatic calibration, the phase difference between each LO 

output must somehow be measured, which requires some form of phase detector 

(PD). A suitable implementation of a PD for mm-wave frequencies is an active 

mixer, see Fig. 10. If we multiply two signals of the same frequency, trigonometry 

tells us that the output becomes: 

 
𝑣𝑃𝐷 = 𝐴1cos(𝜔𝑡) ⋅ 𝐴2cos(𝜔𝑡 +  𝜙) =  

𝐴1𝐴2
2

(cos𝜙

+ cos(2𝜔𝑡 +  𝜙)) 
(2.11) 

By low-pass filtering the output, we get a DC output that is proportional to cos𝜙. 

In [43], they use this principle to automatically tune ILOs to achieve the desired 

phase shift. In total, they implement four LO phase shifters, 𝐿𝑂1-𝐿𝑂4, with ILOs 

and ILFTs as in Fig. 9, and two PDs. Through multiplexers, each LO phase shifter 

can be connected to each PD input, see Fig. 11. They then apply a successive-

approximation algorithm, which makes (𝜙𝑎 − 𝜙𝑏) = (𝜙𝑐 − 𝜙𝑑) by tuning the 

ILOs so that 𝑉𝑜 = 0 in Fig. 11. If 𝜙𝑏 = 𝜙𝑐, i.e. 𝑉𝑏 and 𝑉𝑐 are connected to the same 

LO output, then 𝜙𝑏 = (𝜙𝑎 − 𝜙𝑑)/2. So, if 𝐿𝑂1 and 𝐿𝑂2 are 90° apart, they can 

automatically tune 𝐿𝑂3 so that it is phase shifted 45° relative to 𝐿𝑂1, and then tune 

𝐿𝑂4 so that it is phase shifted 22.5° relative to 𝐿𝑂1. However, while they do achieve 

very low phase error (0.93° rms), they only achieve a resolution of 22.5°. 

Additionally, it is not clear what happens if lock is lost during the automatic tuning, 

nor how the frequency tripler is tuned. 
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Figure 11: Automatic phase calibration scheme used in [43]. 

In Paper I, we use a similar approach, where an LO phase shifter is implemented 

using an ILO and an ILFT. But instead of comparing the phase between multiple 

ILFT outputs, the phase of the frequency tripler output, 𝑉𝐹𝑇, is measured relative to 

the phase of the initial injected signal, 𝑉𝑖𝑛𝑗, see Fig. 12a. This is possible thanks to 

harmonic mixing in the active mixer. 𝑉𝑖𝑛𝑗 is applied to the commutating pairs M3-

M6 in Fig. 10, while the tripler output, 𝑉𝐹𝑇, is applied to M1 and M2. If the signal to 

M3-M6 is large enough, the current steering will be that of a square wave, with 

significant third harmonic content. This third harmonic will mix with 𝑉𝐹𝑇, 

generating a DC output proportional to cos𝜙. However, since we do not know the 

amplitude in Eq. (2.11), we cannot tell the absolute phase. To solve this, and 

removing the uncertainty of the sign of the phase shift due to cos𝜙 = cos(−𝜙), we 

can use a quadrature version of 𝑉𝑖𝑛𝑗 and feed it to a separate PD, see Fig. 12b. This 

yields: 
 

𝑣𝑃𝐷,𝑄 = 𝐴1 cos(𝜔𝑡) ⋅ 𝐴2sin(𝜔𝑡 +  𝜙) =  
𝐴1𝐴2
2

(sin𝜙

+ sin(2𝜔𝑡 +  𝜙)) 
(2.12) 

We can now calculate the phase shift as: 
 

𝑓(𝑥) =

{
 

 tan
−1
𝑣𝑃𝐷,𝐼
𝑣𝑃𝐷,𝑄

,                       𝑣𝑃𝐷,𝐼 ≥ 0

tan−1
𝑣𝑃𝐷,𝐼
𝑣𝑃𝐷.𝑄

+ 180° , 𝑣𝑃𝐷,𝐼 < 0
 (2.13) 

The two filtered PD outputs can be digitized by an ADC and be used to calculate 

the obtained phase shift and tune the free-running frequency of both the ILO and 

the frequency multiplier to achieve the desired phase shift. Chapter 3 will explain 

how the phase detector also can be used to automatically find injection-lock. 
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Figure 12: (a) Measuring the applied phase shift from the ILO and frequency multiplier. (b) 

Quadrature phase detection. 

While the above technique is designed for a sliding-IF transceiver, it can also 

work for a direct-conversion transceiver. The only difference is that we then require 

a quadrature version of 𝑉𝐹𝑇 instead of 𝑉𝑖𝑛𝑗, which can then be fed to two separate 

PDs. How quadrature signals can be generated at mm-wave frequencies will be 

discussed in Chapter 3. 

Additional antenna array system considerations 

 

Figure 13: (a) Difference between a phase shifter and a TTD. (b) Impact of increasing the fractional 

bandwidth. (c) Impact of increasing the angle of arrival and/or array size. 

Beam squint 

The approximation of time-delays using phase shifters will cause the array factor to 

be distorted for wideband signals, as has been briefly mentioned earlier. This is 

because the applied phase shift from Eq. (2.5) is constant for all frequencies, while 

a time-delay is equivalent to a phase shift that varies linearly with the frequency, 

see Fig. 13a. The larger the fractional bandwidth, the worse the phase-shift 

approximation will be, as seen in Fig. 13b. The approximation will also be worse 

with steeper incident angles and larger arrays, as the time delays between the 

antenna signals will then increase. This corresponds to a steeper phase slope in Fig. 

13c. Using Eq. (2.5), we can plot the array factor for 𝑓 = 𝑓0, 𝑓 = 1.1𝑓0, and 𝑓 =
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0.9𝑓0, i.e. the center frequency and the two edge frequencies for signal with 20% 

fractional bandwidth, for two different arrays, one with 8 elements and one with 32 

elements, and two different incident angles, 10° and 40°, see Fig. 14. It can be 

observed that the main lobes of the edge frequencies point in wrong directions in all 

four scenarios, but it is worse for large arrays and steep angles, as was predicted. 

This phenomenon is known as beam squint.  

 
Figure 14: Effect of beam squint on different configurations. (a) 8 antennas, 𝜃0 = 10

°. (b) 8 antennas, 
𝜃0 = 40

°. (c) 32 antennas, 𝜃0 = 10
°. (d) 32 antennas, 𝜃0 = 40

°. 

Another way to visualize the effect of beam squint is to plot the normalized array 

factor in the desired direction versus the relative frequency, as has been done in Fig. 

15 for the four scenarios above. As can be seen, the gain is not flat across the 

bandwidth, especially for the large array with large incident angle, degrading the 

SNR. While the gain flatness can be corrected for in the digital domain, this will not 

improve the SNR, only reduce the distortion.  
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Figure 15: Array gain versus frequency. 

 
Figure 16: Array gain versus frequency for 𝜃 = −20∘. 

Beam squint will also cause issues with the null-forming. This is illustrated in 

Fig. 16, where for an 8-element array, the array factor in the direction 𝜃𝑛𝑢𝑙𝑙 = −20
∘ 

is plotted versus relative frequency when a null is placed at 𝜃𝑛𝑢𝑙𝑙. Clearly, it is only 

the center of the frequency band that gets perfectly nulled, meaning that if an 

interferer is wideband, a significant part of its spectrum will not get well cancelled. 

The fractional bandwidths in 5G are still relatively low, with the recent n263 band 

having the highest yet of 3.5% [1], meaning that beam squint has not been a 

significant issue. However, this number will increase with the introduction of sub-

THz carrier frequencies in 6G. With the carrier frequencies and channel bandwidths 

currently being discussed, fractional bandwidths on the order of 10% are expected. 

At the same time, the higher carrier frequencies require larger antenna arrays to 

overcome the increased path loss, further worsening the beam squint problem. 

The easiest way to combat the beam squint is to use hybrid beamforming with a 

relatively low number of antennas per sub-array. This ensures that the effect of beam 

squint is limited for each sub-array, while the appropriate time-delays can be 

implemented in the digital domain when combining the outputs from all sub-arrays. 
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Chip size versus antenna pitch 

We know from earlier that the antenna pitch should be 𝜆/2 to avoid gating lobes. 

For a 28-GHz signal, this corresponds to about 5 mm. If we instead move to 140 

GHz, as will likely be a carrier frequency in 6G, this pitch is only 1 mm. This raises 

an interesting issue. If the dimensions per antenna element of the beamforming IC 

is larger than the antenna pitch in either direction, the length of the connection 

between the IC and each antenna cannot be uniform, resulting in uneven phase and 

amplitude shifts. Alternatively, the antenna pitch can be increased, with undesired 

grating lobes as a result. Using dummy antennas to increase the effective area of the 

antenna array also comes at the cost of grating lobes [48]. The main takeaway from 

this is that the area of a sub-THz transceiver should be made as small as possible, 

favoring direct-conversion architectures. Especially when transceivers for both 

horizontal and vertical polarization, i.e. two full transceivers, should fit under each 

antenna [29], the chip area limitation gets severe. 

Phase noise 

Phase noise is an interesting topic for beamformers, because, in addition to the usual 

effects it has in a transceiver (signal distortion due to symbol rotation, reciprocal 

mixing of interference, and loss of subcarrier orthogonality in an OFDM system), 

phase noise will affect the array factor [49]. If the LO signal is applied before the 

signal combination, then the phase noise will cause a different phase shift to each 

down-converting chain, causing non-ideal combination and cancellation. Similar to 

the phase shifter error, this will have much more impact on the nulls than the beams. 

It should be noted that this is not only problem in hybrid and analog beamforming 

but will have the same effect in digital beamforming. The only beamforming scheme 

that is insensitive to phase noise is RF beamforming, since the beamforming then is 

done in the RF domain prior to the up-/down-conversion.  

However, if the phase error due to phase noise is the same for all down-

converters, i.e. the phase noise is completely correlated, the relative phase between 

each path will be constant and the array factor will be unaffected [49] [50]. On the 

other hand, if the phase noise is completely correlated, no averaging of the phase 

noise will occur, demanding a high-performance LO to not distort the signal due to 

the phase noise effects not related to the array factor.  

To achieve perfectly correlated phase noise, a single oscillator would have to be 

used for all mixers. This is not power efficient for a large array, since distributing a 

mm-wave signal over such a long distance would cause large losses. Instead, a low-

frequency reference signal is typically distributed to multiple PLLs, which each then 

drive a smaller number of mixers in a sub-array. The phase noise in these sub-arrays 

will then be correlated, except for any buffers that will add uncorrelated noise. Using 

ILOs and ILFMs will also cause the phase noise to be correlated.  
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Fig. 17 shows the simulated SNR of a 48-element receiver, divided into 12 sub-

arrays, versus the integrated phase noise jitter. The incoming signal has a carrier 

frequency of 100 GHz and a bandwidth of 10 GHz.  Four scenarios are simulated: 

uncorrelated phase noise without interference, uncorrelated phase noise with 

interference, correlated phase noise within the sub-array without interference, and 

correlated phase noise within the sub-array with interference. The interference is 20 

dB stronger than the desired signal and a null is placed in its direction. As seen in 

the plot, the best performance is achieved for uncorrelated phase noise without 

interference for all simulated phase noise levels. However, the correlated case 

performs better when the interference is present when the phase jitter exceeds 100 

fs, due to the distortion of the array factor. 

 

 
Figure 17: SNR versus phase noise jitter in a 48-element array. 

Modular antenna array receiver testbench 

As should be clear by now, the design of a beamforming antenna array transceiver 

is a highly complex task, with every architectural choice impacting the requirements 

of the different circuit blocks. Exactly what the requirements of these circuit blocks 

are and what kind of system-level impact circuit non-idealities will have is difficult 

to calculate, requiring system-level simulations where these non-idealities are 

properly modelled. While plenty of system-level simulations and analyses exist in 

the literature, they typically use an abstracted view of the analog circuitry. This 

raises three problems. Firstly, there is a risk that the model does not catch the impact 

of all important non-idealities, resulting in too optimistic results. Secondly, from a 

circuit designer’s perspective, the abstracted view of the circuitry provides little 

insight in how to design the transceiver. Thirdly, the use of abstract models makes 

the system models less user-friendly, requiring vast prior knowledge to know how 

to adjust them to fit a specific use case. For these reasons, we developed a testbench 

in MATLAB and Simulink intended for large beamforming array receivers, which 

is presented in Paper II. The analog hardware is modelled in the RF Blockset [51] 
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environment in Simulink, which provides both a simulation engine for RF 

simulations and premade models of common RF blocks, such as amplifiers, mixers, 

filters, and phase shifters. For each block several parameters can be defined, such 

as noise figure and linearity, and in the case of a local oscillator, a phase noise 

profile. This enables system simulations with high accuracy, while Simulink’s 

graphical user interface makes it user-friendly. 

The testbench is based on a MATLAB wrapper that generates the input signal, 

containing both the desired signal and any interfering signals, and sets up all the 

circuit block parameters. The input signal is then passed to multiple receiver tiles, 

where each tile is a full ABF receiver implemented in Simulink using RF Blockset. 

The outputs from all the tiles are then combined in MATLAB, forming a large HBF 

receiver. This makes the testbench modular, as multiple Simulink files of different 

receiver architectures can be created and then chosen by simply changing a variable 

in the MATLAB wrapper. The number of tiles is also controlled by a variable in the 

wrapper. Each tile is simulated on a separate processor core, greatly reducing the 

simulation time. 

 
Figure 18: (a) Constellation diagram for 16-QAM, with ideal samples (red dots) and non-ideal 

samples (blue dots). (b) Definition of EVM. 

To evaluate the performance of the receiver in the testbench, the constellation 

diagram, showing where in the IQ plane the sampled baseband symbols end up, is 

analyzed. Fig. 18a shows an example of the ideal constellation diagram for a 16-

QAM modulation, along with the constellation diagram from a non-ideal receiver. 

The closer the samples are to the ideal points, the better the performance, and the 

lower the probability for demodulation errors. To quantify the closeness to the ideal 

points we use the error vector magnitude (EVM). It is defined as the rms length of 

the error vector, i.e. the distance between the sampled point and the ideal point in 

the constellation diagram, see Fig. 18b, normalized to the rms distance from the 

origin to the ideal points, and is typically given in percentage or decibels. For an M-

QAM modulation, this becomes [52]: 
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𝐸𝑉𝑀 =
√1
𝐾
∑ (𝐼𝑒𝑟𝑟,𝑘

2 + 𝑄𝑒𝑟𝑟,𝑘
2 )𝐾−1

𝑘=0

√1
𝑀
∑ (𝐼0,𝑚

2 + 𝑄0,𝑚
2 )𝑀

𝑚=1

, (2.14) 

where 𝐾 is the number of samples, 𝐼𝑒𝑟𝑟,𝑘 and 𝑄𝑒𝑟𝑟,𝑘 are the in-phase and quadrature 

error vector components of sample 𝑘, respectively, and 𝐼0,𝑚 and 𝑄0,𝑚 are the ideal 

in-phase and quadrature vector components for the ideal symbol 𝑚, see Fig. 18b. 

The benefit of using EVM is that it captures the effect of all non-idealities, whether 

it be noise, nonlinearity, quadrature errors (more on this in Chapter 4), beam squint, 

phase noise, etc. Using some statistical analysis, EVM can be used to predict the 

bit-error rate (BER) of the system, i.e. how likely it is for the receiver to wrongly 

interpret a transmitted ‘0’ as a ‘1’, or vice versa. Table 1 presents the required EVM 

for a given BER for different modulation schemes [52]. Note that these requirements 

are for the total signal chain, i.e. the combined EVM from both the transmitter and 

receiver must be considered.  

 
Table 1: Required EVM in dB for a given modulation and BER. 

BER 4-QAM 16-QAM 64-QAM 

10−3 -9.8 -16.5 -22.5 

10−4 -11.4 -18.2 -24.3 

10−5 -12.6 -19.5 -26.6 
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Chapter 3 

 

mm-Wave Frequency Generation 

 

To perform the frequency translation that the vast majority of all RF transceivers 

rely on, an accurate and stable local oscillator signal is required. For a modern, sub-

7 GHz, single-antenna, direct-conversion transceiver, the most common approach 

is to have a low-frequency reference clock, generated by an off-chip crystal 

oscillator, which is multiplied to the desired carrier frequency through a PLL. To 

obtain sufficient frequency resolution, multiplication by non-integer numbers can 

be performed using a so-called fractional-N PLL. 

In a mm-wave, multi-antenna transceiver, there are significantly more aspects to 

consider; we must consider long interconnects for the clock distribution, correlated 

and uncorrelated phase noise, disturbances between different paths, and phase errors 

and drift between paths. Additionally, as will be shown in this chapter, the phase 

noise performance of mm-wave oscillators is typically worse than of their sub-7 

GHz counterparts. This chapter covers different implementations for mm-wave 

frequency generation, discussing benefits and drawbacks of each approach. 

Voltage-controlled oscillators 

Most of this chapter will, in one way or another, be related to the most ubiquitous 

CMOS oscillator type for high-frequency applications, the cross-coupled LC 

oscillator, see Fig. 19a. This section will cover the basics of this circuit and bring 

up some issues and design considerations when operating at mm-wave frequencies. 
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Figure 19: (a) The cross-coupled LC oscillator. (b) Impedance of the resonance tank. (c) Feedback 

view of the oscillator. 

Basic theory 

To understand the cross-coupled LC oscillator, we must first discuss the resonance 

tank, which, as seen in Fig. 19a, comprises an inductor 𝐿, a capacitor 𝐶, and a 

resistor 𝑅𝑃. 𝑅𝑃 is not an explicit resistor but is used to model the losses of the tank 

due to the inductor and the capacitor not being an ideal inductance and capacitance, 

respectively. The tank impedance 𝑍𝑡𝑎𝑛𝑘 will be given by: 
 

𝑍𝑡𝑎𝑛𝑘(𝑠) = 𝑅𝑝||𝑠𝐿||
1

𝑠𝐶
 (3.1) 

The magnitude and phase of Ztank is plotted in Fig. 19b. At the so-called resonance 

frequency: 
 

𝑓0 =
𝜔0
2𝜋

=
1

2𝜋√𝐿𝐶
, (3.2) 

the reactance of the inductor and of the capacitor perfectly cancel each other, 

resulting in 𝑍𝑡𝑎𝑛𝑘(𝑗2𝜋𝑓0) = Rp, which can clearly be seen in Fig. 19b. We can 

calculate 𝑅𝑃 as: 

  
 𝑅𝑝 = 𝑄𝑡𝑎𝑛𝑘𝜔𝐿, (3.3) 
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where 𝑄𝑡𝑎𝑛𝑘 is the quality factor of the resonance tank and is given by: 
 

𝑄𝑡𝑎𝑛𝑘 = (
1

𝑄𝐶
+
1

𝑄𝐿
)
−1

, (3.4) 

where in turn 𝑄𝐶 and 𝑄𝐿 are the quality factors of the capacitive and inductive parts 

of the resonance tank, respectively. If the losses in these parts are modelled with a 

series resistance 𝑅𝑆, 𝑄𝐶 and 𝑄𝐿 can be calculated as: 
 

𝑄𝐶 =
1

𝑅𝑆𝜔𝐶
 (3.5) 

 
𝑄𝐿 =

𝜔𝐿

𝑅𝑆
 (3.6) 

For oscillators in the single-digit GHz range, we typically have 𝑄𝐶 ≫ 𝑄𝐿, resulting 

in 𝑄𝑡𝑎𝑛𝑘 ≈ 𝑄𝐿. However, as will be shown later, this is not always the case for mm-

wave oscillators, especially in wideband operation. 

The LC oscillator can be seen as feedback system, which is made clear by 

redrawing it as shown in Fig. 19c. Barkhausen’s stability criterion tells us that for 

oscillation to occur, the loop gain 𝑇(𝑠) should have a phase shift of 360° and a 

magnitude equal to unity  [53]. It can be seen in Fig. 19c that each stage will 

contribute −𝑔𝑚𝑍𝑡𝑎𝑛𝑘/2 to the loop gain, where 𝑔𝑚 is the transconductance of 𝑀1 

and 𝑀2, which should provide a phase shift of 180° for a total phase shift of 360°. 

This means that 𝑍𝑡𝑎𝑛𝑘 must be real, which we have seen occurs at 𝜔 = 𝜔0. For the 

loop gain magnitude, we have: 
 

|𝑇(𝑗𝜔0)| = (
𝑔𝑚𝑅𝑝
2

)
2

= 1 (3.7) 

This results in 𝑔𝑚 = 2/𝑅𝑃 to sustain oscillation. Usually, 𝑔𝑚 is made significantly 

larger than 2/𝑅𝑃 to guarantee oscillation start-up across process and temperature 

variations.  

It should be noted that for this analysis, we have assumed linear, small-signal 

operation. However, oscillators typically have large voltage swings and will thus 

behave in a non-linear way, with a transconductance that varies over the oscillation 

period. This is especially important for the analysis of phase noise. The small-signal 

analysis used so far predicts an infinitely growing amplitude if 𝑔𝑚 > 2/𝑅𝑃, which 

is of course unrealistic. In a real oscillator, the amplitude will grow until the 

effective transconductance 𝐺m,eff is compressed due to non-linearities, reaching a 

point where 𝐺m,eff𝑅𝑝/2 = 1, stabilizing the output amplitude. The final oscillation 

voltage will be given by: 

  
 𝑉𝑜𝑠𝑐 = 𝐼𝑜𝑠𝑐𝑍𝑡𝑎𝑛𝑘, (3.8) 
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where 𝐼𝑜𝑠𝑐 is the large-signal oscillation current. For a well-designed oscillator, the 

cross-coupled transistors should completely steer the bias current from one side to 

the other, resulting in 𝐼𝑜𝑠𝑐 being close to a square wave alternating between 𝐼𝑏𝑖𝑎𝑠 
and 0 at each side of the resonance tank. The fundamental tone part of this square 

wave will have an amplitude of (2/𝜋)𝐼𝑏𝑖𝑎𝑠 which, assuming the tank filters out all 

higher harmonics, yields a differential amplitude of [54]: 

 
 

𝑉𝑜𝑠𝑐 =
2

𝜋
𝐼𝑏𝑖𝑎𝑠𝑅𝑝 (3.9) 

Phase noise 

An oscillator should ideally generate a tone with perfectly stable amplitude and 

frequency, but due to noise in its components the oscillator frequency will vary over 

time. The output of an oscillator can be written as: 

 𝑉(𝑡) = 𝐴 sin(𝜔0𝑡 + 𝜙(𝑡)), (3.10) 

where 𝐴 is the output amplitude, 𝜔0 is the noiseless oscillation angular frequency, 

𝑡 is the time, and 𝜙(𝑡) the so-called phase noise. The oscillator also has amplitude 

noise, so that also A fluctuates with time, but this is typically neglected due to the 

limiting properties of mixers making them less sensitive to amplitude noise. The 

instantaneous angular frequency of the oscillator will be given by: 

 

 
Figure 20: (a) Frequency spectrum of a noisy oscillator. (b) The different phase noise regions. 

 
𝜔𝑖𝑛𝑠𝑡 = 𝜔0 +

𝜕𝜙

𝜕𝑡
, (3.11) 

So, the derivative of the phase noise will cause the oscillation frequency to deviate 

from its desired value, spreading out the spectral density of the signal into a skirt-

shaped frequency profile around 𝜔0, see Fig. 20a. To quantify the noise, it is 

typically given as the noise power in 1 Hz bandwidth at a given offset Δ𝑓 from 𝑓0, 

also shown in Fig. 20a, normalized to the carrier power 𝑃𝐶. It is then typically 
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converted to decibels, resulting in the unit dBc/Hz, where dBc is decibels below the 

carrier. 

Using the linear feedback model described earlier, Leeson derived the phase noise 

due to the tank losses [55]. However, he was unable to derive the noise injected by 

the active devices, only accounting for them with empirical fitting parameters. This 

resulted in the now very famous equation: 
 

ℒ(𝛥𝑓) = 10log [
𝑘𝑇𝐹𝑅𝑝
𝐴2

(1 + (
𝑓0

2𝑄𝑡𝑎𝑛𝑘𝛥𝑓
)
2

)(1 +
𝑓𝑐
𝛥𝑓
)], (3.12) 

where 𝑘 is Boltzmann’s constant, 𝑇 is the temperature in Kelvin, 𝐴 is the oscillation 

amplitude, and 𝐹 and 𝑓𝑐 are fitting parameters called the oscillator’s noise figure 

and flicker noise corner frequency, respectively. This equation predicts three 

distinct regions, plotted in Fig. 20b: one with a slope of 1/Δ𝑓3, called the flicker 

noise region, one with a slope of 1/Δ𝑓2, called the thermal noise region, and one 

region that is flat, referred to as the phase noise floor. For traditional oscillator 

design, the two former regions are the most important ones. However, for very 

wideband systems, as will likely be used in part of 6G, the third region can be of 

great importance, as the total noise stemming from this region will reach similar 

levels as the total noise from the two other regions.  

Since Leeson’s analysis, there have been a plethora of analyses that predict the 

phase noise in an oscillator without relying on the empiric fitting parameters, with 

[56] [57] [58] [59] being some of the most impactful examples. They are all based 

on treating the oscillator as a time-varying circuit, while Leeson relied on a time-

invariant circuit. Still, the dependence on 𝐴 and 𝑄𝑡𝑎𝑛𝑘 in Leeson’s equation remain 

true. So 𝑄𝑡𝑎𝑛𝑘 and the amplitude should be maximized to achieve good phase noise 

performance.  

Frequency tuning 

For any practical application, the oscillation frequency must, to some degree, be 

tunable with a control signal. It is very common to use a voltage as the control signal, 

then the oscillator is called a voltage-controlled oscillator (VCO). To control the 

oscillation frequency, we need to adjust either the tank capacitance or tank 

inductance, or a combination of both. While there exist examples of inductance 

tuning, the former is by far the most popular approach. Capacitive tuning can 

broadly be divided into two categories: discrete tuning, in which capacitances are 

connected to the resonator through switches, allowing them to be turned on or off, 

and continuous tuning, in which the capacitance can be continuously tuned with an 

analog voltage using so called varactors, whose implementations will later be 

shown.  

Wideband oscillators should preferably not be exclusively tuned by continuous 

tuning, since this would require a very large varactor. This is undesirable for several 
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reasons. Firstly, a large varactor results in a high control voltage-to-frequency gain, 

𝐾𝑉𝐶𝑂. This means that noise and interference on the control voltage will strongly 

modulate the oscillation frequency, resulting in increased phase noise and spurs. 

Furthermore, the high 𝐾𝑉𝐶𝑂 causes significant amplitude modulation (AM)-to-phase 

modulation (PM) within the oscillator, which causes amplitude noise from the 

current source to be converted into phase noise, thus increasing the total phase noise  

[60]. Lastly, varactors have a relatively poor 𝐶𝑚𝑎𝑥-to-𝐶𝑚𝑖𝑛 ratio [61], resulting in 

limited tuning range, as will be discussed below. Instead, a combination of discrete 

and continuous tuning is usually employed, where the discrete tuning is responsible 

for the coarse tuning, while the continuous part takes care of the fine frequency 

tuning. The continuous tuning should be large enough to cover (with some margin) 

the smallest frequency step of the discrete tuning, in order to avoid frequency gaps. 

There are also examples of oscillators that only use discrete tuning, so called 

digitally controlled oscillators (DCO). 

Designing a mm-wave oscillator with a wide tuning range is troublesome for two 

main reasons. Firstly, the high frequency requires use of small inductors, on the 

order of 25-250 pH, to resonate with the parasitic capacitances, coming from the 

inductors themselves, the cross-coupled transistors, the interconnect, tuning 

circuitry, and output buffers. Adding more tuning circuitry for wider bandwidth 

results in more parasitic capacitance, and the inductors may then get so small that 

parasitic inductances in the interconnects can be comparable in size, reducing the 

quality factor and creating additional resonances affecting the circuit behavior. 

Additionally, for very low inductances, below about 100 pH at 30 GHz, 𝑄𝐿rapidly 

deteriorates [62].   

The second reason is related to the quality factor of the tuning circuitry. As was 

explained earlier, for oscillators operating at GHz frequencies, we typically assume 

𝑄𝑡𝑎𝑛𝑘 = 𝑄𝐿. If this was the case for mm-wave oscillators, we would expect the 

𝑄𝑡𝑎𝑛𝑘 to improve with frequency since 𝑄𝐿 increases2. However, from Eq. (3.5), we 

observe that 𝑄𝐶 decreases with increasing frequency for a given 𝑅𝑆, eventually 

severely limiting 𝑄𝑡𝑎𝑛𝑘. While fixed capacitors can achieve a very low series 

resistance, this is not the case for tunable capacitors, whether they are discretely or 

continuously tuned. Assuming the tunable capacitance 𝐶𝑡𝑢𝑛𝑒 has a quality factor 

𝑄𝑡𝑢𝑛𝑒 and the fixed capacitance 𝐶 has an infinite quality factor, 𝑄𝑡𝑎𝑛𝑘 will be given 

by [61]: 
 

𝑄𝑡𝑎𝑛𝑘 = (
1

𝑄𝐿
+

𝐶𝑡𝑢𝑛𝑒
𝐶𝑡𝑢𝑛𝑒 + 𝐶

1

𝑄𝑡𝑢𝑛𝑒
)
−1

 

 

(3.13) 

 
2 The increase will not be linear with frequency as predicted by Eq. (3.6), due to the skin-effect [92] 

causing the equivalent series resistance to increase with frequency. Still, we do expect 𝑄𝐿 to 
increase with frequency. 
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That is, the larger the portion of the total capacitances that is tunable, the larger the 

impact on 𝑄𝑡𝑎𝑛𝑘, and the wider the frequency tuning range we need, the larger the 

portion of the tunable capacitance must be. 𝑄𝑡𝑎𝑛𝑘 is then reduced and so is the output 

amplitude, and in the worst case the oscillation even stops. If possible, more bias 

current can then be used to restore the oscillation amplitude, at the cost of increased 

power consumption, but if the cross-coupled transistors must be enlarged, there will 

be more parasitic capacitance reducing the tuning range. Even if the amplitude can 

be restored, it should be noted that the reduced tank quality factor will result in 

increased phase noise. 

It should also be noted that the assumption that the quality factor of the fixed 

capacitance is very high is not necessarily true at mm-wave frequencies, since a 

significant portion of it will not come from intentional capacitors, but rather 

parasitic capacitances, which can have a substantial series resistance. For instance, 

the gate resistance will be in series with any parasitic capacitance stemming from 

transistor gates connected to the resonator tank. Given that minimum length are 

typically used at these frequencies to maximize the speed of the transistors, this 

resistance can be significant. 

Discrete tuning 

The easiest way to implement a discrete tuning cell is to simply connect a capacitor 

𝐶𝑆𝑊 in series with a transistor, which is controlled by a digital signal 𝑉𝐶, either 

acting as a closed or open switch, see Fig. 21a. When the transistor is on, i.e. the 

switch is closed, the channel will have a non-zero resistance 𝑅𝑆𝑊, see Fig. 21b, 

given by [63]: 
 

𝑅𝑆𝑊 = (𝑘
𝑊𝑆𝑊
𝐿𝑆𝑊

𝑉𝑜𝑣)
−1

 (3.14) 

 

 

where 𝑘 is a process-dependent constant, 𝑊𝑆𝑊 and 𝐿𝑆𝑊 the width and length of the 

transistor, respectively, and 𝑉𝑜𝑣 = 𝑉𝐺𝑆 − 𝑉𝑡 is the overdrive voltage, where 𝑉𝐺𝑆 is 

the gate-source voltage and 𝑉𝑡 is the threshold voltage. This results in a finite quality 

factor: 
 

𝑄𝑆𝑊 =
1

𝜔𝐶𝑆𝑊𝑅𝑆𝑊
 (3.15) 

From Eq. (3.14), we observe that by using minimum length and increasing the width 

of the transistor, we can reduce 𝑅𝑆𝑊, thereby improving the quality factor. We 

should also use a transistor with as low threshold voltage as possible to maximize 

the overdrive. Why not then simply make the transistor so wide that 𝑄𝑆𝑊 becomes 

so high that it is negligible in comparison to the tank quality factor? The problem is 
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parasitic capacitances in the off-state. When the transistor is off, the capacitance will 

approximately be given by the gate-to-drain capacitance 𝐶𝑔𝑑 and drain-to-bulk 

capacitance 𝐶𝑑𝑏 of the transistor in parallel, see Fig. 21c, i.e. 𝐶𝑜𝑓𝑓 ≈ 𝐶𝑔𝑑 + 𝐶𝑑𝑏. By 

doubling the transistor width, 𝐶𝑔𝑑 and 𝐶𝑑𝑏 also double, reducing the 𝐶𝑜𝑛/𝐶𝑜𝑓𝑓 ratio. 

This means that the achievable tuning range is lowered, since the ratio of the highest 

to lowest oscillation frequency will be:  
 

𝑓ℎ𝑖𝑔ℎ

𝑓𝑙𝑜𝑤
=
2𝜋

2𝜋
√
𝐿(𝐶1 + 𝐶𝑜𝑛)

𝐿(𝐶1 + 𝐶𝑜𝑓𝑓)
= √

𝐶1 + 𝐶𝑜𝑛
𝐶1 + 𝐶𝑜𝑓𝑓

, (3.16) 

where 𝑓ℎ𝑖𝑔ℎ and 𝑓𝑙𝑜𝑤 are highest and lowest free-running oscillation frequencies, 

respectively, and 𝐶1 the total static capacitance, excluding 𝐶𝑜𝑓𝑓. Clearly, this ratio 

increases with a higher 𝐶𝑜𝑛/𝐶𝑜𝑓𝑓 ratio. As an example, if we have 𝐶𝑜𝑓𝑓 = 0.5𝐶1 

and 𝐶𝑜𝑛/𝐶𝑜𝑓𝑓 = 2, the ratio becomes ~1.15. But if we instead have 𝐶𝑜𝑛/𝐶𝑜𝑓𝑓 = 4 

while keeping the 𝐶𝑜𝑓𝑓-to-𝐶1 ratio constant, it increases to ~1.41.  

By making the switched capacitor cell differential, see Fig. 21d, we can double 

the 𝑄𝑆𝑊 for the same 𝐶𝑜𝑛/𝐶𝑜𝑓𝑓 ratio [63]. This is because the capacitors share the 

same switch, effectively halving its resistance. An issue with the switched capacitor 

cell is that the node between capacitor and transistor is floating. When the cell is on, 

we want the DC voltage to be 0 V to maximize the overdrive, thereby minimizing 

𝑅𝑆𝑊. However, when the switch is off, the DC voltage should not be 0 V. This is 

because most of the oscillation signal will be present in this node, even when the 

switch is off. The voltage will therefore drop below 0 V for half the oscillation cycle, 

which, if the amplitude is large enough, can forward bias substrate diodes, 

significantly degrading the 𝑄 [54]. This can be solved by connecting an inverted 

version of the control signal to these nodes through large resistors, see Fig. 21e [63], 

which will force the DC voltage to be 0 V when the switch is on and VDD when it 

is off. By making the resistors large, they will have a negligible impact on the 𝑄. 

               
Figure 21: (a) Switched capacitor cell. Equivalent circuit when 𝑉𝐶 is pulled (b) high, and (c) low.  

(d) Differential switched capacitor cell. (e) Differential cell with common-mode control. 
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Continuous tuning 

For the continuous tuning, we can use the nonlinearity of the gate capacitance of a 

transistor. By connecting the body, drain and source terminals of a transistor 

together and applying a DC voltage 𝑉𝑐𝑡𝑟𝑙  to this node, while keeping the DC voltage 

of the gate fixed (typically at VDD when it is connected to the resonator tank of an 

NMOS cross-coupled oscillator), see Fig. 22a, we can vary the capacitance. Fig. 22b 

shows a typical varactor capacitance, 𝐶𝑣𝑎𝑟, versus 𝑉𝑐𝑡𝑟𝑙 behaviour for an 

accumulation-mode transistor, which is preferable over the regular inversion-mode 

transistor for these applications [64]. As seen in the figure, the whole tuning range 

may not be achievable due to the voltage limitations of the technology, contributing 

to the problem mentioned earlier with poor 𝐶𝑚𝑎𝑥-to-𝐶𝑚𝑖𝑛 ratio. Additionally, if the 

transistors are made short to maximize the quality factor, a significant part of the 

total gate capacitance will be due to parasitic overlap capacitance, which is not 

tunable. Thus, this will further limit the achievable 𝐶𝑚𝑎𝑥-to-𝐶𝑚𝑖𝑛 ratio [64].  

Given that the gate of the varactor is connected to the oscillator tank, which has 

a voltage 𝑉𝑜𝑠𝑐 that varies significantly over one oscillation period, the effective 

varactor capacitance, 𝐶𝑣,𝑒𝑓𝑓, seen by the tank will not quite follow the plot shown 

in Fig. 22b. As the gate voltage varies, so will the instantaneous capacitance, and 

since the 𝐶-𝑉 characteristic is non-linear, 𝐶𝑣,𝑒𝑓𝑓 will depend on the oscillation 

amplitude. It is tempting to assume that 𝐶𝑣,𝑒𝑓𝑓 will simply be the average of the 

instantaneous capacitance over one oscillation period, but this is not the case [65]. 

Instead, 𝐶𝑣,𝑒𝑓𝑓 will be given by [65]: 

 
 

𝐶𝑣,𝑒𝑓𝑓 = 𝐶𝑣,0 −
1

2
𝐶𝑣,2, (3.17) 

 

where 𝐶𝑣,0 is the time-average capacitance and 𝐶𝑣,2 the second-order Fourier 

coefficient of the function 𝐶𝑣𝑎𝑟(𝑉𝑣𝑎𝑟(𝑡)), where 𝑉𝑣𝑎𝑟(𝑡) = 𝑉𝑜𝑠𝑐(𝑡) − 𝑉𝑐𝑡𝑟𝑙 , i.e. the 

time-varying voltage across the varactor. This will smooth out the 𝐶-𝑉 

characteristic, with a higher amplitude resulting in a more linear tuning curve [65] 

[66], as shown in Fig. 22c. While this more linear tuning simplifies the PLL design, 

it even further reduces the already poor 𝐶𝑚𝑎𝑥-to-𝐶𝑚𝑖𝑛 ratio, at least in a modern, 

low-voltage CMOS process. 𝐶𝑣,𝑒𝑓𝑓’s dependence on the oscillation amplitude is 

also the reason why varactors cause AM-to-PM conversion, since amplitude 

variations will alter 𝐶𝑣,𝑒𝑓𝑓, which in turn shifts the oscillation frequency [65]. As 

was noted earlier, this turns amplitude noise from the current source into phase noise 

[60]. Interestingly, at the 𝑉𝑐𝑡𝑟𝑙 where 𝐶𝑣,𝑒𝑓𝑓 = 𝐶𝑣𝑎𝑟, the effective capacitance is 

independent of the amplitude, and thus the noise will be minimized [65]. 
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Figure 22: (a) Varactor schematic. (b) Capacitance versus control voltage in a varactor. (c) Effective 

capacitance for different amplitudes. 

Quadrature frequency generation 

Modern cellular communication relies on quadrature modulation which requires 

quadrature LO signals, i.e. two identical signals, but with a 90° phase shift between 

them. This enables separation of negative and positive frequency content at the 

baseband. However, if the LO signals are not perfectly separated by 90° and/or have 

non-equal amplitudes, the separation will not be perfect, causing the negative and 

positive frequency baseband signals to interfere with each other. This in turn results 

in signal distortion. How well the transceiver can separate the positive and negative 

baseband frequencies is indicated by the image-rejection ratio (IRR) [67]: 
 

𝐼𝑅𝑅 =
1 + 2(1 + 𝜖) cos𝛼 + (1 + 𝜖)2

1 − 2(1 + 𝜖) cos𝛼 +(1 + 𝜖)2
, (3.18) 

where 𝜖 is the difference between the 𝐼 and 𝑄 amplitudes, normalized to the average 

amplitude, and 𝛼 is the quadrature phase error. Fig. 23 shows a contour plot of the 

resulting IRR for varying phase and amplitude errors. The required IRR value will 

depend on the modulation order, with for instance 64-QAM requiring a higher IRR 

than 16-QAM. 

The choice of transceiver architecture will determine at what frequency the 

quadrature signals must be generated: for a direct-conversion architecture, this will 

be at the carrier frequency, while in a heterodyne architecture, the quadrature signals 

are only required at the IF frequency. This is very important for mm-wave systems, 

since implementing accurate quadrature signals at these frequencies, as will be 

shown shortly, is far from trivial. 

For generating the quadrature signals, there are three common ways: using a 

polyphase filter, using a quadrature oscillator, and generating a signal at twice the 

desired frequency and then using a frequency divide-by-2 circuit to generate 

quadrature signals at the desired frequency [68] [67] [69]. For mm-waves, a fourth 
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option also exists, quadrature hybrids [70] [71]. Each one of them has its advantages 

and disadvantages. 

Divide-by-2 circuits to generate quadrature signals are based on the principle that 

it is not only the frequency that is divided by 2, but also the phase. A differential 

signal has two phases, 0° and 180°, so when that signal is divided by two, the phases 

will instead be 0° and 90°, i.e. the signals will be in quadrature. Divide-by-2 circuits 

are very common at sub-7 GHz frequencies, because (a) implementing an oscillator 

at twice these frequencies can be done with very limited penalties, and (b) the 

dividers are also relatively easy to implement at these frequencies, as they can be 

implemented with digital circuit blocks such as flip-flops, yielding very high 

quadrature accuracy and low power consumption [54]. However, these points do 

not hold true for mm-wave frequencies. A VCO operating at, for instance, 56 GHz 

to generate 28-GHz signals will have worse performance than a 28-GHz VCO, 

especially if wideband operation is targeted. The divide-by-2 circuit will also not be 

possible to implement with conventional digital blocks, making extracting accurate 

quadrature signals more difficult. For these reasons, the divide-by-2 approach has 

seen little use in the literature for mm-wave frequencies. One exception is [72], 

where they do manage to generate quadrature 28-GHz signals using this technique 

with relatively low power consumption (4.7 mW for the divider). However, the 

quadrature error is 8.5° at the output, an unacceptable number. 

Polyphase filters (PPF) generate quadrature signals by passing the signal through 

an RC network, see Fig. 24a. The quadrature accuracy of a PPF is frequency 

dependent, with perfect quadrature occurring only at 𝑓1 = 1/(2𝜋𝑅𝐶), assuming 

perfect matching between the resistors and between the capacitors. To obtain high 

quadrature accuracy over a wider bandwidth, multiple PPF stages can be cascaded. 

Fig. 24b shows the difference in IRR response for a single-stage and 3-stage PPF. 

The usable PPF bandwidth can, for a given acceptable IRR, be optimized by having 

a different RC constant for each stage [73]. An example of this is also shown in Fig. 

24b, where a wider PPF bandwidth is achieved if an IRR > 40 dB is targeted. The 

Figure 23: Tolerable amplitude and phase errors to achieve 20, 30, and 40 dB of IRR. 
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issue with cascading multiple stages is that each stage contributes losses [68], 

especially at mm-waves, which must be compensated for by power-hungry buffers. 

Additionally, the PPF will at mm-wave frequencies be sensitive to process 

variations, due to small physical size of components and relatively large parasitics 

[67] [69], typically requiring some form of tuning, as for instance is done in [74]. 

Quadrature hybrids are less sensitive to process variations and typically have less 

insertion loss than PPF at mm-wave frequencies. Quadrature hybrids are based on 

transmission lines3 and can be implemented in multiple ways, such as branch-line 

[70] [75], coupled-line [71], and Lange couplers [76]. Each implementation has their 

advantages and disadvantages, but in common for all of them is a relatively large 

area consumption. This is especially true at the lower range of the mm-wave 

spectrum, as the dimensions will be proportional to the wavelength. Additionally, 

they have a limited bandwidth if a high IRR is targeted.  

 
Figure 25: The basic quadrature oscillator. 

 
3 The transmission lines can be replaced by lumped-element counterparts [75]. This is typically done 

at sub-10-GHz frequencies, as implementing transmission lines would be too area consuming. 

 
Figure 24: (a) Single-stage PPF. (b) IRR for different PPF configurations. 
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Lastly, quadrature oscillators are built from two separate oscillators that are 

locked to each other, forcing quadrature oscillation, see Fig. 25. The main issue is 

that it does not operate at the frequency of the impedance peak of the resonator, 

yielding worse phase noise performance [54] [77]. The coupling itself also limits 

the performance in several ways. The injection transistors’ finite output resistance 

can degrade the tank Q, while also capacitively loading the other tank, limiting the 

achievable tuning range. Quadrature oscillators will be discussed further later in this 

chapter.  

While the direct-conversion transceiver is the most popular sub-7 GHz 

architecture nowadays, the difficult implementation of mm-wave quadrature 

frequency generation, among other reasons, has made heterodyne architectures the 

more popular choice for mm-wave implementations [78]. Still, there are many 

benefits to using a direct-conversion architecture, such as smaller area, fewer 

components, no concern of image frequencies, and wider bandwidth [69] [74].  

 

Injection-locking and frequency multiplication 

As was noted in Chapter 2, injection-locking is when an oscillator is forced to 

oscillate at the frequency of an injected signal, referred to as an injection-locked 

oscillator (ILO), and it can be used to implement both phase shifters and frequency 

multipliers. Additionally, it can be used in frequency dividers and it is the 

mechanism behind quadrature oscillators. In this section, a more thorough 

description of the process will be given.  

Consider the simplified LC oscillator shown in Fig. 26a. Barkhausen’s stability 

criterion tells us that the phase shift around the loop must be zero. This is provided 

by the combination of the negative unity amplifier and transistor, implying that no 

additional phase shift can be added by the resonance tank, i.e., the oscillator will 

oscillate at the resonance frequency of the tank, which is then the free-running 

frequency of the oscillator 𝜔0. Let us now inject a current through transistor 𝑀2 

with magnitude |𝐼𝑖𝑛𝑗| and frequency 𝜔𝑖𝑛𝑗, see Fig. 26b. To begin with, we assume 

𝜔𝑖𝑛𝑗 = 𝜔0. This means that the resonance tank adds no phase shift, and thus the 

injected current must be in phase with 𝐼𝑜𝑠𝑐, shown in the phasor plot in Fig. 26b. 

This also means that a larger current will pass through 𝑅𝑃, increasing 𝑉𝑜𝑠𝑐. If we 

then increase 𝜔𝑖𝑛𝑗 slightly, so that the oscillator remains locked to the injected 

frequency, the oscillator is no longer oscillating at its peak resonance frequency. As 

seen in Fig. 19b, the resonance tank will then add a non-zero phase shift of 𝜙𝑡𝑎𝑛𝑘. 

To preserve a phase shift of 180° between 𝑉𝑜𝑠𝑐 and 𝐼𝑜𝑠𝑐, 𝐼𝑜𝑠𝑐 and  𝐼𝑖𝑛𝑗 can no longer 

be in phase, but must have a phase difference 𝜃 so that the tank current 𝐼𝑇 is phase 

shifted by 𝜙 = −𝜙𝑡𝑎𝑛𝑘 relative to 𝐼𝑜𝑠𝑐, see Fig. 26c. An interesting observation 
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from this figure is that there are two solutions for 𝜃 for which 𝜙 = −𝜙𝑡𝑎𝑛𝑘, also 

shown in Fig. 26c. However, it can be shown that it is only the solution with the 

smaller absolute angle of 𝜃 that is stable [79]. Also note that 𝑉𝑜𝑠𝑐 must remain in 

anti-phase with 𝐼𝑜𝑠𝑐, since 𝐼𝑜𝑠𝑐 = −𝐺𝑚1𝑉𝑜𝑠𝑐. This means that to understand what 

happens to 𝑉𝑜𝑠𝑐, we must consider the part of 𝐼𝑖𝑛𝑗 that is parallel with 𝐼𝑜𝑠𝑐, referred 

to as 𝐼𝑖𝑛𝑗||, following the notations in [79]. In the scenario shown in Fig. 26c, 𝐼𝑖𝑛𝑗|| 

is in phase with 𝐼𝑜𝑠𝑐, resulting in a larger 𝑉𝑜𝑠𝑐 than in the free-running case, albeit 

smaller than if 𝜔𝑖𝑛𝑗 = 𝜔0. 

The higher we make 𝜔𝑖𝑛𝑗, the larger the phase shift in the resonance tank will be 

and the larger 𝜃 must be to counteract this. As the magnitude of 𝐼𝑖𝑛𝑗 is fixed, its 

phasor will move in a circle. This means that the maximum achievable angle of 𝜙 =
𝜙𝑚𝑎𝑥 is when 𝐼𝑇 and 𝐼𝑖𝑛𝑗 are orthogonal, see Fig. 26d. Using trigonometry, we can 

calculate: 
 

tan𝜙𝑚𝑎𝑥 =
𝐼𝑖𝑛𝑗

𝐼𝑇
 (3.19) 

 
cos 𝜃𝑚𝑎𝑥 = −

𝐼𝑖𝑛𝑗

𝐼𝑜𝑠𝑐
 (3.20) 

If the difference 𝛥𝜔 = 𝜔𝑖𝑛𝑗 −𝜔0 is so large that |𝜙𝑡𝑎𝑛𝑘| > |𝜙𝑚𝑎𝑥|, the injected 

current can no longer compensate the added phase shift and lock is lost. However, 

the oscillator will not fully return to 𝜔0 when this happens due to an effect called 

pulling, which will be discussed later. It can easily be seen that a larger 𝐼𝑖𝑛𝑗 results 

in larger achievable 𝜙𝑚𝑎𝑥, see Fig. 26e, which in turn yields a larger locking range 

  
   

      

   

      
Figure 26: Injection-locking. (a) Simplified oscillator without injection. (b) Injection with 𝜔𝑖𝑛𝑗 =

𝜔0. (c) Phasor diagram when 𝜔𝑖𝑛𝑗 ≠ 𝜔0. (d) Phasor diagram at the edge of lock. (e) The effect of 

stronger injection. 
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(LR), i.e. a larger maximum Δ𝜔 = Δ𝜔𝑚𝑎𝑥 = 𝜔𝐿 which still results in injection lock. 

To calculate 𝜔𝐿, we need to consider how 𝜙𝑡𝑎𝑛𝑘 behaves in the vicinity of 𝜔0. It 

can be shown that [79]: 
 

tan𝜙𝑡𝑎𝑛𝑘 = 𝑄𝑡𝑎𝑛𝑘 (
𝜔0
𝜔𝑖𝑛𝑗

−
𝜔𝑖𝑛𝑗

𝜔0
) (3.21) 

If we assume |Δ𝜔| ≪ ω0, this can be approximated as: 
 

tan𝜙𝑡𝑎𝑛𝑘 ≈ −2𝑄𝑡𝑎𝑛𝑘 (
∆𝜔

𝜔0
) (3.22) 

At the edge of lock, we have 𝜙𝑡𝑎𝑛𝑘 = −𝜙𝑚𝑎𝑥, so by combining Eq. (3.19) and Eq. 

(3.22), and replacing 𝐼𝑇 with √𝐼𝑜𝑠𝑐
2 − 𝐼𝑖𝑛𝑗

2 , we eventually get [47]: 

 
𝜔𝐿 =

𝜔0
2𝑄𝑡𝑎𝑛𝑘

𝐼𝑖𝑛𝑗

𝐼𝑜𝑠𝑐

1

√1 −
𝐼𝑖𝑛𝑗
2

𝐼𝑜𝑠𝑐
2

 

(3.23) 

 

ωL will be symmetric about 𝜔0, so the total LR will be 𝜔0 ±ω𝐿.4 

From Fig. 26d and Fig. 26e, we can also observe that 𝐼𝑖𝑛𝑗|| in these scenarios will 

be in anti-phase with 𝐼𝑜𝑠𝑐, implying a 𝑉𝑜𝑠𝑐 smaller than in the free-running case. 

Phase shifting 

As was noted in Chapter 2, injection-locking can be used as a phase shifter, as is 

done in Paper I. The phase difference 𝜃 between the injected signal and output 

signal becomes, assuming 𝐼𝑜𝑠𝑐 ≫ 𝐼𝑖𝑛𝑗 [47]:  
 

sin 𝜃 ≈
2𝑄𝑡𝑎𝑛𝑘
𝜔0

𝐼𝑖𝑛𝑗

𝐼𝑜𝑠𝑐
∆𝜔 ≈

∆𝜔

𝜔𝐿
 (3.24) 

This predicts an achievable phase shift of up to ±90°. However, if the assumption 

𝐼𝑜𝑠𝑐 ≫ 𝐼𝑖𝑛𝑗 does not hold, then a slightly larger phase shift is achievable [47]. This 

can also be seen in Fig. 26d, where θ must be greater than 90° to achieve 𝜙𝑚𝑎𝑥.  

One issue with using an ILO for phase shifting is that the output amplitude will 

vary with the phase shift setting, as was shown earlier. This breaks the desired 

orthogonality between phase and amplitude settings in a beamformer. To solve this 

issue, we implemented a peak detector [80] in Paper I, which measures the 

 
4 The locking range will in general actually not be symmetric about 𝜔0. 𝜙𝑚𝑎𝑥, on the other hand, 

will always be symmetric about 0°, so this error comes from the approximation done in Eq. 
(3.22). For a more thorough discussion on this, the reader is referred to [79]. 
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amplitude of ILO and compares it to a reference value. If the amplitude is lower 

than the reference value, the bias current is increased, which we know from Eq. 

(3.14) increases the amplitude. If the amplitude is higher than the reference value, 

the bias current is instead lowered. The injection bias current is also 

increased/decreased with the same relative amount as the oscillator bias current, to 

minimize the impact on the applied phase shift. 

LO pulling 

What happens if we gradually increase Δ𝜔 until it is larger than 𝜔𝐿? As noted 

earlier, the oscillator will not fully return to 𝜔0, but will still be influenced by the 

injected signal. This is known as LO pulling and is often a highly undesirable effect. 

For instance, in a frequency division duplex (FDD) system, the transmitter and 

receiver operate on two slightly different frequencies, which necessitates two 

oscillators operating at different frequencies. These oscillators can pull on each 

other, causing distortion in both the transmitted and received signal. However, in 

Paper III, we take advantage of this effect to detect if the oscillator is locked, as 

will be explained later in this chapter. 

LO pulling can be divided into two sub-categories: quasi-lock and fast beat [47]. 

Before explaining these effects, we define a frequency 𝜔𝐵: 
 

𝜔𝐵 = √𝛥𝜔
2 −𝜔𝐿

2 (3.25) 

Quasi-lock occurs when the injected signal is very close to the LR. Over a period of 

2𝜋/𝜔𝐵, the oscillator will lock to injected signal for part of the period, but then slip 

to the frequency ωinj +ωL , see Fig. 27a. Analyzing the frequency spectra reveals 

that tones of signal will be situated at ωinj + 𝑛ωB for 𝑛 = 0,1,2…, with ωinj being 

the strongest tone, also shown in Fig. 27a. 

 
Figure 27: (a) Transient and frequency spectrum during quasi-lock. (b) Transient and frequency 

spectrum during fast beat. 
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Fast beat occurs when Δ𝜔 is significantly larger than 𝜔𝐿. The instantaneous 

frequency will have similar behavior as in the quasi-lock case, but it will never reach 

ωinj. It will instead be limited to ω0 −ωL. Once again, the tones are given by ωinj +

𝑛ωB for 𝑛 = 0,1,2…, but this time ωinj +ωB will be the strongest tone, see Fig. 

27b. 

Frequency multiplication 

Injection-locking is readily used for frequency multiplication, i.e. the oscillator 

locks onto the frequency 𝑀 ⋅ 𝜔𝑖𝑛𝑗, where 𝑀 is the multiplication factor. If the signal 

is injected differentially (Fig. 26b), 𝑀 should be an odd number, whereas if it is 

done in a common-mode node, 𝑀 should be an even number. 

The principle behind the frequency multiplication is that the non-linearity of the 

injection transistors will generate harmonics of the injected signal. If the resonance 

frequency of the tank is close enough to the frequency of the desired harmonic, the 

oscillator will lock to this harmonic. This means that the injection transistor should 

be as non-linear as possible to achieve a reasonable LR. Hence, a short transistor 

biased in class-C or class-D is usually preferable. Still, even if these techniques are 

used, a frequency multiplier will always have a worse LR than a regular ILO for a 

given bias current. This makes them susceptible to PVT variations, as it is easier for 

such variations to alter the free-running frequency to such a degree that lock is lost. 

Frequency multipliers has become a very popular choice for implementing the 

frequency generation in large, mm-wave beamforming transceivers [29] [30] [81] 

[82] [83], mainly for three reasons. Firstly, it simplifies the clock distribution, since 

the multipliers can be placed very close to their respective mixer, while only a 𝜔0/𝑀 

signal needs to be distributed. Secondly, it typically improves the phase noise 

performance in mm-wave applications, as will be explained in the next subsection. 

Lastly, in the case of direct-conversion transceivers, it reduces the pulling from the 

power amplifier on the LO [78]. 

In both Paper I and Paper III, injection-locked frequency triplers (ILFT) are 

used. As mentioned above, frequency multipliers are sensitive to PVT variations, 

unless the injection circuitry consumes an excessive amount of power. To combat 

this, the implementations in both papers rely on automatic tuning of the tripler. The 

implementation in Paper III will be discussed later. In Paper I, there is also an ILO 

that should be tuned independently of the ILFT. In Chapter 2, it was explained how 

two PDs are used to measure the phase shift applied by the ILO, but interestingly, 

we can also use the PDs to automatically find lock of both the ILO and ILFT. It is 

done as follows: Assume that we inject a signal 𝑉𝑖𝑛𝑗 to which neither the ILO nor 

the ILFT are initially locked, and thus they are oscillating at their respective free-

running frequencies, 𝑓𝐼𝐿𝑂 and 𝑓𝐼𝐿𝐹𝑇 (ignoring any pulling effects), see Fig. 28a. 

Since 3𝑓𝑖𝑛𝑗 ≠ 𝑓𝐼𝐿𝐹𝑇, no DC voltage will be generated by either of the PDs. If we 

then start tuning 𝑓𝐼𝐿𝑂, the ILO will eventually lock, see Fig. 28b. This causes the 
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ILO to output a significant voltage at 𝑓𝑖𝑛𝑗. This signal will be so strong that part of 

its third harmonic will leak through the ILFT to the PD and mix with 𝑓𝑖𝑛𝑗, causing 

a non-zero DC voltage. This will cause 𝑣𝑃𝐷,𝐼 − 𝑣𝑃𝐷,𝑄 to diverge from 0 V, and when 

the difference is greater than some certain threshold, we can tell that the ILO is 

locked. Next, 𝑓𝐼𝐿𝐹𝑇 is tuned, see Fig. 28c. The absolute value of the PD outputs, i.e. 

|𝑣𝑃𝐷| = √𝑣𝑃𝐷,𝐼
2 + 𝑣𝑃𝐷,𝑄

2 , will be proportional to the amplitude of the signal at 3𝑓𝑖𝑛𝑗 

in the ILFT. The maximum amplitude will happen when 𝑓𝐼𝐿𝐹𝑇 = 3𝑓𝑖𝑛𝑗. Thus, we 

simply tune 𝑓𝐼𝐿𝐹𝑇 until |𝑣𝑃𝐷| reaches its maximum value, at which point the ILFT 

is tuned to its ideal frequency. 

 

 
Figure 28: Automatic tuning for lock. (a) Initial state. (b) Tuning of the ILO. (c) Tuning of the ILFT. 

Phase noise in injection-locking 

An interesting property of injection-locking from a frequency generation point-of-

view is that phase noise will also be locked to the input signal, i.e. the phase noise 

profile of the injection-locked oscillator will follow that of the injected signal, as 

long as the phase noise is within the locking bandwidth  [47]. This is also true if the 

signal is multiplied, although the phase noise will then increase by a factor of the 

multiplication factor 𝑀 squared. That is, a frequency tripler will increase the phase 

noise level of the injected signal by a factor of 32 = 9, or 9.5 dB. From Leeson’s 

equation (Eq. (3.12)), we can observe that the same phase noise increase is expected 

if we triple 𝜔0 of an oscillator, assuming that all other parameters remain constant. 

However, as has been explained earlier, 𝑄𝑡𝑎𝑛𝑘 is typically significantly lower at 
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mm-wave frequencies due to the frequency tuning circuitry. So, we can expect a 

lower frequency oscillator followed by a mm-wave frequency multiplier to have 

better phase noise performance than an oscillator directly generating the mm-wave 

frequencies.  

One drawback of using frequency multipliers is that the phase noise floor will 

also be multiplied by 𝑀2. The phase noise floor has previously been of little concern 

to in-channel reciprocal mixing and symbol jitter since when integrating the total 

phase noise up to offsets corresponding to half the channel bandwidth, its 

contribution has been negligible. However, as was noted earlier, this will no longer 

be the case in sub-THz 6G, with channel bandwidths in the multi-GHz range. In 

fact, the phase noise floor can then even be the dominant source of clock jitter, 

especially if frequency multipliers are used [84] [85]. 

Another thing to consider with injection-locking is that the phase noise will be 

correlated with the phase noise of the injected signal. As discussed in Chapter 2, this 

is beneficial from the perspective of array factor and ability to generate deep nulls, 

but a drawback if instead the symbol distortion due to clock jitter is the main 

concern.  

Series injection 

So far, the injected signal has been injected in parallel with oscillator 

transconductor. It is also possible to inject a signal in series with the transconductor, 

see Fig. 29a. While not as common as its parallel counterpart, series injection has 

been used for frequency multipliers [69] [86] [87] and dividers [88], and quadrature 

oscillators [69] [86] [89] [90]. 

 

 
Figure 29: (a) Series injection. (b) Phasor diagram for 𝑛 = 1,5,9… (c) Phasor diagram for 𝑛 =
3,7,11… (d) Dual-injection. 

The major benefit of series injection is that it separates the injection transistors 

from the resonance tank, removing the tank 𝑄 degradation and parasitic 

capacitances associated with these transistors. However, series injection causes 
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source degeneration of the cross-coupled transistors, lowering the effective 

transconductance [91]. In [91], the authors analyze the mechanism of series 

injection when the injection transistor is biased in class-D. They show that the tank 

current 𝐼𝑇, similar to parallel injection, can be split into two currents; one in anti-

phase with the oscillation voltage, which they refer to as 𝐼𝜙, and one due to the 

injected signal, called 𝐼𝑖𝑛𝑗, see Fig. 29b. Their analysis shows that 𝐼𝑖𝑛𝑗 will alternate 

between being in phase and in anti-phase with the injected voltage, 𝑉𝑖𝑛𝑗, depending 

on which harmonic is considered. Harmonics 𝑛 = 1,5,9… will be in phase (Fig. 

29b), while harmonics 𝑛 = 3,7,11… will be in anti-phase5 (Fig. 29c). This is in stark 

contrast with parallel injection, where 𝐼𝑖𝑛𝑗 will always be in phase with 𝑉𝑖𝑛𝑗 for all 

harmonics. Based on this analysis, they proposed a frequency tripler with dual 

injection, using both series and parallel injection, see Fig. 29d. The parallel injection 

transistors and the series injection transistors are driven in anti-phase. This results 

in the 3rd harmonics of the two injection methods being in-phase, while the 

fundamental tones are in anti-phase, which improves the locking range and 

harmonic rejection. A similar technique is also used in [69] and in Paper III, 

although the series injection transistors are driven in class-AB, resulting in less third 

harmonic content. 

Quadrature signals 

Quadrature oscillators 

Quadrature oscillators (QO) are fundamentally injection-locked systems, since two 

oscillators are locked to each other. To understand why they will oscillate in 

quadrate, the typical QO (Fig. 25) is redrawn in a simplified way, see Fig. 30a, 

where 𝑇(𝑠) is the free-running loop gain of each oscillator. From this, it can be 

shown that [61]: 

 
(𝑋2 + 𝑌2)(𝑇(𝑠) − 1) = 0 (3.26) 

As will be shown shortly, 𝑇(𝑠) − 1 ≠ 0 at the frequency of oscillation, implying: 
 

𝑋2 + 𝑌2 = 0⟹ 𝑋 = ±𝑗𝑌 (3.27) 

That is, the voltages must be in quadrature. If we draw the phasors, something 

interesting can be observed. The signals are in quadrature, 𝜃 = 90°, and thus 𝜙 ≠
0°, see Fig. 30b, which means that the oscillator must oscillate at frequency 𝜔𝑄𝑂 ≠

 
5 Since they are analyzing a differential circuit, only odd harmonics are considered. 
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𝜔0 to generate a non-zero phase shift. For this reason, 𝑇(𝑗𝜔𝑄𝑂) must be complex 

and thus cannot be equal to 1. 

 

Figure 30: (a) Simplified view of a QO. (b) Phasor diagram of a QO. (c) Alternative oscillation 

mode. 

Interestingly, there is another solution that also leads to quadrature signals, as 

shown in Fig. 30c. That is, the QO has two modes of oscillation, one above 𝜔0 (Fig. 

30b) and one below 𝜔0 (Fig. 30c), which has also been observed in measurements 

[77]. However, the mode above 𝜔0 tends to prevail due to it having a slightly higher 

amplitude than the other mode [92]. 

Quadrature frequency multipliers 

 

Figure 31: Quadrature frequency multiplier. (a) Overview. (b) Phasor diagram. 

As was explained earlier in this chapter, it is difficult to implement quadrature 

frequency generation at mm-wave frequencies with acceptable performance. But we 

have also seen that injection-locked frequency multiplication can yield good phase 
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noise performance. This technique can also be applied to quadrature oscillators, thus 

improving on one of their major drawbacks. The most straightforward way of doing 

this is to generate quadrature signals at a lower frequency 𝑓𝑖𝑛𝑗 and use both the 𝐼 

and 𝑄 signals to lock the frequency multiplier [86] [93] [94] [95], see Fig. 31. This 

approach has three fundamental problems: Firstly, any quadrature phase error at 𝑓𝑖𝑛𝑗 

will be multiplied by 𝑀, forcing very high quadrature accuracy at the lower 

frequency to achieve acceptable performance. Secondly, the quadrature signal at 

𝑓𝑖𝑛𝑗 will in general have worse phase noise performance compared to a differential 

oscillator at the same frequency, limiting the final achievable phase noise. Lastly, 

distributing a quadrature signal severely complicates the layout compared to a 

differential signal. In [95], they solve the two latter problems by distributing a 

differential signal and generating the quadrature injection signal with a PPF right 

next to the quadrature injection-locked frequency tripler (QILFT). However, the 

first problem remains. In [94], they use a similar approach, but add a quadrature 

coupler at the output to improve the quadrature accuracy, although its effect is not 

quantified. Additionally, the circuit is very large, occupying a chip area of 0.84 mm2 

(including pads). 

 

 
Figure 32: Differential-to-quadrature frequency multiplier. (a) Overview. (b) Schematic (biasing 

circuitry omitted). 

These issues would all be resolved if we instead could distribute a differential 

signal and inject that into a frequency multiplier which outputs quadrature signals, 

see Fig. 32a. This is the concept of [69], which is also used in [81] and Paper III. 

A differential signal 𝑓𝑖𝑛𝑗 is injected into the I core of a QO operating at 𝑓𝑄𝑜𝑠𝑐, which 

is in the vicinity of 3𝑓𝑖𝑛𝑗, locking the QO to 3𝑓𝑖𝑛𝑗. For the injection, the dual 

injection scheme described earlier is used and the quadrature coupling is realized 

through series injection, see Fig. 32b. The Q core, not subjected to the injection 

signal, has dummy injection transistors to minimize the mismatch between the 

cores. While this eliminates all the previously described issues, it adds two new 

ones: phase and amplitude accuracy. To understand why, we once again turn to the 

phasor description. Without the injected signal, we have the scenario shown in Fig. 

33a, where 𝜙𝐼 = 𝜙𝑄 = 𝜙1. Next, the injection signal is applied to the I core. In 
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general, 𝐼𝑖𝑛𝑗 will not be in phase with 𝐼𝑇,𝐼, which changes 𝜙𝐼 to 𝜙2, see Fig. 33b. 

Since the Q core is locked to the I core, they have the same oscillation frequency, 

which makes 𝜙𝑄 = 𝜙𝐼 = 𝜙2. This can only be achieved if the 𝐼 and 𝑄 cores are not 

in quadrature, see Fig. 33b 6. The only way to avoid this quadrature error is if 𝐼𝑖𝑛𝑗,𝐼 

is perfectly in phase with 𝐼𝑇,𝐼, see Fig. 33c, which happens if 3𝑓𝑖𝑛𝑗 = 𝑓𝑄𝑂, since 𝜙𝐼 

will then remain equal to 𝜙1. The QO must therefore always be tuned to exactly, or 

at least very close to, the third harmonic of the injected frequency for it to be usable. 

 
Figure 33: (a) Phasors without injection. (b) Phasors when 3𝑓𝑖𝑛𝑗 ≠ 𝑓𝑄𝑂. (c) Phasors when 3𝑓𝑖𝑛𝑗 =

𝑓𝑄𝑂. 

If we assume that 3𝑓𝑖𝑛𝑗 = 𝑓𝑄𝑂, then it can be observed from Fig. 33c that 𝑉𝑜𝑠𝑐,𝐼 

will be larger than 𝑉𝑜𝑠𝑐,𝑄. Thus, there will be an amplitude mismatch between 𝐼 and 

𝑄, even when the QO is perfectly tuned.  This amplitude mismatch will cause a 

small quadrature phase error, since 𝐼𝐼 should be slightly larger than 𝐼𝑄. However, it 

should be clear that there exists an 𝑓𝑄𝑂 very close to 3𝑓𝑖𝑛𝑗 for which the phase error 

due to amplitude mismatch cancels the phase error due to 𝑓𝑄𝑂 ≠ 3𝑓𝑖𝑛𝑗 so that the 

signals are in perfect quadrature.  

In [69], they argue that the use of dual injection can, if the injection transistors 

are sized correctly, remove this amplitude error. However, they only consider the 

fundamental tone at 𝑓𝑖𝑛𝑗 to be the source of error and provide no simulations or 

measurements to strengthen their case, while the above analysis clearly shows 

amplitude errors due to 3𝑓𝑖𝑛𝑗. Still, the cancellation of the 𝑓𝑖𝑛𝑗 does remove some 

amplitude and phase error. One way to reduce the amplitude error is to weaken the 

 
6 The final 𝜙𝐼 and 𝜙𝑄 will not be exactly as shown in Fig. 33b, since 𝜙𝐼 is drawn assuming 𝜃𝐼 = 90°, 

which we have shown is not the case. The general principle is still true though. 
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injection current, at the cost of a smaller LR, while the quadrature coupling is made 

relatively strong.  

To solve the issue with quadrature phase error, we implemented a feedback 

system in Paper III, which is shown in Fig. 34. A phase detector, implemented as 

an active mixer, measures the quadrature phase error 𝛼 between the 𝐼 and 𝑄 outputs. 

The PD outputs a DC voltage proportional to sin 𝛼, which is digitized by an ADC 

and processed by a simple DSP. The DSP will then turn on or off switched capacitor 

cells in QO until sin 𝛼 is close to 0, which is the equivalent of the oscillator being 

tuned so that 3𝑓𝑖𝑛𝑗 ≈ 𝑓𝑄𝑂. This has assumed that the QO was locked to the injected 

signal. What happens then if the injected signal is outside the LR? Initially, one 

might think that there should be no signal detected by the phase detector, since the 

tones present would be 3𝑓𝑖𝑛𝑗 and 𝑓𝑄𝑂, and that 𝑓𝑄𝑂,𝐼 and 𝑓𝑄𝑂,𝑄 are in quadrature. 

This would result in 𝑉𝑃𝐷 = 0V and the feedback system would interpretate that as 

the QO being perfectly tuned to 3𝑓𝑖𝑛𝑗. However, this is not the case. As was 

explained earlier, even when the injected signal is outside the LR, it will still pull 

the oscillator, causing the oscillator to shift its oscillation frequency. The pulling 

will act on the 𝐼 oscillator, generating what is essentially a mismatch between the 𝐼 
and 𝑄 oscillators. This results in a quadrature phase error, which can be detected by 

the PD and used to tune the oscillator until lock is found. An added benefit of the 

automatic tuning scheme is that the LR, and therefore 𝐼𝑖𝑛𝑗, can be kept relatively 

small. As explained above, this results in a low quadrature amplitude error. 

 

 
Figure 34: The feedback system used in Paper III. 
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Chapter 4 

 

Integrated Wideband Baseband 

Filters 

The Nyquist-Shannon sampling theorem is known to every electrical engineer and 

states that to be able to perfectly reconstruct a signal with its highest frequency 

content at 𝑓𝐻, the sampling rate 𝑓𝑠 must be: 
 𝑓𝑠 > 2𝑓𝐻 (4.1) 

Any spectrum content above 𝑓𝑠/2 will be folded after the sampling, in a process 

referred to as aliasing, and distort the wanted signal, as seen in Fig. 35. This is where 

the baseband filter comes in. Its task is to filter spectrum content above 𝑓𝑠/2, also 

known as the Nyquist rate 𝑓𝑁, to avoid aliasing when sampling, which is why it is 

called an anti-aliasing (AA) filter. Since this is applied at the baseband, it is also 

often referred to as a baseband filter. 

 

Figure 35: The effect of aliasing (a) without and (b) with an AA filter. 
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Figure 36: The effect of OSR on required sharpness of the filter. 

The sharpness of the filter will be determined by its order and type, and the 

requirements can be determined by the data converter specifications and how much 

distortion the system can tolerate. More specifically, the most important parameter 

will be the converter’s oversampling ratio (OSR), i.e., the ratio between the Nyquist 

rate 𝑓𝑁 = 𝑓𝑠/2 and 𝑓𝐻. Fig. 36 illustrates two scenarios, one where 𝑂𝑆𝑅 = 2 and 

one where 𝑂𝑆𝑅 = 4. The filter must reach an attenuation of |𝐴𝑠| at 2𝑓𝑁 − 𝑓𝐻 to not 

add excessive noise in the frequency channel of the desired signal. Clearly, the 

second scenario can get away with a less sharp filter, and hence a lower filter order 

can be used. The noise and interference between 𝑓𝐻 and 𝑓𝑁 can subsequently be 

filtered in the digital domain. However, if the AA filter can also suppress some of 

the interference at these frequencies, it will reduce the ADC dynamic range 

requirements. 

In most wireless communication standards, the channel bandwidths are limited to 

the MHz range. Given the improvements in data converters with semiconductor 

process scaling, and that their power consumption scales linearly with sampling rate 

at these frequencies [96], this means that modern transceivers can operate with a 

significant OSR with negligible increase to the total power budget. This does not 

only relax the AA filter requirements, but also improves the converter dynamic 

range [97]. However, this will not be case for multi-GHz bandwidth millimeter-

wave 6G receivers. There, the ADCs are expected to be among the most power-

hungry parts of the receivers, and while the Walden FoM [98] predicts a linear 

relation between power and sampling rate, this is only true up to the 100-MHz range 

[99], after which power increases closer to quadratically with sampling rate. This 

means that high-order AA filters will be required in sub-THz 6G. At the same time, 

the filters should not limit the receiver dynamic range, all while being as compact 

as possible. The latter is of extra importance in sub-THz antenna arrays if the 

baseband circuitry is placed in the chip(s) adjacent to the antenna array, since, as 

noted in Chapter 2, for these chips the dimensions per channel must be smaller than 

the antenna pitch. 

This chapter covers the design of both active and passive integrated baseband 

filters for multi-GHz bandwidth applications. But first we start with some general 

filter theory. 
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Figure 37: General specifications for a lowpass filter. 

General filter theory 

An ideal lowpass filter has a transfer function given by: 
 

|𝐻(𝑗𝜔)| = {
𝐻0                 for |𝜔| ≤ 𝜔𝑐
0                    for |𝜔| > 𝜔𝑐

 (4.2) 

where 𝜔𝑐 is the cut-off frequency. This is known as a brick-wall filter, which of 

course is impossible to implement in a real circuit. A realizable filter will have a 

transfer function [100]: 
 

|𝐻(𝑗𝜔)| =
𝐴

√1 + 𝑘2𝐹(𝜔)2
, (4.3) 

where 𝐹(𝜔) is a polynomial or rational function of order N, and A and k are 

constants. The higher the order N is, the faster the roll-off can be, which 

asymptotically can reach a value of up to 20𝑁 dB/decade. For any lowpass filter, 

we define a passband below 𝜔𝑐, a stopband above 𝜔𝑠, and a transition band 

between 𝜔𝑐 and 𝜔𝑠, according to Fig. 37. In the passband, the gain is allowed to 

vary between 𝐻𝑜 and 𝐻𝑐, while in the stopband, the gain must be below 𝐻𝑠. The 

filter designer must find a transfer function H that fulfils these specifications. The 

most common approach taken is to pick from a wide range of already established 

filter functions, each of which has some distinct properties and will always yield a 

realizable filter. Examples of these are Butterworth, Chebyshev, inverse Chebyshev, 

Bessel, Pascal, Cauer, and elliptic filters. The most commonly used for multi-GHz 

lowpass filters in the literature are Butterworth and Chebyshev, which will therefore 

be the focus of this section. Both Butterworth and Chebyshev are all-pole filters, 

since they do not have any zeros in their transfer functions.  

The general transfer function of a Butterworth filter can be written as [100]: 
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|𝐻(𝑗𝜔)| =

𝐻𝑜

√1 + (
𝜔
𝜔𝑐
)
2𝑁
, 

(4.4) 

where 𝜔𝑐 in this case is the 3-dB angular frequency. The Butterworth filter transfer 

function magnitude is monotonically decaying with frequency and all derivatives of 

|𝐻(𝑗𝜔)| are equal to zero at 𝜔 = 0, a property referred to as maximally flat 

magnitude. The poles of the Butterworth filter are given by: 
 

𝑠𝑛 = 𝜔𝑐𝑒
𝑗(
2𝑛+𝑁−1
2𝑁

𝜋), for 𝑛 = 1, 2,… ,𝑁 (4.5) 

This corresponds to poles placed at equidistant angles around a half-circle in the left 

half-plane, see Fig. 38a. 

 

 
Figure 38: Poles in a 5th-order (a) Butterworth filter, (b) Chebyshev filter. 

An nth-order Chebyshev filter has a general transfer function given by [100]: 
 

|𝐻(𝑗𝜔)| =
𝐻𝑜

√1 + 𝜀2𝐶𝑁
2(𝜔/ωc)

, (4.6) 

where 𝜀 is known as the ripple factor and 𝐶𝑁(𝜔) is the Chebyshev polynomial, given 

by: 
 𝐶𝑁(𝛺) = cos(𝑁 cos

−1(𝛺))  (4.7) 

While this may not appear to be a polynomial, it can be shown that Eq. (4.7) can be 

rewritten in a recursive manner [100]: 
 

𝐶𝑁(𝛺) = 2𝛺𝐶𝑁−1(𝛺) − 𝐶𝑁−2(𝛺) (4.8) 

Setting 𝑁 = 0 and 𝑁 = 1 in Eq. (4.7) yield 𝐶0(𝛺) = 1 and 𝐶1(𝛺) = Ω, 

respectively, from which Eq. (4.8) can be used to find the polynomials of higher 

order 𝑁. For instance, for 𝑁 = 2 − 4, we get: 



59 

𝐶2(𝛺) = 2Ω
2 − 1 

𝐶3(𝛺) = 4Ω
3 − 3Ω 

𝐶4(𝛺) = 8Ω
4 − 8Ω2 + 1 

 

A Chebyshev filter has a sharper roll-off near 𝜔𝑐 than a Butterworth filter, at the 

cost of allowing in-band ripple, which will cause the in-band magnitude to vary 

between 𝐻𝑜 and 𝐻𝑜/√1 + 𝜀
2. It should be noted that 𝜔𝑐 here is not equal to the 3-

dB bandwidth, but it is rather the frequency where |𝐻(𝑗𝜔𝑐)| = 𝐻𝑜/√1 + 𝜀
2, which 

will be below the 3-dB bandwidth when the ripple is less than 3 dB. However, for 

simplicity and easier comparison, ωc will be assumed to be equal to ω−3dB for the 

rest of this chapter. The Chebyshev filter also has worse group delay characteristics 

than a Butterworth filter, i.e. the phase differs more from an ideal linear phase-

versus-frequency behavior. The poles of the Chebyshev filter are given by: 
 

𝑠𝑛 = 𝜔𝑐 sin
(2𝑁 + 2𝑛 − 1)𝜋

2𝑁
sinh (

1

𝑁
sinh−1

1

𝜀
) + 

𝑗𝜔𝑐 cos
(2𝑁 + 2𝑛 − 1)𝜋

2𝑁
cosh (

1

𝑁
sinh−1

1

𝜀
) 

(4.9) 

This results in poles placed on an ellipse, see Fig. 38b. 

As we have seen, both Butterworth and Chebyshev filters use complex poles. In 

fact, all common filter functions have complex poles. This causes peaking in the 

internal nodes of the filters. The higher the quality factor Q of the pole, given by the 

ratio of the imaginary to the real part, the larger the peaking. A Chebyshev filter will 

have poles with higher Q, and therefore more peaking, than a Butterworth filter of 

the same order, as can be seen when comparing Fig. 38a and Fig. 38b. This will 

have an adverse effect on the linearity of an active filter. Additionally, the higher 

the order of the filter, the higher the Q the worst poles will have. Fig. 39 shows an 

example of the peaking in the various nodes in a 5th-order Chebyshev filter. If 

gyrators are used to implement the filter, which will be discussed later, each inductor 

will add an additional node where peaking also can be observed. 

 
 

Figure 39: Peaking in the nodes of a 5th-order Chebyshev filter. 
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The reader might wonder now, why the need for complex poles? By simply 

cascading N single-pole RC filters, we could create a filter with only real poles and 

an asymptotic attenuation slope of 𝑁 ∙ 20 dB/decade, the same as a filter with N 

complex poles. The problem is what happens near the cut-off frequency, which the 

following example illustrates: Imagine that we want a 5th-order filter with a cut-off 

frequency 𝑓𝑐. Where should we then place the real poles? If we place them at −𝑓𝑐, 
then each pole will cause the transfer function to drop by 3 dB at 𝑓𝑐, resulting in 

 |𝐴(𝑓𝑐)| =  −15 dB, a much too low value. It turns out that we should place them at 

−2.60𝑓𝑐 to achieve |𝐴(𝑓𝑐)| =  −3 dB. This will instead cause a very flat filter 

response around 𝑓𝑐, which is also highly undesirable. A filter with complex poles 

such as a Butterworth, on the other hand, can have a relatively flat passband, while 

still achieving very sharp attenuation right after the cut-off frequency. Fig. 40 shows 

the transfer function of a filter with five real poles at −𝑓𝑐, five real poles at −2.60𝑓𝑐, 
and a 5th-order Butterworth filter with a cut-off frequency 𝑓𝑐. While the three filters 

asymptotically have the same roll-off (100 dB/decade), the Butterworth filter clearly 

has significantly sharper roll-off close to the cut-off frequency, while 

simultaneously having a flatter passband.  

 
Figure 40: Transfer function of filters with real poles versus a Butterworth filter. 

To implement the filters on chip we have two main options; either an active filter, 

where we use active devices together with capacitors and, if necessary, resistors to 

place poles in the correct position, or passive filters, in which resistors, capacitors 

and inductors are used to generate the complex poles.  

Active integrated filters 

There are multiple active filter topologies, but for multi-GHz filters, mainly three 

types have been used in the literature: active-RC filters, active inductor filters, and 

Gm-C filters. These names refer to the main building blocks of each filter.  
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The active-RC filters use operational amplifiers (op-amps) with RC feedback to 

generate the desired transfer function, often in the form of a biquadratic equation, 

more on this later. While the feedback improves the linearity of the filter, it also 

means that an op-amp with extremely large gain-bandwidth product would be 

required for a multi-GHz filter, while of course still being stable. This is very 

difficult to implement, especially in CMOS technology. For this reason, the active-

RC low-pass filter with the highest measured cut-off frequency in CMOS, to the 

author’s knowledge, is limited to 1.76 GHz [101]. By using SiGe BiCMOS 

technologies, where higher 𝑔𝑚/𝐼𝐷 and transition frequencies 𝑓𝑇 are achievable, 

active-RC filters with significantly higher cut-off frequencies have been 

demonstrated [102] [103] [104]. 

In active inductor filters, the building blocks incorporate an active structure 

whose impedance increases linearly with frequency, mimicking an inductor7. This 

inductance can then be used to implement a biquadratic equation. Example of 

techniques to implement the active inductors in GHz-filtering applications are 

feedforward [105], feedback [106], and cross-coupling [107] [108]. 

Gm-C filters, contrary to active-RC filters, are operated in open-loop with 

transconductors charging and discharging capacitors, forming integrators. The 

open-loop nature of Gm-C filters makes them very suitable for high frequency 

applications. As will be shown in the next subsections, the Gm-C blocks can be 

utilized to generate biquadratic transfer functions, but also to emulate inductors 

using gyrators, making a direct synthesis from a passive filter possible. 

When going from a filter specification to an actual implementation, there are 

different synthesis methods. In the next two subsections, we will cover two methods 

known as cascaded biquad synthesis and gyrator synthesis.  

Cascaded biquad synthesis 

Biquads are a group of circuit blocks that exhibit biquadratic transfer functions 

given by [53]: 
 

𝑇(𝑠) =
𝑎2𝑠

2 + 𝑎1𝑠 + 𝑎0

𝑠2 + 𝑠 (
𝜔0
𝑄
) + 𝜔0

2
 (4.10) 

Since we are focusing on all-pole lowpass filters, we will assume 𝑎1 = 𝑎2 = 0. This 

will be a two-pole system with natural angular frequency 𝜔0 and pole quality factor 

Q, and low-frequency gain 𝑎0/𝜔0
2. These parameters can be set by changing the 

values of the components in the biquad. To generate a filter of order N, one can then 

 
7 As will be seen shortly, Gm-C filters can also utilize active inductors, in the form of gyrators. 

However, we make a distinction here between the active inductors, which are formed within the 
fundamental building block, and a gyrator, which is built from multiple building blocks.  
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simply cascade N/2 biquads, where each biquad is designed to generate one complex 

pole-pair, so that the total transfer function gets the desired characteristic. 

Given the rather general equation of a biquad, it should not come as a surprise 

that multiple circuit configurations exist for its implementation, but not all are 

suitable for very high frequencies. For GHz low-pass filters, the Sallen-Key biquad 

[101] [102] [103], Multiple-Feedback biquad [104], both examples of active-RC 

filters, Gm-C biquads [109] [110] [111], and active inductor biquads [105] [106] 

[107] [108] have all been used. Fig. 41 shows some examples of these, including 

equations for their 𝜔0 and 𝑄. 

The main issue with biquad filters is their high sensitivity to process variations 

and mismatch, especially if high-Q poles are required [112] [107] [101]. 

LC ladder synthesis 

LC ladder synthesis is based on emulating a passive LC ladder filter with active 

circuitry. A major benefit of this is that LC ladder filters have a low sensitivity to 

process variations, a characteristic that also carries over to the active implementation 

[113].  It starts with an ideal passive filter with resistors, inductors, and capacitors 

in a ladder configuration that generates the desired filter function. This can be 

generated using tables [100] or, more commonly nowadays, computer software, 

such as [114]. Next, each inductor is replaced with a gyrator, see Fig. 42a. By 

applying a test source to the input, the input impedance of this circuit can easily be 

shown to be: 
 

𝑍𝑖𝑛 = 
𝑣𝑖𝑛
𝑖𝑖𝑛

= 𝑠
𝐶𝑔𝑦𝑟

𝐺𝑚
2  (4.11) 

Figure 41: Examples of (a) Sallen-Key biquad, (b) Gm-C biquad, and (c) active inductor biquad. 
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Thus, we have emulated an inductor with inductance 𝐿𝑔𝑦𝑟 = 𝐶𝑔𝑦𝑟/𝐺𝑚
2 . However, 

this only emulates a grounded inductor, but a floating inductor is often required. To 

emulate such an inductor, we extend the gyrator as shown in Fig. 42b. The 

inductance is still given by 𝐿𝑔𝑦𝑟 = 𝐶𝑔𝑦𝑟/𝐺𝑚
2 . Furthermore, most high-speed 

integrated filters use a differential design, which we can take advantage of in 

generating the negative transconductance. Fig. 42c. shows how the circuit can be 

adjusted to emulate a differential floating inductor. For matching purposes, it is also 

beneficial to replace the resistors with unity-feedback transconductors with 

transconductance 𝐺𝑚 = 1/𝑅 [113]. 

 

 
Figure 42: Gyrators to emulate (a) inductor to ground, (b) floating inductor, and (c) differential, 

floating inductor. 

 

Examples of multi-GHz filters that are designed using LC ladder synthesis can be 

found in [115] [116] [117], and in Paper IV. 

Impedance scaling 

If all the transconductors in a Gm-C filter with their output connected to a certain 

node and all capacitors in that node are scaled with a factor 𝛽, see Fig. 43a, the noise 

originating from this node will be scaled by a factor 1/𝛽 [118]. If instead all the 

transconductors with their inputs connected to a certain node and all capacitors in 

that node are scaled with a factor 𝛼, see Fig. 43b, then the voltage-level in that node 

will be scaled by a factor 1/𝛼, reducing the distortion originating from that node 

[118]. This is known as impedance scaling since the impedance level in each node 

is altered. It is important to note that this does not change the overall transfer 

function of the filter [100]. Naturally, increasing the transconductance by a factor 𝛼 

or 𝛽 will increase the power consumption of that transconductor by the same factor. 
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Since each node will have a unique transfer function to the output, and thus 

contribute different amounts of noise and distortion, it is reasonable to assume that 

for a given power budget, there exists an optimum way to scale each node. This is 

exactly what is addressed in [118], where an algorithm for optimizing the dynamic 

range of Gm-C filters is derived.  In summary, they show that first optimizing the 

filter for noise performance and then for linearity results in a filter with optimal 

dynamic range. 

 

 
Figure 43: Impedance scaling for (a) improved noise performance, and (b) for improved linearity 

performance. 

While the authors note that this procedure has been derived for Gm-C filters, they 

claim that it should also be applicable to active-RC filters. 

Transconductor design 

An ideal transconductor should have infinite DC voltage gain and a 

transconductance equal to 𝐺𝑚 across all frequencies. This yields a perfect integrator 

in combination with a capacitor, see Fig. 44 (black curve). This is of course not 

achievable in a real implementation. The DC voltage gain will always be limited by 

the finite output resistance 𝑅0, and the transconductance will eventually differ from 

its low-frequency value due to zeros and/or poles, also shown in Fig. 44 (red curve). 

Still, we should strive to design a transconductor that performs as close to the ideal 

case as possible.  
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Figure 44: Voltage gain of ideal (black curve) and non-ideal (red curve) Gm-C integrator. 

How will these non-idealities then affect the filter transfer function and how well 

must the real transconductor approximate an ideal transconductor in order for these 

effects to be negligible? This will depend on the exact filter transfer function, but in 

general, the higher the 𝑄 of the filter poles, the better the transconductor must be 

[112]. As an example of the transconductor requirements, we simulate a 4.9-GHz, 

0.8-dB ripple 5th-order Chebyshev filter, implemented using LC ladder synthesis 

(Fig. 45), with various imperfections using Verilog-A and observe the impact on the 

filter transfer function. First, the DC voltage gain 𝐴0 = 𝐺𝑚𝑅0 was swept, see Fig. 

46a. It can be seen in the figure that we at least require 𝐴0 > 40 dB to not cause 

significant distortion of the transfer function. Achieving this in a modern CMOS 

technology is very difficult, especially at these high frequencies where short 

transistors must be used to limit the parasitic capacitances. One way to boost the 

output impedance is to use cascodes. However, this results in internal nodes, i.e. 

nodes that are not either the input, output, or supply nodes, which in turn will 

introduce poles. This brings us to the next simulation, where a left-half-plane (LHP) 

real-valued pole was introduced and whose absolute value was swept from 50 GHz 

to 350 GHz, see Fig. 46b. For |𝑓𝑝| = 50 GHz, the transfer function is heavily 

distorted with excessive peaking, but even for |𝑓𝑝| = 350 GHz, a frequency more 

than 50 times higher than the cut-off frequency, some peaking can still be observed. 

This rules out the use of designs with internal nodes. Lastly, the pole was removed 

and a right-half-plane (RHP) zero was introduced and swept from 50 GHz to 350 

GHz, see Fig. 46c. A RHP zero is more likely to show up in the transconductance 

than a LHP zero, as will be explained later. As can be seen in the figures, an LHP 

pole and an RHP zero with same magnitude result in an almost identical transfer 

function. Thus, we can conclude that it is the phase shift due to the zero/pole that is 

causing the problems, not its effect on the magnitude. 
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Figure 45: Fully differential 5th-order Gm-C filter. 

 

 
Figure 46: Impact of non-ideal transconductor. (a) Finite 𝑅𝑜. (b) LHP pole. (c) RHP zero. 

Differential amplifier 

The most straight-forward implementation of a transconductor is to use a regular 

differential amplifier with active loads, see Fig. 47a, which is done in [109] [111] 

[117]. While the simplicity of the circuit makes it easy to implement, it comes with 

some drawbacks. Firstly, the triple-stacked transistors limit the voltage headroom 

and therefore the linearity. Secondly, in a fully differential application, it requires a 

separate common-mode feedback. Lastly, for high-frequency applications, the 

transistor lengths must be kept short to limit the parasitic capacitances. This will 

cause a relatively low output resistance of the transconductor, which will impact the 

overall transfer function, as discussed earlier. In [117], they counteract this by 

adding a negative resistance circuit, implemented with cross-coupled transistors, in 

parallel with the load, see Fig. 47b, greatly boosting the output resistance.  
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Figure 47: Differential transconductor with active load. (a) Regular implementation. (b) With a 

negative resistance added. 

Nauta transconductor 

The most common transconductor implementation for wideband CMOS filters is 

likely the Nauta transconductor [112], shown in Fig. 48, which is also used in Paper 

IV. The main advantage of this design is that it only contains two signal nodes, the 

input and output, resulting in that all parasitic capacitances from signal nodes to 

signal ground can be absorbed in the filter capacitors. So as long as the filter 

capacitors are large enough, the transconductor will act as a proper integrator to very 

high frequencies. We still have overlap capacitances between the input and output, 

but the effect of these will be cancelled in a differential floating gyrator [112]. The 

other major benefit is that the transconductor can be tuned to achieve a very high 

differential output resistance. To understand this we analyze the circuit in Fig. 48. 

For a differential signal, the output conductance will be [112]: 

 

Figure 48: Schematic of the Nauta transconductor. 
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 𝑔𝑜− = 𝑔𝑜1 + 𝑔𝑜5 + 𝑔𝑜6 + 𝑔𝑚5 − 𝑔𝑚6 (4.12) 

 𝑔𝑜+ = 𝑔𝑜2 + 𝑔𝑜3 + 𝑔𝑜4 + 𝑔𝑚4 − 𝑔𝑚3 

 
(4.13) 

where 𝑔𝑚𝑥 and 𝑔𝑜𝑥 are the transconductance and output conductance, respectively, 

of inverter Invx. Thus, if we tune the circuit so that 𝑔𝑜1 + 𝑔𝑜5 + 𝑔𝑜6 + 𝑔𝑚5 = 𝑔𝑚6 

and 𝑔𝑜2 + 𝑔𝑜3 + 𝑔𝑜4 + 𝑔𝑚4 = 𝑔𝑚3, the differential output conductance becomes 

very small, yielding an almost perfect transconductor. This tuning can be realized 

by feeding a separate supply voltage to Inv4 and Inv5, which is made slightly lower 

than the nominal supply voltage, lowering 𝑔𝑚4 and 𝑔𝑚5. This tuning, referred to as 

Q tuning, can be performed automatically by using a master VCO in a feedback 

loop that controls the supply voltage [113]. Inv4 and Inv5 can also be designed with 

smaller transistor widths, compared to Inv3 and Inv6, but this makes the filter 

susceptible to process variations. In [119], they use this approach and claim that the 

process technology is so robust that no tuning is necessary, although they do not 

provide any data to show this. Also, this filter has a cut-off frequency of 450 MHz, 

which means that larger transistors can be used than in a multi-GHz filter. So even 

if the claim is true for that particular filter, it is not necessarily true for multi-GHz 

filters. 

In Nauta’s initial paper [112], inverters Inv1, Inv2, Inv3, and Inv6 all had the same 

dimensions, while Inv4 and Inv5 were made slightly narrower. However, Inv3- Inv6 

can actually be made significantly smaller than Inv1 and Inv2, which reduces power 

consumption of the transconductor and the capacitance in the output nodes. What 

sets the lower limit for the sizes of Inv3- Inv6 is the common-mode stability. It can 

be shown that to ensure common-mode stability, we must have [115]: 
 𝑔𝑚3 + 𝑔𝑚4 ≥ 0.66𝑔𝑚1 (4.14) 

As previously mentioned, the transconductor will have a very large bandwidth, 

since it has no internal nodes. What will ultimately limit the bandwidth is non-quasi 

static (NQS) behavior of the transistors , which will cause a delay between the input 

voltage and the output current [120]. This delay can be modelled with a RHP zero 

in the transconductance [113]. This zero is typically situated well above the cut-off 

frequency of the filter, but as was shown earlier, even a zero that is orders of 

magnitude higher than the cut-off frequency will still distort the transfer function. 

The Chebyshev filter in Fig. 45 was implemented with Nauta transconductors and 

simulated, see Fig. 49a (black curve). Because of this NQS zero, peaking of almost 

3 dB occurs near the cut-off frequency, an unacceptable amount. Fortunately, if a 

resistor is placed in series with the filter capacitors (Fig. 49b), this will cause an 

LHP zero [113]. If the resistor is sized so that the two zeros have the same frequency 

magnitude, the phase shift will be completely cancelled, resulting in the desired 

transfer function, see Fig. 49b (red curve), a technique applied in Paper IV. 
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Figure 49: (a) Filter transfer with and without added resistors. (b) Resistors added in series with 

filter capacitors. 

The linearity performance of the transconductor when used in a filter is mainly 

determined by the linearity of its V-I conversion, and the linearity of its output 

conductance [113]. The former improves with higher overdrive voltage, while the 

latter worsens with higher overdrive voltage, since that causes the transistors to 

operate closer to the triode region. This means that there is a threshold voltage that 

yields optimum linearity, something that can be used to the fully in a fully-depleted 

silicon-on-insulator (FD-SOI) technology, where the threshold voltage has a 

stronger dependence on the back-gate voltage than in a regular bulk CMOS process 

[121]. In addition to this, the back-gate has a larger voltage span in an FD-SOI 

process than in a bulk process. In [119], the back-gate voltage is tuned to optimize 

the filter linearity across a large supply voltage range. This technique is also used in 

Paper IV, where we also use the back-gate voltage for both frequency tuning and 

Q tuning. The latter is done by connecting the back-gates of the Inv4 and Inv5 

transistors to separate back-gate voltages 𝑉𝐵𝐵𝑁
′  and 𝑉𝐵𝐵𝑃

′ , see Fig. 50, instead of the 

nominal 𝑉𝐵𝐵𝑁 and 𝑉𝐵𝐵𝑃. By making 𝑉𝐵𝐵𝑁
′ < 𝑉𝐵𝐵𝑁 and |𝑉𝐵𝐵𝑃

′ | < |𝑉𝐵𝐵𝑃|, the same 

effect as lowering the supply voltage to Inv4 and Inv5 is achieved without the need 

for a separate voltage regulator. 

 

 
Figure 50: Nauta transconductor with back-gate tuning. 
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Figure-of-merit  

As with most circuit blocks, figure-of-merits (FoMs) are used to compare the 

performance of different baseband filters. Throughout the years, several FoMs have 

been proposed. The most basic one only considers the power consumption PDC, 

number of poles N, and cut-off frequency fc [115] [107] [108]: 
 

𝐹𝑜𝑀1 =
𝑃𝐷𝐶
𝑁 ⋅ 𝑓𝑐

 (4.15) 

This FoM does not consider the dynamic range of the filter, which of course is a 

very critical property. Eq. (4.15) can be altered as follows to account for this [122] 

[105]: 
 

𝐹𝑜𝑀2 =
𝑃𝐷𝐶

𝑁 ⋅ 𝑓𝑐 ⋅ 𝑆𝐹𝐷𝑅
, (4.16) 

where SFDR is the spurious-free dynamic range, given by: 
 

𝑆𝐹𝐷𝑅 = (
𝐼𝐼𝑃3

𝑁0
)
2/3

 (4.17) 

where N0 is the integrated in-band noise and 𝐼𝐼𝑃3 the input-referred third-order 

intercept point. 

For filters that focus on cut-off frequency tuning, the tuning range TR, defined as 

the ratio between the highest and lowest cut-off frequency, can also be taken into 

account [108] [123]: 
 

𝐹𝑜𝑀3 =
𝑃𝐷𝐶

𝑁 ⋅ 𝑓𝑐 ⋅ 𝑆𝐹𝐷𝑅 ⋅ 𝑇𝑅
 (4.18) 

FoM2 and FoM3 only consider the linearity at a single frequency point, and where 

this point is chosen is rather arbitrary. As explained earlier, the complex poles will 

cause internal peaking at different frequencies, resulting in vastly different IIP3 

depending on at which frequency it is measured, with the worst performance usually 

being close to the cut-off frequency. To remedy this, in [105], an FoM which takes 

the frequency where the IIP3 is measured, 𝑓𝐼𝐼𝑃3, into consideration is proposed: 
 

𝐹𝑜𝑀4 =
𝑃𝐷𝐶

𝑁 ⋅ 𝑓𝑐 ⋅ 𝑆𝐹𝐷𝑅 ⋅
𝑓𝐼𝐼𝑃3
𝑓𝑐

= 
𝑃𝐷𝐶

𝑁 ⋅ 𝑆𝐹𝐷𝑅 ⋅ 𝑓𝐼𝐼𝑃3
 

(4.19) 

However, this is only appropriate if the IIP3 gets approximately linearly worse with 

frequency, which is true in [105], but is in general not true. Typically, IIP3 will have 

a relatively flat characteristic at lower frequencies, and it is not until it gets close to 

the cut-off frequency that it rapidly deteriorates. 

In addition to this, all the presented FoMs scale linearly with filter order. This 

makes sense from a pure power consumption perspective, but an increase in order 
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will also reduce the dynamic range, since each stage contributes noise and non-

linearity, and causes more peaking due to nodes with higher Q at higher filter order. 

So, if two filters have similar FoM at the same IIP3 frequency, the filter with the 

highest order should be considered better.  

Another note is that none of proposed FoMs consider out-of-band (OOB) IIP3, 

only in-band (IB) IIP3, despite that OOB-IIP3 is usually more relevant to filter 

design for receivers, since the interferers will typically be outside the channel 

bandwidth. In fact, most published works on multi-GHz filters in the literature do 

not even present the OOB-IIP3. 

Passive integrated filters 

Until this point, we have discussed active filters and their shortcomings. Passive 

filters, on the other hand, consume no power, are noiseless (assuming lossless 

inductors and capacitors), and are perfectly linear (except if there are nonlinear 

capacitances or inductances). So why do we not always use passive filters? 

 
Figure 51: Impact of finite 𝑄𝐿 for a 5th-order 200-MHz Butterworth filter. 

Assume that we want to design a 5th-order Butterworth baseband filter for a 5G 

FR2 transceiver, with a cut-off frequency of 200 MHz and 50-Ω input and output 

impedances. The inductors would then be 64.4 nH. Not only would implementing 

such an inductor on-chip occupy a very large chip area, but the quality factor of an 

integrated inductor, 𝑄𝐿, will be very limited at such low frequencies. Similar to how 

the finite output resistance of a transconductor distorts the transfer function, so will 

a low 𝑄𝐿, in particular for filters with high-𝑄 poles. Fig. 51 shows a sweep of 𝑄𝐿 

for a 200-MHz, 5th-order Butterworth filter. As seen in the figure, a limited 𝑄𝐿 

causes both losses at low frequency and a droop in the transfer function. Even for 

𝑄𝐿 = 10, a completely unrealistic value to achieve at these frequencies, these effects 

can still be observed to some degree. A passive filter would therefore have to be 

implemented off-chip, greatly adding to the cost. For this reason, baseband filters 

have almost exclusively been implemented as active integrated filters in mobile 
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communication transceivers. It is not until the latest releases of 5G, with channel 

bandwidths up to 2 GHz, and WiGig/IEEE 802.11ad, with a bandwidth of 2.16 GHz,  

that examples of integrated passive lowpass filters have been published [124] [125] 

[126].   

If we then consider a multi-GHz baseband filter for sub-THz 6G communication, 

the situation changes drastically. If we design the Butterworth filter as above, but 

target a cut-off frequency of 4.7 GHz, each inductor will instead have a value of 

2.74 nH, a much more reasonable value to integrate on-chip. The achievable 𝑄𝐿 is 

also significantly higher at these frequencies. It is therefore reasonable to assume 

that we will see an increase in popularity of passive baseband filters in the years to 

come. 

Compact differential passive filters 

 

Figure 52: Overlapping inductor used in (a) [124] and (b) Paper IV. 

Considering the 4.7-GHz Butterworth filter mentioned above, using separate 

inductors would require a chip area of approximately 0.16 mm2 for a differential 

filter. This is still quite a bit larger than the typical area of active filters with similar 

cut-off frequencies, which ranges approximately from 0.01 mm2 to 0.10 mm2. As 

was pointed out in Chapter 2, the area of the chip is critical in sub-THz antenna 

arrays, so it should be minimized. To make the footprint smaller, we can, in the case 

of a differential filter, utilize mutual inductance. This is done in [124], where two 

1.5-turn inductors are intertwined, but not overlapping, see Fig. 52a. To make the 

inductive coupling even stronger, the inductors can be placed so that they 

completely overlap, see Fig. 52b, which is what we use in Paper IV. Furthermore, 

by doing this, it is easier to use more turns, making the design even more compact. 

By using this technique, the final footprint of the 4.7-GHz Butterworth filter is 

reduced to just 0.07 mm2. The measured transfer function of this filter is shown in 

Fig. 53a. The filter follows the ideal transfer function well with two exceptions: a 

droop in the passband and a peaking behavior in the stopband. The former is due to 

a combination of limited 𝑄𝐿 and so-called skin effect [92], which causes the resistive 

losses to increase with increasing frequency, and the latter is due to parasitic 

capacitances in the inductors, as will be discussed more in detail later. 
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Figure 53: Measured and simulated transfer function of the compact filter in Paper IV. (a) 

Differential mode. (b) Common mode (simulated only). 

One drawback of this compact filter is that it relies on differential signals to 

achieve the correct inductance. For a common-mode signal, the currents will flow 

in opposite directions in the overlapping metal traces, cancelling most of the 

magnetic fields and thereby lowering the inductance significantly. Fig. 53b shows 

the simulated common-mode transfer function, and as seen, no significant filtering 

occurs below 15 GHz. 

 

Input impedance and input buffer 

The filters described so far have been designed for a 50-Ω input and output 

impedance, which is the typical value if the filter is supposed to interface with off-

chip components. However, since this filter is supposed to be on-chip, and interface 

with other on-chip components, the designer is free to choose impedance. In a 

current-mode receiver or transmitter, the relatively low input impedance assumed 

so far is typically not an issue since the stage before the filter can be designed for 

this. An example of this is seen in [125], where a 3rd-order elliptic filter is placed 

after a current-mode passive mixer. The equivalent output resistance of the mixer, 

which also becomes the source resistance for the filter, is only 87 Ω. In a voltage-

mode transmitter or receiver, on the other hand, a high input impedance is 

preferable, since a low input impedance would be very hard to drive for the previous 

stage. But increasing the input and output impedance also increases the values of 

the inductances by the same ratio, which in turn means a larger area. Given that the 

main drawback of passive filters is the area, this is not an attractive solution. The 

other option is to use an input buffer with high input impedance, as for instance done 

in [124]. This buffer will of course consume power and limit the dynamic range of 

the filter. The question is then, can a multi-GHz passive filter with an input buffer 

still perform better than an active filter with similar cut-off frequency? 
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Figure 54: Input buffer for a passive filter.  

One way of implementing a high-input, low-output impedance buffer is to use an 

open-loop transconductance amplifier followed by a resistive shunt feedback stage, 

see Fig. 54. It is easy to show that the output impedance, neglecting the output 

resistance of the amplifiers, will be: 
 

𝑍𝑜 =
1 + 𝑠𝐶𝑖𝑛𝑅𝑓

𝐺𝑚2 + 𝑠𝐶𝑖𝑛
 (4.20) 

For low frequencies, this can be approximated as 𝑍𝑜 ≈ 1/𝐺𝑚2. Thus, we simply 

scale the second amplifier so that 𝐺𝑚2 = 1/50 S to get the correct 50Ω impedance. 

By shorting the output, the low frequency transconductance can be calculated as: 
 

𝐺𝑚,𝑡𝑜𝑡 =
𝑖𝑜
𝑣𝑖
= 𝐺𝑚1(1 − 𝑅𝑓𝐺𝑚2) (4.21) 

The unloaded voltage gain is then given by: 
 

𝐴𝑉 = 𝐺𝑚,𝑡𝑜𝑡𝑍𝑜 ≈
𝐺𝑚1
𝐺𝑚2

(1 − 𝑅𝑓𝐺𝑚2) (4.22) 

If we then make 𝑅𝑓𝐺𝑚2 ≫ 1, this simplifies to: 
 𝐴𝑉 ≈ −𝑅𝑓𝐺𝑚1 (4.23) 

Assuming that the source and load resistances are the same in the filter, we get a 0 

dB passband magnitude by setting 𝐴𝑉 = −2. 

This buffer was implemented, with transconductors replaced with inverters, and 

simulated with the compact filter described above in Paper IV. The average in-band 

noise was 2.8 nV/√Hz, worst-case in-band IIP3 3.2 dBV, and the OOB IIP3 varied 

between -1.9 and 2.6 dBV, while consuming 8.5 mW from a 0.8 V supply. This 

gives an 𝐹𝑜𝑀2 = 2.45 aJ. To the author’s knowledge, this outperforms all published 

multi-GHz active filters by at least an order of magnitude. This is an expected result, 

since the number of active devices contributing to noise and nonlinearity are much 
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fewer than for a fully active filter. Additionally, the buffer only has to deal with 

peaking in nodes X and Y in Fig. 54, which have less peaking than the nodes inside 

the filter. In fact, the peaking for the first node in a Butterworth filter does not occur 

until after the cut-off frequency. This is why the buffered filter has better in-band 

IIP3 than OOB IIP3. 

Since the buffer only has to deal with the peaking in the first filter node (and the 

peaking it is causing in node X due to the feedback through 𝑅𝑓), it is only weakly 

dependent on the order of the filter. That is, we could add another inductor stage, 

creating a 7th order filter, and the performance of the buffer would barely change. If 

we do the same in an active filter, the power consumption, noise, and nonlinearity 

would all increase, meaning that the case for passive filters in multi-GHz 

applications is even stronger for high-order filters. 

An input buffer can also be beneficial if the filter should be tunable. If we want 

to tune 𝑓𝑐 by a factor 𝑥 while keeping the source and load resistances constant and 

retaining the filter characteristic, we must scale all inductances and capacitances by 

a factor 1/𝑥. However, as noted in Chapter 3, while tuning capacitances is 

commonly done, tuning inductances can be very difficult, especially if the 

overlapping inductor described in the previous section is used. But if we instead 

scale the source and load resistances by a factor 𝑥 and the capacitances by 1/𝑥2, 

while keeping the inductance constant, we achieve the same effect. From Eq. (4.20), 

we observe that the buffer source resistance can be scaled by changing 𝐺𝑚2. This 

can for instance be done by switching in and out unit cell transconductances. 

 Capacitive cancellation 

The behavior of on-chip inductors differs, unfortunately, significantly from an ideal 

inductance due to parasitics. A common model of an on-chip inductor is shown in 

Fig. 55a [92]. One of the most important parasitics for filter design is 𝐶𝑝, which 

models inter-turn capacitance. This capacitance will cause zeros in the stopband, 

limiting the achievable attenuation.  

 
Figure 55: (a) Typical lumped model of an inductor. (b) Capacitive cancellation of 𝐶𝑝. 
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Fortunately, these capacitances can easily be dealt with in a differential filter 

[127]. By cross-coupling capacitors 𝐶𝐶 as shown in Fig. 55b, we get a differential 

voltage gain as follows: 
 

𝐴(𝑠) =  
1 + 𝑠2𝐿(𝐶𝑝 − 𝐶𝐶)

1 + 𝑠
𝐿
𝑍
+ 𝑠2𝐿(𝐶𝑝 + 𝐶𝐶)

 (4.24) 

where 𝑍 is the load impedance seen by the inductor. If we set 𝐶𝐶 = 𝐶𝑝, Eq. (4.24) 

simplifies to: 
 

𝐴(𝑠)|𝐶𝐶=𝐶𝑝 =
1

1 + 𝑠
𝐿
𝑍
+ 𝑠22𝐿𝐶𝑝

=
𝑍

𝑍 + 𝑠𝐿 + 𝑠22𝐿𝐶𝑝𝑍
 (4.25) 

The zero is now gone, and the voltage gain is very similar to the ideal transfer 

function, only differing by a term 𝑠22𝐿𝐶𝑝𝑍 in the denominator. 

The ultra-compact filter presented earlier also suffers from limited stopband 

attenuation, as seen in Fig. 53a. However, the approach described above does not 

work here. This is because the dominant parasitic is not the inter-turn capacitance 

in each inductor, but rather the capacitances between the overlapping inductors. In 

Paper V, we developed a lumped model of the overlapping inductors, which, using 

nodal analysis, revealed that two zeros and two high-Q poles were responsible for 

the stop-band peaking, see Fig. 56a. Note that 𝐶𝑝 here models the overlapping 

parasitic capacitance between the sub-inductors, not the inter-turn capacitance. 

Furthermore, the analysis showed that by placing a capacitor 𝐶𝐶 = 4𝐶𝑝 between 

approximately the midpoint and output of each sub-inductor, the two poles and high-

Q poles could be neutralized, also shown in Fig. 56a. Fig. 56b shows the voltage 

gain of the lumped model and electro-magnetically (EM) simulated overlapping 

inductor, with and without 𝐶𝐶. Clearly, 𝐶𝐶 greatly improves the stopband behavior. 

 
Figure 56: (a) Lumped model with capacitive cancellation. (b) Voltage gain without (solid) and with 

(dashed) 𝐶𝐶. 
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However, when the technique was applied to the full filters, the results were not 

as good as expected. This is due to magnetic coupling between the two inductor 

pairs. To reduce this, the inductors were redesigned using an 8-shape [128] [129], 

see Fig. 57a. This greatly improved the transfer function, as seen in Fig. 57b, with 

an increased attenuation of at least 20 dB between 22 and 36 GHz. 

 
Figure 57: (a) 8-shaped overlapping inductor. (b) EM simulated filter. 
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Chapter 5 

 

Conclusions and Future Work 

The use of mm-wave carrier frequencies, beamforming, and large signal bandwidths 

in 5G and 6G have created both new challenges and opportunities for circuit 

designers. This thesis has presented both system-level and circuit-level 

considerations and solutions for these applications.  

The large number of antenna elements used in the beamforming transceiver arrays 

makes for a very complex system design, with multiple architectural choices to be 

made. Given the complexity, it can be hard to accurately predict the impact of 

various circuit non-idealities and how it correlates with the architecture. Therefore, 

a simulation testbench for large beamforming arrays has been developed in 

Simulink and MATLAB. The novelty of the testbench is its ability to simulate 

relatively large systems, while also modelling the non-idealities of individual circuit 

blocks. It can therefore be used for comparing different system architectures and 

choices, and also for extracting circuit level specifications on each circuit block for 

a specific system architecture. Such specifications can for instance be LO phase 

noise levels, noise figure and linearity of any amplifier and mixer, phase shifter 

resolution and accuracy, and sharpness and cut-off frequency of baseband filters.  

The design of mm-wave frequency generation entails multiple problems, such as 

tuning circuitry with low quality factor, high sensitivity to PVT variations, and poor 

quadrature accuracy. For antenna arrays, one also must consider how to distribute 

the LO signal, since routing mm-wave signals over long distances will cause 

significant power losses. With these problems in mind, two frequency generation 

schemes for the 28-GHz band have been designed, both based on injection-locked 

frequency triplers and with a focus on automatic calibration. One is intended for 

sliding-IF transceivers, while the other is for direct-conversion. Both utilize phase 

detectors for their automatic calibration, where in the former, the phase detector 

measures the applied phase shift, while in the latter, it is the quadrature phase error 

that is measured. In both cases, the phase detectors can also be used to detect if the 

circuitry has obtained injection-lock. The automatic calibration makes both circuits 

very robust with regards to PVT variations, which otherwise is a major problem 

when using injection-locking, while the use of frequency triplers greatly simplifies 

the clock distribution in large antenna arrays. 
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With the anticipated use of multi-GHz signal bandwidths for some 6G 

implementations, baseband filter design becomes a key challenge. Two integrated 

baseband filters, one active Gm-C filter and one passive filter, have therefore been 

designed for such bandwidths. While the active filter achieves state-of-the-art 

performance among comparable filters, it is greatly outperformed by the passive 

filter. By utilizing mutual inductance between the differential filter halves, the main 

drawback of using a passive filter, the large chip area, is minimized. However, 

capacitive coupling between the overlapping inductors caused stopband peaking in 

the filter response. To mitigate this, a capacitive cancellation technique was 

developed, and the inductors were redesigned using an 8-shape to reduce magnetic 

coupling between them. Given the excellent performance, it is likely that we will 

see a significant increase in the popularity of integrated passive filters for future 

multi-GHz bandwidth wireless applications.  

Building upon the research presented in this thesis, many topics for future 

research can be identified: 

• The testbench presented in Paper II can be used to further investigate the 

impact of analog non-idealities on large beamforming receivers. For 

instance, the optimum ADC resolution is a highly debated topic in the 

literature, which hopefully is a topic the testbench can help shed some light 

on. Additionally, the testbench can be expanded to also cover transmitters. 

• Further investigations of the quadrature frequency tripler in Paper III, as 

exactly what happens when the I oscillator is not locked is not fully 

understood yet. Interestingly, the phase detector outputs a negative voltage 

both if 3𝑓𝑖𝑛𝑗 < 𝑓0 − 𝑓𝐿 and if 3𝑓𝑖𝑛𝑗 > 𝑓0 + 𝑓𝐿. This means that the 

quadrature phase error has the same sign in both cases, which is also 

confirmed by simulations. Intuitively, one would expect the sign to be 

different for the two cases, since the injected signal is pulling the I oscillator 

in different directions. 

• By combining the techniques in Paper I and Paper III, a quadrature LO 

phase shifter suitable for direct-conversion receivers could be developed.  

• The proposed capacitive cancellation technique to improve the stopband 

performance of passive filters in Paper V should be tested and verified on 

silicon. It could also be of interest to place multiple filters in close proximity 

to each other, to investigate potential effects of magnetic coupling between 

them when used in a phased array system.  

• The input buffer for the passive filter in Paper IV should also be tested on 

silicon to properly compare its performance with active filters. 

Additionally, if some peaking in the buffer transfer function can be 

introduced, it could potentially counteract the droop of the passive filter. 
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Abstract
This paper presents an LO phase shifter with frequency tripling for 28-GHz 5G transceivers. The phase shifting and frequency 
tripling are achieved using an injection-locked oscillator and injection-locked frequency tripler, respectively. A phase detec-
tor based on third harmonic mixing is also implemented and is used to detect the applied phase shift, supporting automatic 
calibration of the phase shifter. Additionally, an algorithm to automatically tune the oscillators to their respective locking 
frequency is presented. To test the phase shifter, a 24–30-GHz sliding-IF receiver is implemented. Simulations show that a 
> 360◦ tuning range over the full 24–30 GHz span is achieved, with a gain variation of 0.11 dB or less, and that the phase 
detector has an rms phase error of < 2.5◦ . The circuit is implemented in a 28nm FD-SOI CMOS process and the entire chip 
measures 1080 μm × 1080 μm , including pads, and consumes 27–29 mW from a 1 V supply.

Keywords  Beamforming · mmWave · Phase shifter · Frequency multiplier · Injection locking

1  Introduction

To account for the ever-increasing needs for mobile data, 
the fifth generation of cellular network technology (5G) has 
enabled the use of mm-wave frequencies for mobile com-
munication, i.e., frequencies between 30 and 300 GHz. Since 
the mm-wave spectrum is mostly unoccupied, very large 
bandwidths can be allocated to each user [1]. For instance, 
the first commercial bands operating at 24–30 GHz and 
37–43.5 GHz offer up to 400 MHz of bandwidth per user, 
enabling unprecedented data rates in mobile communication 
[2]. However, the mm-wave communication suffers from sig-
nificantly higher path loss than its sub-6GHz counterpart [3].

This necessitates the use of antenna arrays, see Fig. 1, in 
which tens to hundreds of antenna elements are used to focus 
the transmitted or received power in a certain direction, in 
a process called beamforming, thus greatly improving the 
achievable communication distance [4]. The direction of 
the main beam, or lobe, can be controlled by applying an 

appropriate phase shift to each antenna element signal. In 
addition to the main lobe, there will be nulls, where the sig-
nal is completely canceled, and sidelobes, see Fig. 1.

The phase shift can either be implemented in the digital 
domain, referred to as digital beamforming, in the analog 
domain, referred to as analog beamforming, or in both 
domains, referred to as hybrid beamforming [5]. Digital 
beamforming results in the highest system capacity, since 
all degrees of freedom can be utilized in the channel, but it 
also requires a full RF chain and a data converter for each 
antenna element, causing high power consumption [1]. On 
top of this, it requires extremely fast digital signal processing 
due to the huge amount of data generated, further increasing 
the power consumption.

Analog beamforming, on the other hand, only requires a 
single data converter, significantly reducing the power con-
sumption. However, this means that only a single beam can 
be created at the time, resulting in a poor utilization of the 
frequency spectrum resources [5].

Hybrid beamforming has proven to be an efficient middle 
ground for mm-wave communication, almost reaching the 
system capacity of digital beamforming, while consuming 
less power [5, 6]. Thus, analog phase shifters are typically 
required for mm-wave communication. For simplicity of dis-
cussion, the rest of this paper will focus on phase shifting 
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in receivers. However, in general, the same concepts apply 
equally well to transmitters.

The analog phase shift can be applied to the received 
signal at baseband (BB), at mm-wave frequencies, or to the 
local oscillator (LO) signal of the mixers [7]. The major 
benefit of mm-wave phase shifting is that the signals are 
combined before they are down-converted. This means that 
only a single mixer is required, making the LO signal routing 
very simple. However, the phase shifter and combiner must 
operate at mm-wave frequencies, resulting in high power 
consumption and/or losses, and any amplitude-variation 
with phase setting will directly affect the signal. IF/BB phase 
shifting also suffers from this direct relation between phase-
shifter gain and signal amplitude, but is typically easier to 
implement due to the lower operating frequency. LO phase 
shifting has, due to the weak relation between mixer gain 
and LO amplitude, a much lower sensitivity to amplitude-
variations of the phase shifter. Both IF/BB and LO phase 
shifting require one mixer per antenna element, complicating 
the LO distribution, especially for very large arrays. How-
ever, much research has recently focused on combining a 
large number of smaller integrated circuits (ICs), each with 
a limited number of antenna elements, in a so-called tiled 
approach, thereby improving yield and modularity while 
reducing cost [4]. This means that the penalty of using LO 
or IF/BB phase shifting in terms of LO distribution becomes 
less significant compared to mm-wave phase shifting and 
combining.

An important aspect of an analog phase shifter is phase-
amplitude control orthogonality, that is, it should be possible 
to control the amplitude and phase of each antenna element 
independently [8]. If the amplitude of each antenna element 
can be controlled prior to combining the signals, tapering 
can be used to reduce the amplitude of the sidelobes, at the 
cost of widening the main beam [9]. However, the sidelobe 
suppression will be limited by the phase resolution of each 
phase shifter. In [8], it is shown that for an 8x8 antenna 
array, the sidelobe suppression will degrade by about 5 dB 
if the phase shifters have a resolution of 22.5◦ , compared 
to using phase shifters with infinite resolution. Phase shift-
ers with 5 ◦ resolution, on the other hand, only degrade the 
sidelobe suppression by about 1 dB. Interestingly, in both 
cases, the beam direction resolution is less than 1 ◦ when 
non-uniform phase settings are used.

Phase-amplitude control orthogonality is also important 
for the achievable peak-to-null ratio. If the amplitude var-
ies with varying phase setting, or vice versa, the signals 
will not perfectly cancel in the null direction. The same 
is true if the actual phase shift deviates from the desired 
phase setting. In [10], it is shown that to achieve a 30 dB 
peak-to-null ratio in a four-element array, the rms phase 
error and amplitude variation must be less than 2◦ and ±1.5 
dB, respectively.

Due to process, voltage, and temperature variations, 
this kind of performance is typically only achieved with a 
time-consuming and costly manual calibration. To speed 
up that process or even completely circumvent it, several 
designs with with either built-in self-tests (BIST), auto-
matic calibration schemes or very robust design, requiring 
little to no calibration, have been proposed [10–15]. Wu 
et al. [10, 11] achieve excellent phase accuracy and ampli-
tude stability with automatic calibration, but the phase 
resolution is limited to 22.5◦ . On the other hand, Inac 
et al. [12] uses a BIST and achieves a phase resolution of 
11.25◦ , but the rms phase error is about 4 ◦ . Yin et al. [13] 
implements phase shifters with a resolution of 5.6◦ that 
only requires calibration at one frequency to cover all of its 
intended frequencies (23.5–29.5 GHz), but the amplitude 
variation and phase error is still 1.1 dB and 4.8◦ , respec-
tively. [14] claims a design robust enough to not require 
any calibration. However, while the design does achieve 
an uncalibrated phase resolution and amplitude variation 
of less than 6.1◦ and ± 0.8 dB, respectively, the phase 
error is significant. While not explicitly stated, based on 
the presented plots it appears to be several degrees. Lastly, 
[15] achieves an extraordinary rms phase error of 0.08◦ 
and rms amplitude error of 0.01 dB after automatic cali-
bration, with a phase resolution of 0.05◦ . However, their 
calibration is based on connecting each transmitter output 
to each receiver input through switches, degrading noise 
performance and potentially causing cross-talk. For some 
frequencies, their noise figure (NF) is as high as 11 dB 
with a gain of − 3 dB, meaning that any circuitry added at 
the baseband will severely degrade the NF. Additionally, 
it severely complicates the layout.

In this work, a 24–30 GHz LO phase shifter intended 
for a hybrid beamforming array is presented, see Fig. 2. 
The phase shift is accomplished using an injection-locked 
oscillator (ILO) followed by an injection-locked frequency 
tripler (ILFT), similar to the work in [10, 11]. A phase 
detector (PD) is added for built-in measurements of the 
phase shift and to automatically find the frequency control 
settings to lock the ILO and ILFT. Additionally, a 28-GHz 
receiver is implemented to verify the performance of the 
phase shifter. This paper is an extended version of the 
work presented in [16].

Fig. 1   A beamforming antenna array
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2 � Injection‑locked phase shifter and phase 
detector

If an oscillator with a free-running oscillation frequency f
0
 is 

injected with a signal at frequency finj , the oscillator can be 
forced to oscillate at frequency finj [17]. The oscillator is then 
said to be injection-locked. Injection-locking will occur if the 
difference between f

0
 and finj is smaller than the one-sided 

locking range fL , given by [18]:

where Q is the quality factor of the resonator in the oscilla-
tor, and Iinj and Iosc are the magnitudes of the injected and 
free-running oscillation currents, respectively.

Since the injection-locked oscillator (ILO) will not oscillate 
at the resonance frequency of its tank, the ILO output must be 
phase-shifted relative to the injected signal in order to sustain 
a 360◦ phase shift when going through the oscillator loop [18]. 
This phase shift can be approximated by [18]:

Thus, by changing the free-running frequency of the ILO, 
for instance by using a varactor, this phase shift can electron-
ically be controlled. An issue with this approach is that Eq. 2 
is limited to phase shifts of up to ± 90

◦ , while for a phased 
array, phase shifts of up to ± 180

◦ are required. This can be 
solved by using a frequency tripler [10, 19], which also tri-
ples the phase shift, extending the achievable phase shift to 
± 270

◦ . The frequency tripler can also be implemented as an 

(1)
fL =

f
0

2Q
⋅

Iinj

Iosc
⋅

1√
1 −

I2
inj

I2
osc

,

(2)Δ� ≈ arcsin

(
f
0
− finj

fL

)

injection-locked oscillator, but with a resonance frequency 
three times that of the phase-shifting ILO, so that it locks to 
the third harmonic of the injected signal.

In addition to improving the phase shifting range, using a 
tripler has two added benefits, both related to that the central 
PLL seen in Fig. 2 only needs to operate at 1/3 of the final 
frequency. Firstly, it makes the frequency distribution more 
power efficient, since lower frequency means less losses 
[20], thus requiring less buffering. The buffers themselves 
will also be more power-efficient at lower frequencies. Sec-
ondly, the phase noise will improve. This is because the 
phase noise of ILO will ideally follow the phase noise of 
the PLL, while the frequency tripler will follow the phase 
noise of the ILO, multiplied by a factor 3 2 , corresponding 
to an addition of 9.5 dB [10]. Since VCOs, due to poor var-
actor quality factor, typically have worse figure-of-merit at 
higher frequencies, a PLL operating at the final frequency 
would most likely have worse phase noise performance than 
a PLL operating at one-third of the frequency followed by 
a frequency tripler.

If a single PLL is used for multiple ILOs and ILFTs, as 
in Fig 2, the phase noise in each antenna element path will 
be correlated inside the injection-locked bandwidth of the 
oscillators. While correlated noise is typically something to 
be avoided in circuit design, it may actually be an advantage 
in multi-user beamforming applications [21]. This is because 
correlated phase noise will affect the phase of each antenna 
element signal the same, causing the relative phase differ-
ence between antenna elements to be unaffected, thus not 
impacting the shape of the beams and nulls. On the other 
hand, uncorrelated phase noise will affect the phase of each 
antenna element signal differently, thus distorting the shape 
of the beams and nulls.

Figure 3 shows our proposed architecture for the LO 
phase shifter with frequency tripling and phase detection. 
It comprises an ILO, an ILFT, a polyphase filter (PPF), a 
phase detector, two ADCs, two DACs, and a DSP. Note that 
the converters and DSP are not implemented in this work. 
A 6–7.5-GHz external clock is injected into the ILO, which, 
assuming that injection-locking occurs (more on that later), 
adds a phase shift � . This signal is then injected into the 
ILFT, which outputs an 18–22.5-GHz signal with a phase 

Fig. 2   LO beamforming receiver architecture

Fig. 3   Architecture of the proposed LO phase shifter
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shift of � = 3� + � , where � is the phase shift added by the 
ILFT, relative to the initial clock. The external clock is also 
injected into a PPF, generating quadrature signals, CLK, I 
and CLK, Q. These quadrature clock signals and the ILFT 
output are then fed to the phase detector.

The phase detector is implemented as two Gilbert mixers, 
one for the I-signal and one for the Q-signal, see Fig. 4. The 
output from the ILFT is fed to the common source transis-
tors M

1
 and M

2
 , while the output from the PPF is fed to the 

commutating pairs, M
3
–M

6
 . The commutating pairs are sized 

so that the current is completely steered from one branch to 
the other, creating a large third harmonic. This third har-
monic mixes with �ILFT and, assuming that the current in 
each commutating pair is a perfect square wave and only 
accounting for the third harmonic, results in an output:

where gm1 is the transconductance of M
1
 and M

2
 , RL is the 

load resistor, and VFT is the output amplitude of the fre-
quency tripler.

After low-pass filtering the two outputs and converting 
them to digital signals using the ADCs, the phase can, using 
simple digital processing, be calculated as:

(3)
vPD,I =gm1RLVFT cos(3�clkt + �)

4

3�
cos(3�clk)

=
2

3�
gm1RLVFT (cos(�) + cos(6�clk + �)),

(4)
vPD,Q =gm1RLVFT cos(3�clkt + �)

4

3�
sin(3�clk)

=
2

3�
gm1RLVFT (sin(�) − sin(6�clk + �)),

Based on this phase measurement, the ILO can then be tuned 
with a DAC to achieve the desired phase shift without any 
further calibration, see Fig. 3.

However, this only works if the ILO and ILFT are injec-
tion-locked, but the phase detector can also be used to auto-
matically tune the oscillators to achieve lock. The following 
example, in which the oscillators are tuned to lock to an 
injected signal with frequency �clk , illustrates this. 

1.	 Initially, the free-running frequencies of the ILO ( �ILO ) and 
the ILFT ( �ILFT ) are tuned to their lowest settings, i.e. the 
varactor voltages Vtune,ILO and Vtune,ILFT are set to 0 V.1 This 
means that 𝜔clk > 𝜔ILO and 3𝜔clk > 𝜔ILFT , see the top part 
of Fig. 5(a). This means that in the phase detector, �clk,I and 
�clk,Q are mixed with �ILFT . Since �ILFT is not a harmonic 
of �clk , no DC output will be generated in the PD and thus 
vPD,I – vPD,Q ≈ 0 V, see Fig. 5(a).

2.	 Next, Vtune,ILO is increased, shifting �ILO up in frequency, 
see Fig. 5(a). With Vtune,ILO = 0.2 V, locking of ILO has 
yet to occur, and the PD still outputs close to 0 V.2 
But when Vtune,ILO reaches about 0.3V, the ILO locks, 
see Fig. 5(b). This drastically increases the amplitude 
of the signal at �clk that is injected into ILFT, which 
in turn means that a significant portion of this signal 
leaks through the ILFT to the PD, creating a DC output 
when mixed with �clk,I and �clk,Q , see the bottom part 
of Fig. 5(b). Thus, when vPD,I – vPD,Q starts to diverge 
significantly from 0V, the ILO is locked.

3.	 Lastly, the ILFT needs to be tuned. For optimum perfor-
mance, 3�clk should be exactly equal to �ILFT , since this 
gives the highest amplitude. Combining the low-pass 
filtered results from (3) and (4) with the Pythagorean 
identity gives: 

 That is, 
√

v2
PD,I

+ v2
PD,Q

 will be proportional to VFT  , 

which, as noted above, reaches its peak value when 
3�clk = �ILFT  .  Thus,  Vtune,ILFT  i s  swept  unt i l √
v2
PD,I

+ v2
PD,Q

 is maximized, see Fig. 5(c).

(5)� =

⎧
⎪⎨⎪⎩

arctan

�
vPD,Q

vPD,I

�
, if vPD,I ≥ 0

arctan

�
vPD,Q

vPD,I

�
+ 180

◦
, otherwise

(6)
√

v2
PD,I

+ v2
PD,Q

=
2

3�
gm1RDVFT

Fig. 4   Schematic of the I-part of the phase detector

1  The final design also incorporates switched capacitors, but for sim-
plicity, only varactors are included in this example.
2  vPD,I–vPD,Q will not be exactly 0 V due to a small portion of the 
injected signal’s fundamental tone leaking through the ILO and the 
ILFT and mixing with the PPF output.



5Analog Integrated Circuits and Signal Processing (2023) 114:1–11	

1 3

Since the phase can be tuned continuously with a varactor, 
the phase resolution will only be limited by the resolution of 
the ILO DAC. The phase detector ADCs will similarly cause 
a phase error due to the quantization noise. This leads to the 
question, what are the ADC and DAC resolutions required 
to make the quantization effects negligible, and what power 
consumption can be expected for the converters? We start by 
analyzing the DAC controlling the ILO. Simulations show 
that the steepest slope for phase vs Vtune,ILO is about 1.5◦/
mV. Since the phase gets tripled in the ILFT, the resulting 
slope will be 4.5◦/mV. Assuming a full-range voltage of 1V, 
this corresponds to a minimum DAC resolution of 12 bits 
to achieve about 1 ◦ resolution. Since only a DC voltage is 
required to control the phase, the sampling rate of the DAC 
only has to be high enough for the beam to track a moving 
target, which requires phase update intervals on the order 
of milliseconds [22]. In [23], a 12-bit DAC with a 112 kS/s 
sample rate is presented. The DAC consumes 50.8 μW , 
while occupying an area of only 270 μm2 . Thus, the ILO 
DAC can be implemented with negligible impact on the total 
power consumption and area of the LO generation circuit, 
while achieving a worst-case phase resolution of about 1 ◦ 
and more than sufficient phase update rate.

The ILFT DAC needs a resolution of about 1 mV, or 10 
bits, to find the optimal tuning voltage of the tripler. The 
speed of the ILFT DAC is more relaxed than for the ILO 
DAC, since this voltage will not change with phase setting, 
and thus only has to be fast enough to counteract any drift in 
free-running oscillation frequency. Thus, the power and area 
consumption will be even smaller than for the ILO DAC.

The ADCs will cause phase errors due to quantization 
noise, which can easily be investigated using MATLAB or 

similar software, by simply quantizing the ideal VPD,I and 
VPD,Q signals for phases varying from 0 ◦ to 360◦ . Then, by 
comparing arctan(VPD,Q,quant∕VPD,Q,quant) to the initial phase, 
the phase error for various ADC resolutions can be found. 
Figure 6 shows the rms phase error versus number of bits of 
the ADC. As seen, for resolutions above 9 bits, the rms error 
will be less than 0.1◦ , assuming full-swing input to the ADC. 
The sampling rate should be on the same order as the DAC. 
As an example of an ADC that can be used, in [24], a 10 
MS/s calibration-free ADC with 11 effective number of bits 
(ENOB) is presented, consuming 0.41 mW and occupying 
0.04mm2 . Reducing the rate to kS/s should provide signifi-
cant power reductions, making the impact of the ADCs on 
the total power consumption negligible.

Another source of phase error is mismatch in the PPF 
and between the I- and Q-part of the phase detector. To 
investigate this, a 500-samples Monte Carlo simulation was 

Fig. 5   Scheme for using the PD to detect injection-lock for both the 
ILO and the ILFT. a Vtune,ILO starts at 0V and is continuously 
increased, which increases �ILO . b Vtune,ILO reaches a high enough 

value to achieve lock, causing vPD,I and vPD,Q to diverge. c Vtune,ILFT is 
then swept until 

√
v2
PD,I

+ v2
PD,Q

 reaches its peak value
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Fig. 6   Rms phase error due to ADC quantization versus number of 
ADC bits
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performed. Figure 7 shows the resulting histogram of the 
phase offset. As seen, the rms phase error is about 0.45◦ . 
This error is uncorrelated with the phase error due to the 
ADCs, and will dominate the total random phase error, 
which will be about 0.5◦ . There is, however, also a determin-
istic phase error due to unwanted mixing that will dominate 
the total phase error of the circuit, as will be seen in Sect. 4.

3 � Circuit implementation

The LO phase shifter is implemented in STMicroelectron-
ics’ 28 nm FD-SOI CMOS process and uses a 1 V supply. 
To properly load the phase shifter and test its capabilities, a 
24–30 GHz sliding-IF receiver is also implemented. Figure 8 
shows the block schematic of the full circuit.

3.1 � LO phase shifter

The implemented LO phase shifter consists of an ILO, a 
peak detector, an ILFT, a polyphase filter followed by digital 
logic to generate 25% duty cycle pulses, a PD, and a buffer, 
as seen in Fig. 8. The ILO is implemented as a regular dif-
ferential cross-coupled LC oscillator, but with two additional 

injection transistors, see Fig. 9. Using five unary-weighted 
switched capacitor cells and a varactor, a tuning range 
between 5.6 and 8.4 GHz is achieved. The varactor is sized 
so that its tuning capacitance is considerably larger than the 
capacitance step of one switched capacitor cell. This is done 
so that a ± 60

◦ phase shift can be achieved using only the 
varactor, no matter the frequency. If the gates of the cur-
rent sources M

3
 and M

6
 would have been connected to fixed 

DC voltages, the ILO output amplitude would vary signifi-
cantly with phase setting, since a large phase shift would 
correspond to the oscillator operating far from its resonance 
frequency. This would in turn cause the ILFT amplitude and 
therefore also the RX gain and noise figure to vary with 
phase setting. To counteract this, M

3
 and M

6
 are instead 

connected to the output of the peak detector, VPEAK , which 
regulates the ILO amplitude to be almost constant. While it 
would be enough to only connect M

3
 to the peak detector to 

obtain constant amplitude, the Iinj∕Iosc ratio, and thereby also 

Fig. 7   Phase detector error due to mismatches

Fig. 8   Block diagram of the 
full circuit. Differential signals 
drawn as single lines for 
improved readability

Fig. 9   Schematic of the injection-locked oscillator
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fL , is kept approximately constant by also connecting M
6
 to 

VPEAK . Otherwise, there would be a risk of losing injection-
lock for certain phase settings. The peak detector is based 
on the design presented in [25] and is shown in Fig. 10. 
Figure 11 shows the output amplitude of the ILFT versus 
phase shift at 21 GHz, with and without the peak detector 
feedback. The variation in amplitude is reduced from 5.7% 
when not using the peak detector to 0.7% when using the 
peak detector. The ILO and peak detector consume between 
1.2 and 1.7 mW combined, depending on frequency and 
phase setting.

The ILFT uses the same architecture as the ILO. How-
ever, to maximize the third harmonic current, the injection 
transistors are biased in weak inversion. Additionally, since 
the ILFT free-running oscillation frequency is not changed 
once lock is achieved, there is no need for peak detection 
feedback, so the current-source transistors are biased with 
fixed DC gate voltages. A tuning range between 17.4 and 
23 GHz is achieved with three unary-weighted switched 
capacitor cells and a varactor. An inverter-based buffer is 
also implemented between the ILFT and the receiver. This 
is done to reduce the capacitive load of the ILFT, and to 

reduce frequency pulling of the ILFT when a large inter-
ferer is present in the RX. The ILFT and buffer combined 
consume 6–8 mW, depending on frequency.

The phase detector schematic was shown in Fig. 4. The 
transistors should be as large as possible to minimize the 
effect of mismatch and flicker noise, but the size must 
be limited not to load the ILFT too much and to prevent 
roll-of before 22.5 GHz, the highest output frequency of 
the ILFT. The total power consumption of both mixers is 
1.2 mW.

Lastly, to generate the quadrature signals, a two-stage PPF 
is used, see Fig. 12. The resistors used are polysilicon resis-
tors, while the capacitors are metal-oxide-metal capacitors. 
The PPF is followed by a simple digital circuit to generate 
pulse waves with 25% duty cycle, which consumes 7 mW.

3.2 � Receiver

The full schematic of the receiver is shown in Fig. 13. It 
comprises an on-chip balun, an LNA, an active mixer and 
quadrature passive mixers. As can be seen, the LNA is a typ-
ical inductively source-degenerated cascode LNA, with the 
load tuned to 28 GHz. The active mixer is double-balanced, 
implemented as a Gilbert cell, and is driven by the ILFT, 
with an LC load tuned to 7 GHz. The image frequency is 
situated around 14 GHz, far from the desired signal and will 
be heavily filtered by the antenna, input matching, and LNA 
output. Thus, no explicit image filter is required. The LNA 
and Gilbert mixer combined consumes 10 mW.

The two quadrature mixers are implemented with a dou-
ble-balanced architecture and are driven by the 25% duty-
cycle quadrature clock, providing isolation between the 
the mixer I and Q outputs, providing quadrature baseband 
signals.

Fig. 10   Schematic of the peak detector

Fig. 11   Impact of peak detector on ILFT amplitude

Fig. 12   Schematic of the PPF and digital logic
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4 � Post‑layout simulation results

The following simulations were performed after post-lay-
out parasitic extractions using Cadence QRC. Inductors, 
transformers and longer interconnects were modeled using 
Keysight Momentum. The full layout is shown in Fig. 14, 
and measures 1080 μ m × 1080 μ m, including pads. The 
entire IC comsumes 27–29 mW, depending on phase set-
ting and frequency.

To simulate the phase noise of the LO chain, a phase 
noise profile based on the 7GHz integer-N PLL in [26] 
was added to the external clock signal. Figure 15 plots the 
phase noise of the external clock, and the outputs of the 
ILO and ILFT. Also plotted are the phase noise profiles for 
ILO and ILFT when free-running. As can be seen, the ILO 
perfectly follows the external clock for low offset frequen-
cies, and the phase noise of the ILFT is about 9.5 dB above 

the clock phase noise, matching the theory. However, for 
large offset frequencies, the ILO and ILFT phase noise 
profiles start to deviate from the external clock phase noise 
and instead start to follow the free-running phase noise. 
This occurs when the frequency offset exceeds the one-
sided locking-range. The phase noise at these frequency 
offsets will then be uncorrelated. However, this should not 
cause any significant beam distortion due to the low phase 
noise levels at these offsets. In [18], it is noted that the 
phase noise performance of an injection-locked oscillator 
will be worse when operating far from the free-running 
oscillation frequency due to the change in tank impedance, 
which is the case when applying a phase shift of ± 60

◦ . 
However, the simulated phase noise varies by less than 1 
dB across all phase settings.

Figure 16(a)–(c) show the phase detector measured phase 
versus the actual BB output phase, at RF input frequencies 
24 GHz, 26.8 GHz and 30 GHz, respectively. Also shown is 
the phase error, i.e. the difference between the detected and 
the actual phase. For all three frequencies, the phase shifter 
achieves more than 360◦ of phase shift range. The rms phase 

Fig. 13   Schematic of the 
sliding-IF receiver

Fig. 14   Layout of the full circuit
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Fig. 15   Phase noise in the LO generation
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errors are 2.4◦ , 1.1◦ , and 1.7◦ , respectively. This is not ran-
dom phase error, but rather deterministic due to unwanted 
mixing in the phase detector. Part of the ILO signal injected 
into the ILFT will leak through to the PD and mix with the 
PPF output. Since these signals are at the same frequency, 
this will generate a DC component, distorting the desired 
DC component. Figure 17(a)–(c) show the receiver gain ver-
sus phase shift for the same simulations. As can be seen in 
the plots, the receiver gain varies between 16.3 and 18.3 dB 
versus input frequency, but the maximum gain variation ver-
sus phase shift for a given frequency is only 0.11 dB, prov-
ing the usefulness of the peak detector feedback. The noise 
figure at these frequencies are 5.6 dB, 4.8 dB, and 6.1 dB, 
respectively, with negligible variation with phase setting.

The performance of the circuit is summarized in Table 1, 
where it is also compared with other receivers with either 

automatic phase calibration, built-in self test or limited 
phase calibration. While this work should not be directly 
compared to the other works presented in Table 1, given that 
this work is only simulated, the table still gives an indication 
of the proposed LO phase shifter’s ability to drive a mm-
wave receiver with competitve performance.

5 � Conclusion

An LO phase shifter for 28-GHz 5G transceivers is pre-
sented. It features a frequency tripler and a phase detector 
based on third harmonic mixing to support automatic phase 
tuning. An algorithm to automatically detect injection-lock-
ing using the output of the phase detector is also presented.

Fig. 16   Detected phase shift 
and phase error versus actual 
phase shift at a 24 GHz, b 26.8 
GHz and c 30 GHz

Fig. 17   Receiver gain versus 
phase shift at a 24 GHz, b 26.8 
GHz and c 30 GHz

Table 1   Performance 
comparison of phase-shifting 
receivers

a Simulated data only
b Only RF part, no down-conversion
c Phase tuning is done with varactor and is therefore limited by the voltage control resolution
d Rms value not stated, only maximum variation
e Including T/R switch

This worka [11] [12] [15] [13]b

Freq (GHz) 24–30 57–66 8.5–11.5 35–42 23.5–29.5
Phase resolution ( ◦) Cont.c 22.5 11.25 0.05 5.6
Rms phase error ( ◦) 2.4 ± 0.6d 4 0.08 3.6
Gain variation (dB) 0.11 2.2 2 0.08 0.6
Max gain (dB) 16.3–18.3 16.5–21 9–17 − 10 to 2 19
NF (dB) 4.8–6.1 5.8–8.4 3.5 7–11e 5.5e

Pwr consump./channel (mW) 27–29 60 36 125 156
Technology 28 nm

FD-SOI
65 nm
CMOS

130 nm
CMOS

65 nm
CMOS

180 nm
BiCMOS
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The performance of the phase shifter was tested using a 
24–30 GHz sliding-IF receiver. The receiver achieves a gain 
of 16.3–18.3 dB and a noise figure between 4.8 and 6.1 dB, 
proving the driving capabilities of the LO circuit. Owing to 
a peak detector-based feedback in the phase shifter, the gain 
variation of the receiver is only 0.11 dB across all phase 
settings. The rms difference between the output phase of the 
receiver and the phase detector, i.e. the phase error, is 2.4◦.
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Abstract—Sub-THz frequencies are tomorrow’s hot 
research area in mobile communication. However, in this range 
of frequencies the systems are complex, and it is hard to explore 
various system architectures and correlate the system-level 
solutions with circuit-level performances and requirements. 
This paper presents a scalable testbench in MATLAB/Simulink 
for sub-THz hybrid beamforming receivers. The testbench 
models analog and mixed signal blocks with high fidelity, 
enabling system level simulations with circuit-level 
imperfections. A receiver with multiple 4-element subarrays is 
simulated in the testbench, and the impact of phase noise, beam 
squint, phase shifter inaccuracies, ADC resolution, and more 
are investigated. Additionally, a Mueller-Müller symbol 
synchronizer is implemented to achieve symbol-rate sampling. 

Keywords—6G, Sub-THz, Beamforming, System-level 
testbench. 

I. INTRODUCTION 

The utilization of millimeter-wave frequencies was 
introduced in 5G, and 6G is expected to continue this trend by 
pushing the carrier frequency up to the sub-THz range (0.1-1 
THz). The higher carrier frequency allows channel 
bandwidths of 10s of GHz to be used, enabling unprecedented 
data rates [1]. However, the antenna area is very small at these 
frequencies, so the received power will be very low. A well-
adopted approach to compensate the low received power is 
using massive antenna arrays. This approach efficiently 
combines power in space by forming beams, improving link 
range, and enabling spatial filtering [2]. Fig. 1 illustrates a so-
called hybrid beamforming implementation in which the beam 
is formed in both the analog and digital domains [3]. While 
the antenna arrays provide many advantages, the system 
complexity increases, and many essential aspects must be 
considered when operating at sub-THz frequencies. 

In 6G, the fractional bandwidth, i.e., channel bandwidth 
divided by the carrier frequency, is expected to be 
significantly larger than in previous generations [1], at least 
for the lower sub-THz range. Applying frequency-
independent phase shifts to the antenna element signals to 
steer the beam will then result in poor approximations of time 
delays at the frequency edges of the channel, which will cause 
uneven beamforming gain across the channel bandwidth, an 
effect known as beam squint [4]. The beam squint gets worse 
with increasing array size and beam angle. However, true time 
delays, free from beam squint effects, can be implemented by 
signal processing in the digital domain. Therefore, in the case 
of hybrid beamforming, each analog beamforming subarray 
should be small enough to cause negligible beam squint. Then  

j j j j j j

Analog Front-End

Digital Baseband

Antenna Array

j jj j j j
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Fig. 1. Hybrid beamforming with small analog sub arrays.  

the outputs of the subarrays can be combined with an 
appropriate time delay in the digital domain (Fig. 1). 

Another important aspect for sub-THz phased arrays is the 
area of each sub-array integrated circuit (IC). To avoid grating 
lobes [2], the antenna pitch should be λ/2, where λ is the carrier 
frequency wavelength. This means that the area per antenna 
element in the array scales as 1/f2. On the other hand, it is 
difficult to scale down the IC area as much with frequency, 
which implies that at high frequencies the IC area risks being 
larger than the antenna array. This would mean that the 
antenna elements would have to be spaced by more than λ/2 
[2]. 

When designing a sub-THz beamforming receiver, there 
are many choices to be made; total number of antennas, 
number of antennas per sub-array, phased array and receiver 
architectures, analog-to-digital converter (ADC) resolution 
and oversampling, etc. All these choices will have an impact 
on the requirements of each sub-block circuit in the receiver, 
and vice versa, i.e., limits and non-idealities of the sub-block 
circuits can greatly impact the system level performance. 
While in the literature, there are many system level analyses 
of beamforming receivers [1] [5], they typically consider the 
receiver as a black box with some non-idealities. In some 
cases, the fidelity is improved by considering the Figure-of-
Merits of important sub-blocks in the receiver to analyze and 
optimize the power consumption [6] [7]. However, both 
approaches provide limited insight for a circuit designer on the 
required specifications of each sub-block, and does not consi-
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Fig. 2. A block schematic of 4-elemet IC tile. 

der the interaction of multiple nonidealities, such as the effect 
of limited interferer cancellation on ADC resolution. 

In this work, we have therefore developed a testbench with 
near circuit-level fidelity in MATLAB and Simulink for 
simulating beamforming sub-THz receivers. The testbench 
can be used by both circuit designers and communication 
engineers, requiring limited prior knowledge.  

Using this testbench, we have simulated an analog sub-
array composed of a 4-antenna element, LO phase-shifting, 
direct-conversion receiver, referred to as 4-element IC tile 
henceforth. Signals from multiple of this 4-element IC tile are 
then combined in the digital domain to form a massive hybrid 
beamforming array. The use of a direct-conversion 
architecture minimizes the area and as will be seen in Section 
III, using only four antennas per sub-array causes negligible 
beam squint. 

II. MATLAB/SIMULINK IMPLEMENTATION 

The testbench is implemented as follows. A wideband 
single-carrier signal with a specified power is generated using 
a random integer sequencer and passed through a raised-
cosine transmit filter. Throughout this paper, the signal will be 
16-QAM modulated with a 10 GHz bandwidth, and the carrier 
frequency is 100 GHz. The channel is assumed to be free 
space. Presently the testbench only considers a 2D 
environment, so the antenna array is linear. Depending on the 
angle of arrival (AoA), θ, each antenna element in the array 
will receive the signal with a different delay. To model this 
delay of the modulated carrier signal, an FFT is used on the 
baseband signal and a phase shift is applied according to:  

𝜑௡[𝑘] = (𝑛 − 1)𝜋 sin 𝜃 ∙
௙[௞]ି௙೎

௙೎
, (1)  

where n is the index of the antenna, k is the index of the FFT 
sub-carrier, fc is the carrier frequency, and f is a linearly spaced 
vector stretching from -fs/2 to fs/2, where fs is the sampling 
frequency of the FFT. The signal is then transformed back to 
the time-domain using an IFFT. 

The signal is then passed to a Simulink environment, 
containing the receiver. The analog blocks of the receiver, i.e., 
all blocks preceding the ADC, are modelled using Simulink’s 
RF Blockset library [8]. This library provides both a 
simulation engine intended for RF simulations, and models of 
common RF blocks and their non-idealities. When converting 
the Simulink signal to the RF Blockset environment, the 
baseband signal is up-converted to the carrier frequency, 
passed through the analog blocks, and then converted back to 
the Simulink baseband signal environment. Lastly, the signal 
is digitized by an ADC, which has been implemented in 
Simulink as a time-interleaved pipelined ADC, where each 

sub-ADC has a sampling rate of 1GS/s. It considers 
nonidealities such as multiplying DAC amplifier gain 
variation and slew rate limitations, comparator reference error, 
etc. To cover the wide signal bandwidth, 10 sub-ADCs are 
interleaved. 

While in this paper we focus on the 4-element IC tile 
mentioned in Section I, it should be noted that the testbench is 
architecture-agnostic, that is, any architecture with an 
arbitrary number of antenna elements can easily be 
implemented and simulated using the Simulink GUI. 

A. 4-element IC Tile 

A block schematic of the 4-element IC tile is shown in Fig. 
2. It uses an LO phase-shifting, direct-conversion architecture. 
The circuit blocks modelled are low-noise amplifiers (LNA), 
phase shifters, mixers, variable-gain baseband amplifiers 
(VGA) and filters, local oscillators, and ADCs. Also, a simple 
digital signal processing (DSP) block, in which the output 
from each tile is combined, is implemented. In RF blockset, 
the gain, noise figure, IIP3, and input and output impedances 
of each block are modelled. It also models the phase noise of 
the LO.  

B. Symbol Synchronization  

Given the extremely large bandwidth, oversampling 
will be very expensive in terms of power consumption of both 
the ADC and the DSP. Thus, there should ideally only be one 
complex sample per symbol, i.e., the sampling rate should be 
the same as the symbol rate. However, this means that the 
sampling must be synchronized with the symbols. The most 
popular symbol synchronization algorithm for single-sample-
per-symbol is the Mueller-Müller (MM) algorithm [9]. 
However, the MM algorithm requires the SNR to be higher 
than a certain threshold to function, which, in general, the 
output from each tile will not fulfil. The SNR will not reach 
this required level until all signals have been combined in the 
digital domain. Since the symbol delay to each tile will be 
different, each ADC will require a different sampling clock 
phase. However, when steering the beam in a certain 
direction θ, the difference in sampling time between each tile 
can be calculated as: 

where N is the number of elements per tile, d is the antenna 
element spacing, and c is the speed of light. These delays can 
be implemented by phase shifting, assuming the clock is 
sinusoidal, or time delaying the ADC sampling clock signal.

∆𝜏 =
𝑑 ∙ sin 𝜃

𝑐
∙ 𝑁

ฬௗୀ
ఒ
ଶ

=
sin 𝜃

2𝑓௖
∙ 𝑁, 

(2)  



 

 

Thus, the symbol time synchronization can be split into two 
parts; one relative timing between tiles that depends on AoA, 
and one common timing from MM synchronization block, 
which together estimate the correct sampling time for the 
different tiles. This is shown in Fig. 3(a), where the output of 
the MM block is fed to the first ADC sampling clock, and 
then a time delay Δτ is added to the clock signal between each 
ADC. 

III. SIMULATION RESULTS  

A. Symbol Synchronization  

To verify the operation of the symbol synchronizer, the 
error vector magnitude (EVM) was simulated versus the 
symbol timing, see Fig. 3(b). This shows the EVM of a 
received signal with and without the MM synchronization 
block, where 0 and 1 are perfect symbol delay 
synchronization, and 0.5 is sampling halfway between 
symbols. 
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Fig. 3. The MM symbol sychronization algorithm, (a) block diagram, and 
(b) EVM of the received signal vs. symbol timming with/without 
symbol sychronization. 

Fig. 4. The constellation diagram for (a) 32-elements tile and (b) eight 4-
element tiles, for a signal with a 40° AoA. 

 
       (a)         (b) 

Fig. 5. EVM vs. the ADC resolution for input powers of (a) -55 dBm and 
(b) -40 dBm. 

B. Beam Squint  

To test the effect of beam squint, a single tile with 32 
elements and two ADCs (one for the I-path and one for the Q-
path) is compared to a setup with eight 4-element tiles. Fig. 4 
shows the constellation diagram for (a) the 1×32 setup and (b) 
the 8×4 setup for a signal with a 40° AoA. Clearly, the beam 
squint causes very large distortion in the 1×32 setup, while it 
has a negligible effect on the 8×4 setup. 

C. ADC Resolution  

A heavily debated subject in the literature is the ADC 
resolution in beamforming receivers [7] [10] [11]. Since the 
output of multiple ADCs are combined, the requirements on 
each ADC are relaxed, compared with a single channel 
implementation [10]. However, the ADC still needs to have a 
large enough dynamic range to account for interferers, which 
can even be in-band, from other directions than the desired 
signal. If the direction of an interfering beam is known, a null 
can be placed in its direction by each tile in the phased array. 
However, due to beam squint and phase shifter error and 
limited resolution, the interferer can only be partially 
cancelled, and a larger dynamic range and thereby higher 
ADC resolution is expected to be required. To investigate this, 
the EVM of a receiver with six 4-element tiles versus ADC 
resolution is simulated for two levels of input power, -55 dBm 
and -40 dBm. For both input power levels, four scenarios were 
considered: ideal phase shifters without interferer (“Ideal”), 
non-ideal phase shifters without interferer (“w/o I&NIPS”), 
perfect phase shifters with interferer (“w/ I&PPS”), and non-
ideal phase shifters with interferer (“w/ I&NIPS”). The results 
are shown in Fig. 5. The desired signal has an AoA of 15º, 
while the interferer has an AoA of -20º. The interferer is an in-
band, 10-GHz, 16-QAM signal and is 20 dB stronger than the 
desired signal. Non-ideal phase shifters have a resolution of 5 
bits and an rms error of 2°. The VGA in each scenario was set 
so that the peak signal level was about 4 dB below the ADC 
full-scale. 

As shown in Fig. 5(a), for an input power of -55 dBm, the 
receiver is limited by noise to an EVM of about 15%. This is 
approximately the required EVM for 16-QAM demodulation 
[5], so this input power corresponds to the sensitivity of the 
receiver. In the ideal case, the optimum ADC resolution 
appears to be between 5 and 6 bits, beyond that there would 
be diminishing returns. Using non-ideal phase shifters without 
an interferer present gives a similar result. This is expected 
since non-ideal phase shifters will have a limited impact on 
the main lobe. On the other hand, when an interferer is present, 
the EVM deteriorates noticeably, especially when using a non-
ideal phase shifter. However, the optimum ADC resolution 
still appears to be between 5 and 6 bits. For an input power of 
-40 dBm (Fig. 5(b)), the results are similar, except a lower 
EVM is reachable. However, to reach the floor of the EVM, a 
slightly higher ADC resolution, about 6 bits, is required 
compared to the lower input power case. 

D. EVM vs. received power  

 To investigate the impact of analog non-idealities on the 
link budget, EVM is plotted versus received input power PRX, 
see Fig. 6, for the same receiver as in III-B. The ADC 
resolution is set to 8 bits. In Case I, only thermal noise in the 
receiver is considered, in which case it is expected that the 
EVM drops with increasing input power. However, the EVM 
reaches a floor of about 3.2%. This is because the baseband  
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Fig. 6. EVM vs. received input power for various cases.  

 

Fig. 7. Interferers and IM3 components vs. scan angle. 

filter, a 5th order Butterworth filter, does not have a uniform 
group-delay in the passband, causing intersymbol interference 
(ISI). This can either be resolved by using an equalizer in the 
digital domain, at the cost of higher power consumption in the 
DSP, or by using a Bessel filter. The Bessel filter has a flat in-
band group-delay but also a wider transition band, causing less 
filtering of noise and interferers. This filter is used in Case II, 
where the cut-off frequency is also increased to ensure no ISI 
occurs. As seen in Fig. 6, at low input power, this receiver 
performs worse than Case I, as more noise is integrated, but at 
higher SNR the performance is better due to the lack of ISI. 

In Case III and Case IV, the effect of phase noise is 
simulated. In both cases, the initial Butterworth filter is once 
again used. In Case III, each pair of I/Q mixers are fed with a 
separate LO, making the phase noise uncorrelated between 
each antenna path. In Case IV, one common LO drives all 
mixers in each sub-block, making the phase noise correlated. 
In both cases the same phase noise profile was used for all 
LOs. As discussed in [12], the phase noise floor is the most 
critical part for wideband signals. Here, a noise floor of –125 
dBc/Hz was chosen, a rather high level. This noise floor 
extends to an offset of 5 GHz from the LO frequency. As 
expected, the uncorrelated phase noise causes less EVM. 
However, since the performance of each LO here is assumed 
to be the same, the power consumption of the LO generation 
will be approximately four times higher in Case III than in 
Case IV, but this is not considering the extra buffers required 
in Case IV. Also of note is that for EVM values of around 8% 
and above, the phase noise has a negligible effect in both 
cases, despite the high phase noise level chosen. Therefore, if 
only a 16-QAM modulation is targeted, the phase noise 
requirement can be quite relaxed. However, this may not be 

applicable if reciprocal mixing of interferers is considered, or 
if multi-carrier modulation such OFDM is used. 

E. Non-linearity versus interferer angle  

To ensure that the testbench generates valid results with 
respect to non-linearity, the setup from [13] was replicated. 
Two tones, one at 102 GHz and one at 102.2 GHz, were 
generated and applied to a receiver comprised of two 4-
element tiles. The receiver had a total IIP3 of -17 dBm. The 
102-GHz and 102.2-GHz tones have AoA of -21º and -33º, 
respectively. Both tones have an input power of -37 dBm. 
Because of the non-linearity in the receiver, IM3 components 
at 101.8 GHz and 102.4 GHz will be generated, whose 
magnitudes will depend on the scan angle θ, that is, the angle 
in which the receiver is “looking”. The peak directions of the 
IM3 components will in general not coincide with directions 
of the actual interferers. This was simulated by sweeping the 
scan angle of receiver with the two interferers present. Fig. 7 
shows the magnitude of the two interferers and the IM3 
components, normalized to the peak level of the interferers, 
versus scan angle. This figure perfectly matches Fig. 9 in [13]. 

IV. CONCLUSION  

In this work, a system-level testbench with near-circuit 
level fidelity has been developed in MATLAB and Simulink. 
It can be used to investigate the impact of non-ideal analog 
hardware on the system level performance or to find 
specifications of analog blocks based on system level 
requirements.  

To demonstrate its capabilities, a 4-element IC tile was 
implemented and simulated in various configurations. It is 
shown that for high SNR applications, phase noise and filter 
group-delay can have a significant impact. The combination 
of non-ideal phase shifters and limited ADC resolution in 
presence of interferers is also simulated and shown to severely 
affect the performance. Additionally, to minimize ADC and 
DSP power consumption, a symbol-rate sampling is used with 
an MM symbol synchronizer, in combination with beam 
direction dependent time skew of the tile sampling clocks. 
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Abstract—This paper presents an injection-locked frequency
tripler for 28-GHz direct-conversion transceivers, which takes a
differential input and outputs a quadrature signal. A feedback
system is added to ensure that lock occurs and to keep the
quadrature error below 1◦ across operating frequencies and
process corners. Simulations show that the tripler can cover the
entire 24-30 GHz band across all corners, while consuming 32
mW from a 0.8 V supply. The circuit is designed and simulated
in a 22nm FD-SOI CMOS process and occupies 0.2 mm2 active
chip area.

Index Terms—mm-Wave, frequency tripler, quadrature, injec-
tion locking, FD-SOI

I. INTRODUCTION

Since the early 2000’s, the direct-conversion transceiver
(DCT) has been the most popular architecture for mobile
communications, thanks to its compact size due to lack of
off-chip image and IF filters. However, with the introduction
of mm-wave frequencies in 5G, the DCT has seen a decline
in popularity due to its requirement of mm-wave quadrature
local oscillator (LO) signals, which are difficult to generate
with sufficient quadrature accuracy [1].

The three most common ways of generating quadrature
signals are: a) using a polyphase filter (PPF), b) generating
a differential signal at twice the desired frequency, followed
by a divide-by-2 circuit, and c) using a quadrature voltage-
controlled oscillator (QVCO). While a passive PPF consumes
no power and adds negligible amount of phase noise, wideband
designs are lossy and require power consuming amplifiers to
obtain sufficient quadrature LO signal level. The divide-by-
2 approach is a very common method for sub-6 GHz ap-
plications, since it generates very accurate quadrature signals
and can be relatively wideband. However, it is less suitable
for mm-wave applications, due to poor VCO and divider
performance at these frequencies. Lastly, a QVCO provides
accurate and wideband quadrature signals, but has worse phase
noise performance than a regular VCO.

In [2], the authors proposed a novel quadrature injection-
locked frequency tripler (QILFT), in which a differential signal
at 1/3 of the desired output frequency is injected into only
one halve of a quadrature oscillator, see Fig. 1, and locking to
the third harmonic. Normally, this would cause a quadrature

Fig. 1: The quadrature injection-locked frequency tripler pro-
posed in [2].

amplitude and phase error due to the two oscillator halves now
being asymmetric. However, in [2], they use what they refer
to as double-sided injection, in which the signal gets injected
both in parallel through M3 and M4 and in series through M7

and M8, but with opposite phase, which reduces the quadrature
error. The explanation given in [2] for this improved perfor-
mance is that when the signal injected through the parallel path
is at its maximum, which increases the oscillation amplitude
instantaneously, the injected tail current is simultaneously at
its minimum, which lowers the oscillation amplitude, thus
minimizing the amplitude imbalance between the I and Q
halves. A more rigorous explanation is given in [3]. There,
the authors show that for parallel injection, the third harmonic
of the injected current has the same phase as the fundamental.
For series injection, on the other hand, the third harmonic
is in anti-phase to the fundamental tone. This means that if
the parallel injection and series injection are in anti-phase, the
fundamental tones are partially or completely cancelled, which
reduces the amplitude error and the modulation sidebands at
3finj ± finj , as well as at finj , while the third harmonics are
added constructively, thus increasing the locking range.

However, there is a major drawback to this approach. Unless
the injected signal is exactly one-third of the free-running os-
cillation frequency, fQILFT , there will be a quadrature phase
error. The greater the difference between 3finj and fQILFT ,
the greater this error will be, requiring time-consuming and
expensive calibration of the frequency tripler [2] [4]. In this
work, we build upon the idea in [2] and add a feedback979-8-3503-3757-0/23/$31.00 ©2023 IEEE



system, so that the quadrature error is minimized across
the entire frequency band. The feedback system comprises a
phase detector (PD), a 1.5-bit flash analog-to-digital converter
(ADC), and a simple digital signal processing (DSP) block.
The circuit is designed for the 5G FR2 28-GHz spectrum
(24.25-29.50 GHz) and is implemented and simulated in a
22nm Fully-Depleted Silicon-on-Insulator (FD-SOI) CMOS
technology.

II. SYSTEM OVERVIEW

Fig. 2 shows a block overview of the system, which works
as follows. A differential signal at frequency finj is injected
in the I-part of the QILFT, and a reset pulse is sent to the
DSP, setting the QILFT to its highest free-running frequency.
The output of the QILFT is fed to a phase detector (PD),
implemented as two Gilbert mixers. The PD measures the
quadrature phase error between the two oscillator halves and
outputs a differential DC voltage proportional to it. The output
of the PD is fed to a differential 1.5-bit Flash ADC, where
it is compared to a differential reference voltage. The ADC
has three possible outputs; ’11’ if the PD output is above the
positive reference voltage, ’01’ if it is between the reference
voltages, and ’00’ if it is below the negative value of the
reference voltage. The ADC output is sent to the digital signal
processor, which acts as a counter. As long as the DSP receives
a ’00’, it will keep counting up and turning on switched
capacitor cells in the QILFT until fQILFT = 3finj , at which
point the ADC outputs ’01’. Likewise, if the DSP receives
’11’, it will count down, turning off switched capacitor cells
until it receives ’01’.

At a first glance, it may appear that this feedback loop
only works if the QILFT is injection-locked to the input
signal, since it is only then the PD would produce a DC
output carrying information about the frequency mis-tuning.
However, this is not the case. Even if the QILFT does not
get locked, pulling will still occur [5]. This will cause more
phase shift in the I-oscillator, than in the Q-oscillator, resulting
in a quadrature error which can be detected by the phase
detector. While this will cause the PD to have a non-zero DC

Fig. 2: Block diagram of system. Differential signals are drawn
as single-ended for improved readability.

Fig. 3: Phase detector output versus extra tank capacitance.

Fig. 4: Histogram of PD output with finj = 8 GHz when lock
has not occurred.

output, it does not necessarily mean that the DC output will
have the correct sign for the control loop. That is, the effect
of LO pulling can actually cause the feedback to increase
the gap between 3finj and fQILFT , instead of decreasing
it. Fig. 3 shows an example of the PD output versus tank
capacitance. As seen in the figure, when fQILFT is higher
than 3finj , the PD outputs a negative voltage, which would
cause the feedback to increase the capacitance, which is the
correct response. Interestingly, when fQILFT is lower than
3finj , the PD also outputs a negative voltage, which results in
an incorrect response, i.e., the feedback would lower fQILFT

even further. This is why the locking sequence is initialized
by a reset pulse, setting fQILFT to its highest point, which is
then sequentially lowered until ideal tuning is achieved.

In addition to the phase error due to LO pulling, there will
also always be a quadrature error due to random mismatch
between the I and Q oscillator. If this random error is of
the same order as the deterministic error due to LO pulling,
there is a risk that the feedback system does not detect that
lock has not occurred, or even steers the oscillator in the



wrong direction. To ensure that the effect of LO pulling is
significantly stronger than that of the random mismatch, a
28-samples Monte Carlo simulation was performed, where
random mismatches were added to the two oscillators and
the phase detector. The oscillators were set to their highest
oscillation frequency and an 8-GHz, 600-mVp,diff signal was
injected in the I oscillator. This corresponds to the worst case
scenario, since this is the lowest injection frequency that will
be used and the further away the injected signal is from the
free-running oscillation frequency, the weaker the effect of LO
pulling is. Fig. 4 shows a histogram of the differential output
voltage of the phase detector. The mean value is -8.7 mV, with
a standard deviation of 1.0 mV. This is plenty of margin to
-1.8 mV, the level that is needed for the feedback network to
detect that lock has not occurred, as will be discussed further
in Section III-C.

III. CIRCUIT IMPLEMENTATIONS

A. Quadrature Injection-Locked Frequency Tripler

The schematic of the QILFT was shown in Fig. 1. As seen
in the figure, it comprises two LC oscillators, one I part
and one Q part. The injected signal is applied to transistors
M3, M4, M7, and M8 in the I part only. However, these
transistors are still present in the Q part as well, but only with
a DC voltage applied to them, acting as dummy transistors.
Quadrature coupling is done through transistors M5 and M6.

The resonance tank in each oscillator comprises a center-
tapped differential inductor and two capacitor banks; one for
coarse tuning with 12 switched capacitor cells, and one for
fine tuning with 32 switched capacitor cells. Fig. 5 shows
the tuning range across process corners. As can be seen, the
QILFT can cover the entire 24.25-29.50 GHz band.

B. Phase Detector

The phase detector is implemented as two Gilbert cells, with
their outputs combined in the current domain, and is shown
in Fig. 6. The input transistors, M1-M4, are biased in class C
to maximize the gain for limited DC current. This makes the
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Fig. 5: Free-running tuning range of oscillator across process
corners.

Fig. 6: Schematic of the phase detector.

Fig. 7: Monte Carlo simulation of phase detector with an input
signal with a 1◦ phase error.

output voltage, especially the common-mode level, sensitive
to process variations and input amplitude. To combat this,
common-mode feedback is used to control the bias voltage
of M1-M4.

Since the quadrature accuracy is mainly limited by how
accurately the phase detector can detect the error, the transis-
tors in the phase detector should be made as large as possible
to minimize the mismatch, but still small enough to not
excessively load the frequency tripler. Transistors M1-M4 have
dimensions 192 µm/20 nm, and M5-M12 have dimensions
24 µm/20 nm. As the oscillation amplitude is significantly
larger than what the PD requires, capacitive voltage division
is used to reduce both the input amplitude and capacitive
loading. In total, the PD loads each oscillator output node
with a capacitance of 120 fF. For comparison, the total node
capacitance varies between 560 fF and 880 fF, depending
on frequency setting. Fig. 7 shows a 200-point Monte Carlo
simulation of the phase detector with a 1◦ phase error input
signal. The mean output value is 5.0 mV and the standard
deviation is 1.1 mV, meaning that the phase detector can
reliably detect a 1◦ phase error.

C. Flash ADC

The differential flash ADC is shown in Fig. 8. The PD
outputs are fed to two fully differential comparators, along
with the two reference voltages. Three different references
voltages (High, Mid, Low) can be selected depending on



Fig. 8: Schematic of the Flash ADC and reference ladder.

Fig. 9: Layout of whole system.

which output frequency is targeted in the oscillators. For lower
frequencies, the phase will shift less per each small capacitor
cell turned on, so the static phase error can be reduced by
using a lower Vref,diff for these frequencies. The selectable
levels are 1.8 mV, 2.3 mV, and 2.8 mV.

D. DSP

The DSP acts as a counter using flip-flops and low complex-
ity logic, with an external clock controlling the refresh rate.
If it receives ’00’ from the ADC, it will turn on the small
tuning capacitances one-by-one until all 32 are on, at which
point all are turned off and Ctrllarge is incremented by one.
If it instead receives ’11’, the operation is reversed. If ’01’ is
received, the digital output is unchanged. The DSP also has
a reset pin, in which a positive flank will cause all outputs to
be forced to zero.

The clock period needs to be long enough that the phase
detector and ADC have enough time to settle to their the
final value after the DSP has changed the control setting.
On the other hand, a too slow clock means that the system
will take excessively long time to lock and settle. Simulations
show robust operation for a clock frequency of 160 MHz,
resulting in a worst-case scenario of 2.6 µs to achieve lock
and calibration.
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Fig. 10: Simulated transient for finj = 10GHz. (a) Output of
PD. (b) Waveforms once feedback has settled.

IV. FULL SYSTEM SIMULATION RESULTS

The following simulations were performed following a post-
layout parasitic extraction using Calibre xACT. Inductors and
interconnects were modelled using Keysight Momentum. The
layout of the full system is shown in Fig. 9. The active area
is 420 µm x 470 µm and the entire circuit consumes 32 mW
from a 0.8 V supply, out of which the QILFT consumes 30
mW.

A. Automatic tuning

Fig. 10(a) shows the phase detector output for a transient
simulation when a 600-mVp,diff 10-GHz signal is injected. As
seen in the figure, the tuning is initiated with a reset signal,
setting the free-running frequency to its highest point. At
this point, lock has not occured, but as explained in Section
II, the PD output still becomes negative due to LO pulling.
This causes the feedback system to start turning on switched
capacitor cells in the oscillators. At around 180 ns, lock
is achieved, but there is still a large quadrature error. The
feedback system then continues until the PD output is within
the specified reference voltages, which happens at around 370
ns, at which point the quadrature error is minimized and the
tuning is done. Fig. 10(b) shows the I and Q waveforms at
this point. The output amplitude is 680 mV and the quadrature
error is 0.4◦. Some amplitude modulation can be observed in
the I waveform, stemming from the injected 10-GHz signal.



TABLE I: Performance comparison of 28-GHz quadrature frequency multipliers.

This worka ISSCC’18 [6] TMTT’19 [7] TCAS-I’19 [8]
Freq [GHz] 24-30 22.8-43.2 20.4-36.6 22.6-24.8

Multiplication factor 3 3 1.5 3
Automatic tuning Yes Tuning-less No No

Output power variation [dB] 3.7 >30 6 -
Power consumption [mW] 32 19.2b 81.6c 10.4

Area [mm2] 0.20 0.84 0.27 0.13

Technology
22nm

FD-SOI
65nm

CMOS
45nm

CMOS
130nm
CMOS

aSimulated data only.
bIncluding PPF buffers, but excluding output buffers.
cIncluding output buffers.

(a) (b)

(c) (d)

Fig. 11: Simulated transient for (a) finj = 9.5GHz, (b) finj =
9GHz, (c) finj = 8.5GHz, and (d) finj = 8GHz.

Fig. 11 shows the PD output for four additional injection
frequencies; 9.5 GHz, 9 GHz, 8.5 GHz, and 8 GHz. As seen
in figures, the PD output voltage follows a similar pattern as
in Fig. 10(a) and settles at a final voltage within the reference
voltages, close to 0 mV, for all four scenarios. As expected,
the lower the injection frequency, the longer it takes for the
feedback system to settle, since the QILFT always starts at its
highest self-oscillating frequency when the tuning is initiated.

Fig. 12 shows the simulated quadrature error (without
mismatch) and output amplitude versus injection frequency
after the tuning has settled. The quadrature error is below 0.5◦

for all simulated frequencies, while the amplitude varies from
around 450 mV to 680 mV. The worst-case harmonic rejection
ratio is 19.4 dB.

B. Phase noise

Since the output phase noise of the QILFT will depend on
the phase noise of the input signal, the phase noise profile from
[6] was added to the input signal. Fig. 13 shows the simulated
input phase noise, output phase noise, and free-running phase
noise at 27 GHz (finj = 9GHz). As expected, the output phase

Fig. 12: Simulated quadrature error and output amplitude
versus injection frequency.

Fig. 13: Phase noise profile at fQILFT = 27 GHz (finj = 9
GHz).

noise tracks the input phase noise with a 9.5 dB difference due
to the frequency tripling.

C. Comparison

Table I summarizes the performance of the proposed quadra-
ture frequency tripler and compares it to other state-of-the-
art quadrature frequency multipliers. While [6] and [7] both
achieve a greater tuning range than the proposed tripler, it
is at the cost of either higher power consumption or larger
area consumption. Additionally, the tripler in [6] suffers from
significant output power variation.

V. CONCLUSION

A differential-to-quadrature injection-locking frequency
tripler for mm-wave direct-conversion transceivers has been



presented. A novel feedback system is used to automatically
find injection-lock and tune the tripler for optimal quadrature
accuracy. Simulations show that it can provide wideband and
accurate quadrature signals without the need for any calibra-
tion, while being compact and robust to process variations.

ACKNOWLEDGMENT

The authors would like to thank GlobalFoundries for PDK
access and the Excellence Center at Linköping - Lund in
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Multi-GHz 6G Baseband Applications

Rikard Gannedahl, Henrik Sjöland
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Abstract—This paper presents the design and comparison of
an active Gm-C and a passive baseband filter for 6G applications.
Both presented circuits are 5th-order differential low-pass filters
with 3-dB cut-off frequencies of 4.9 and 4.7 GHz, respectively,
implemented in a 22nm FD-SOI CMOS technology. The active
filter uses back-gate tuning to optimize the transfer function, and
achieves a measured in-band IIP3 between -1.0 and -9.1 dBVp,
out-of-band IIP3 between 1.0 and 15 dBVp, and input-referred
noise of 6.55 nV/

√
Hz, while consuming 19.9 mW from a 0.8 V

supply and occupying 0.05 mm2 core chip area. By utilizing
mutual inductance, the footprint of the passive filter is minimized,
occupying only 0.07 mm2.

Index Terms—Analog filters, multi-GHz, 6G, FD-SOI

I. INTRODUCTION

With data rates exceeding 100 Gbps per user being targeted
in the sixth generation of mobile communication (6G), the
channel bandwidths will have to be extended to the multi-
GHz range [1]. This necessitates multi-GHz baseband filters,
which should have a sharp filter characteristic, high dynamic
range (DR), low power consumption, and small size.

Given passive filters’ large area consumption, on-chip base-
band filters have typically been implemented as active filters
in previous mobile communication generations. But since
the passive component values scale inversely with cut-off
frequency (fc), the area penalty is not as severe for multi-
GHz filters. At same time, active filter performance decreases
with increasing fc. Thus, the question arises as to when on-
chip passive filters become a better choice than active ones.
To investigate this, we have designed, measured and compared
two multi-GHz 5th-order filters, one active and one passive, in
a 22nm Fully-Depleted Silicon-on-Insulator (FD-SOI) CMOS
technology.

II. ACTIVE FILTER

The active filter is a Gm-C filter based on the well-known
transconductor described in [2], shown in Fig. 1, which con-
sists of six inverters, Inv1-Inv6, and has no internal nodes. By
tuning the transconductance of Inv4 and Inv5, the differential
output conductance can be minimized, resulting in very high
unloaded differential voltage gain. This tuning is typically
done by feeding a separate supply voltage to Inv4 and Inv5,
which is slightly lower than the regular VDD, something
that requires a separate low-dropout regulator. We propose
instead to use the back-gate to alter the transconductance,

Fig. 1: Schematic of the unit transconductor.

Fig. 2: Complete active filter schematic.

taking advantage of the stronger back-gate control in an FD-
SOI process compared to a regular bulk process [3]. As seen
in Fig. 1, the transistors in Inv4 and Inv5 are connected
to separate back-gate voltages, V ′

BBP and V ′
BBN , whose

absolute values are made slightly smaller than the regular ones,
resulting in a higher threshold voltage and thereby lower gm.
Back-gate tuning is also used in [4], but it is only used for
optimizing the linearity and tuning the filter cut-off frequency
fc. Process variations are assumed to be small enough that
no output conductance tuning is required, an assumption not
applicable to multi-GHz filters.

For the active filter, a 4.9-GHz 0.8-dB in-band ripple Cheby-
shev implementation was chosen. A Chebyshev filter does
not only have a sharper roll-off than Butterworth and Bessel
filters, it also has larger filter capacitances. This allows for
larger transistors to be used, thereby giving the designer more
flexibility. The filter schematic is shown in Fig. 2. The filter has
been impedance scaled for optimum dynamic range, according



(a) (b)

Fig. 3: (a) Simplified illustration of the passive filter. (b) 3D
view of the inductors.

to the method described in [5]. Resistors have been placed
in series with the filter capacitors, which creates left-half-
plane (LHP) zeros. This is done to cancel the phase shift from
right-half-plane (RHP) zeros, stemming from non quasi-static
effects [2]. Simulations show that without the resistors, in-
band peaking of almost 3 dB occurs. In addition, as suggested
in [2], a reference path is added to be able to de-embed the
filter from the rest of the measurement setup. The filter core
measures about 0.05 mm2.

III. PASSIVE FILTERS

A. Filter design

For the passive filter, a differential 5-pole 4.7-GHz But-
terworth filters have been implemented. Fig. 3a shows a
simplified illustration of the design. The two paths are mirrored
vertically and placed so that the inductors overlap. For a
differential signal, the currents will therefore flow in the same
direction in the inductors, causing the magnetic fields to add
constructively, effectively nearly doubling the inductance of
each inductor. Due to this effect, the filter occupies 0.07 mm2.
A more detailed 3D rendition of the overlapping inductors is
shown in Fig. 3b.

B. Input buffer

The passive filter is designed assuming single-ended input
and output impedances of 50 Ω. Such low impedances may
or may not be desirable, depending on the application. In
a current-mode transmitter or receiver, the DAC and tran-
simpedance amplifier, respectively, can be matched to this
impedance. However, in a voltage-mode receiver or transmit-
ter, a high filter input impedance is needed, requiring an input
buffer. An example of such a buffer is shown in Fig. 4a.
It comprises an inverter, followed by a resistive-feedback
inverter, which is sized so that Ro ≈ 1/Gm = 50Ω. Given
that this buffer is only necessary in some applications, we
opted to only simulate its performance and not include it in
the manufactured circuit, to focus on the core passive filter
performance. Fig. 4b shows the simulated transfer function
when using this buffer, compared with ideal matching. The
simulated worst-case in-band IIP3 is 3.2 dBVp, worst-case out-
of-band IIP3 is -1.9 dBVp for an IM3 component located at
3 GHz, and average in-band input-referred noise (IRN) is 2.8
nV/

√
Hz, while consuming 8.5 mW from 0.8 V supply.

(a)
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(b)

Fig. 4: Buffer implementation for passive filters. (a) Block
diagram. (b) Transfer function with buffer.

Fig. 5: The manufactured chip with active and passive filter.

IV. MEASUREMENT RESULTS

The manufactured chip is shown in Fig. 5. Both filters
were measured using SGS probes. The transfer functions were
measured with a 4-port VNA, Rohde & Schwarz ZVA67, with
true differential signal option. Two-tone signals were generated
using two signal generators, Agilent E8257D, followed by
a power combiner and a 180◦ splitter, and non-linearity
was measured with a spectrum analyzer, Rohde & Schwarz
FSW85. The same spectrum analyzer was used for the noise
measurement, where three wideband amplifiers were cascaded
ahead of the instrument to minimize its noise contribution.

A. Active filter

Fig. 6a shows the measured transfer function of the active
filter, alongside the ideal transfer function. By using only the
back-gate voltage, the cut-off frequency can be tuned from 2.5
GHz to 6.4 GHz, also shown in Fig. 6a. At the nominal 4.9
GHz, the entire chip consumes 21.6 mW from a 0.8 V supply.
After subtracting the simulated power consumption of the
reference path, output buffer and common-mode generators,
the resulting power consumption of the filter core is 19.9 mW.
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(a) (b)

Fig. 6: Measured transfer functions of (a) active filter, and (b)
passive filter.



TABLE I: Comparison of state-of-the-art multi-GHz low-pass filters.

This work This work This work ISSCC ’12 ESSCIRC ’14 TCAS-I ’22
Active Passive Passive w/ buffer [6] [7] [8]

fc| -3dB [GHz] 4.9 4.7 4.7 4.7 3.3 10.3
Order 5 5 5 3 5 6

Technology 22nm FDSOI 22nm FDSOI 22nm FDSOI 65nm CMOS 28nm CMOS 55nm BiCMOS
Type Chebyshev Butterworth Butterworth Chebyshev Chebyshev Custom

In-band gain [dB] 0.5 -0.7 -0.7 2.7 -1c -0.2
Droop @fc/2 [dB] 0 0.6 0.6 0c 0c 0.7c

In-band IIP3 [dBV]
-1.5@fc/5

-8.0@fc
N/A 3.2b -3@fc -8@fc 6.7@fc/5

Out-of-band IIP3 [dBV] 1.0-15 N/A -1.9-2.6b — — —
Inp. ref. noise [nV/

√
Hz] 6.55 N/A 2.8b 6.61 7.0 15.8

Min. attenuation {2fc, 4fc} [dB] 32 31 37b 22c — 38c

Pwr consump. [mW] 19.9 N/A 8.5b 19 30 43
Filter area [mm2] 0.05 0.07 0.07 0.01 0.09 0.02

Pwr per pole per Hz [mW/GHz] 0.81 N/A 0.36b 1.35 1.81 0.70

FoMa [aJ]
36.2@fc/5

98.1@fc
N/A 2.45b 74.3@fc 184@fc 48.1@fc/5

aFoM = PDC/(Order · fc · SFDR) [9]. bSimulated data. cEstimated from plots.
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Fig. 7: Measured (a) input-referred noise and in-band IIP3,
and (b) out-of-band IIP3 of the active filter.

Fig. 7a shows the IRN and in-band IIP3 versus frequency,
measured using two tones separated by 10 MHz. The average
in-band IRN is 6.55 nV/

√
Hz, and the in-band IIP3 varies

between -1.0 and -9.1 dBVp. Out-of-band IIP3 was measured
by fixing the lower IM3 component at 3 GHz and applying
two tones at frequency offsets of ∆f and 2∆f , respectively,
from this frequency, and then sweeping ∆f , see Fig. 7b. For
∆f ≥ 1.9GHz, where both tones are outside the passband, the
IIP3 increases from 1.0 to 15.6 dBVp.

B. Passive filter

Fig. 6b shows the transfer functions of the passive filter,
along with the ideal transfer function. The in-band S21 is
slightly lower than 0 dB due to resistive losses, which increase
at higher frequencies because of skin effect, causing some
droop. The filter follows the transfer function of the ideal filter
closely up to about 12 GHz, where stop-band zeros causes
deviation, likely due to parasitic capacitances in the inductors.

C. Filter Comparison

Table I compares the presented active filter, passive filter,
and the passive filter with a simulated voltage buffer, with
state-of-the-art multi-GHz filters. The active filter achieves an
excellent figure of merit (FoM) when compared with other
multi-GHz filters. While the filter in [6] achieves a slightly
better FoM, it has a lower filter order (3rd), which results in less

internal voltage peaking near fc, which is not accounted for in
the FoM. Additionally, each filter stage contributes noise and
non-linearities, worsening the total DR. However, even when
accounting for the voltage buffer, the passive filter outperforms
all active filters with a simulated FoM of 2.45 aJ, while only
occupying a slightly larger area.

V. CONCLUSION

The presented active Gm-C filter with back-gate tuning
achieves state-of-the-art performance for multi-GHz applica-
tions. However, unless versatility and area consumption are
of main concern, the described passive filter greatly outper-
forms the active one in terms of figure of merit, even when
accounting for a separate input buffer.
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Abstract—The anticipated introduction of multi-GHz channel
bandwidths in 6G makes integrated passive baseband filters
very attractive. This work presents techniques to obtain high
stop-band attenuation in a compact 4.7-GHz 5th-order passive
baseband filter. A lumped model of the filter inductors is derived,
and a capacitive cancellation technique is proposed, along with
techniques to reduce inductive coupling, which are verified using
EM simulations. The proposed techniques improve the stop-band
attenuation by up to 30 dB.

Index Terms—Low-pass filters, 6G, integrated filters, capaci-
tive cancellation

I. INTRODUCTION

While the exact specifications for the sixth generation of
mobile communication (6G) are yet to be finalized, the trend
of ever-increasing data rates is clear and will push channel
bandwidths into the multi-GHz range and carrier frequencies
into the sub-THz range [1], [2]. The anti-aliasing baseband
filter preceding the analog-to-digital converter (ADC) in re-
ceivers or following the digital-to-analog converter (DAC) in
transmitters will thus also require a cut-off frequency in the
multi-GHz range. For previous mobile communication gen-
erations, integrated baseband filters have almost exclusively
been implemented as active ones due to the unreasonably large
footprint of integrated inductors, with some notable exceptions
in [3] and [4], where in both cases 800-MHz passive low-pass
filter are implemented on-chip, at the cost of substantial area
consumption.

However, the higher cut-off frequencies in 6G means
smaller filter components, making integrated passive filters
a viable choice. For instance, for a 50-Ω 4.7-GHz 5th-order
Butterworth filter, the inductors should be 2.74 nH, as shown
in Fig. 1a, which can easily be integrated on chip. Still, if this
is implemented using regular separated inductors, a differential
filter would occupy about 0.16 mm2. This is considerably
larger than similar active filters, where footprints of 0.01-0.05
mm2 are typical [5]–[8]. In sub-THz antennna arrays, the size
of the chip is of particular importance, due to the very small
antenna pitch at these frequencies. The chip dimensions per
antenna channel must be smaller than the antenna pitch to
avoid grating lobes [9], and it is therefore critical that the
filter is as small as possible. Fortunately, the footprint of the
aforementioned 4.7-GHz filter can be substantially reduced
by utilizing mutual inductance, which we demonstrated in
[5]. In that work, the two filter paths were mirrored along
the horizontal axis and placed so that inductors overlap, see

Fig. 1: The 4.7-GHz Butterworth filter in [5]. (a) Ideal
schematic. (b) Conceptual filter implementation. (c) 3D ren-
dition of overlapping inductors.

Fig. 1b for a conceptual drawing. Thus, for a differential
signal, the currents will flow in the same direction, causing
the magnetic fields to add constructively, effectively almost
doubling the inductance. In addition to this, area is saved since
the inductors are placed on top of each other. Owing to these
two effects, this filter is only 0.07 mm2, smaller than even a
single-ended passive filter implementation. A more detailed
3D rendition of the overlapping inductor pair is shown in
Fig. 1c. As seen in the figure, the inductors were implemented
using four turns each.

This filter was shown to greatly outperform state-of-the-art
active filters in terms of dynamic range and power consump-
tion, even when considering an input buffer [5]. However, one
issue with this filter can be seen in Fig. 2, which shows both
the measured and the electro-magnetically (EM) simulated
transfer function of the filter. Above 15 GHz there is a peaking
behaviour in the stop-band due to parasitics, limiting the
attenuation to only about 24 dB at 33 GHz. This causes
issues in both receivers and transmitters; for the former, it
can make the ADC susceptible to interferers and increases the
noise aliasing, reducing the signal-to-noise ratio, while in the
latter, it can cause undesired spectrum content from the DAC
to be transmitted to other frequency channels. In this work,
we therefore investigate the origins of this stop-band peaking
and present methods to mitigate it.
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Fig. 2: Measured and simulated transfer function of the
Butterworth filter in [5].

II. LUMPED INDUCTOR MODEL

In order to analyze the parasitics of the inductor, a lumped
model is created. Given that the two sub-inductors are placed
directly on top of each other, the capacitance between the
overlapping metal traces will be the dominant parasitic. Fig. 3
shows how an approximate lumped model can be created for
a half-turn (HT) of the inductor pair if we only consider
this parasitic capacitance. Each half-turn is modelled with
four unit-inductors Lu and three unit-capacitors Cu, two of
which are cross-coupled since the traces of each sub-inductor
run in opposite directions. This model can be simplified to
only contain two inductors and two cross-coupled inductors
(Fig. 3, bottom right), with little loss in fidelity, as will be seen
shortly. The full four-turn inductors can subsequently be built
from eight cascaded half-turn models, see Fig. 4a. However,
given the large number of components in the model, a nodal
analysis would provide limited insight about the behaviour of
this circuit, and thus further simplifications are necessary. This
is done in Fig. 4b, where the full inductor is split into just two
segments, each with a cross-coupled capacitor pair. Fig. 5a
shows the voltage gain of the three models for Cu = 1.85fF
and Lu = 151pH, and an EM simulation of the overlapping
inductor pair, when they are all loaded with RL = 50Ω and
CL = 419fF, i.e. the same as load as the second inductor in the
filter sees. The inductor models based on half-turn model 1 and
2 show good agreement with the EM simulated model, with
stop-band peaking at around 35 GHz, which is the cause of the
limited stop-band attenuation seen in Fig. 2. Model 3 also has
stop-band peaking, but at a slightly higher frequency at around
44 GHz. Still, it is reasonable to assume that the underlying
mechanism for this peaking is the same in all three models
and the real inductor pair. If we can then develop a method to
reduce the peaking for model 3, it is likely also effective for
the other cases. We thus proceed with an analysis of model 3.

Nodal analysis reveals that the differential-mode voltage
gain of model 3 is given by Eq. (1), see the bottom of the
next page. This system has four real zeros (two at 260 Grad/s
and two at -260 Grad/s) and two complex-conjugate pole pairs,
see Fig. 5b. One of the pole pairs has a very high Q value,
and in conjunction with the zeros, that pole pair is causing the
peaking.

Fig. 3: Derivation of a lumped model of one half-turn.

Fig. 4: (a) Lumped model built from half-turn models. (b)
Simplified lumped model of the overlapping inductor.

III. CAPACITANCE CANCELLATION

For filters with regular separated integrated inductors, non-
ideal stop-band behaviour can typically be traced to inter-turn
parasitic capacitances that can be modelled with a capacitor
between the input and output in parallel to the inductor [10],
causing transfer zeros. In a differential circuit, the effect
of these capacitances can easily be neutralized by cross-
coupling capacitors between the input of one inductor and
the output of the other inductor, and vice versa [11]. This is,
however, not applicable to the overlapping inductors, since the
main parasitic capacitances are then already cross-coupled, as
shown in the previous section. To cancel the effect of these
capacitances, we should then instead add capacitors in parallel
with the inductors.

If we add a capacitor CC as shown in Fig. 6, the voltage
gain becomes the expression in Eq. (2). It can clearly be seen
that two of the zeros can be removed by setting CC = Cp, but
this does not suppress the effect of the problematic pole pair.
If we instead set CC = 4Cp, the two zeros cancel with two
poles, as shown in Eq. (3). Now, the expression only comprises
two real zeros and one (relatively) low-Q complex pole pair,
and the stop-band peaking has been eliminated. Thus, this
analysis shows that a capacitor can be added between the mid-



Fig. 5: (a) Voltage gain of the lumped models and EM
simulated inductor. (b) Pole-zero plot of model 3.

Fig. 6: Capacitive cancellation scheme.

point of each sub-inductor and its corresponding output node
to eliminate the stop-band peaking.

Fig. 7a shows the voltage gain of model 3 and an EM
simulated overlapping inductor, with and without the capaci-
tive cancellation. A fracpole component [12] is added to the
lumped model to emulate the skin effect. It can clearly be
seen in the figure that the proposed capacitive cancellation
technique shows great merit.

The simulation was repeated, but for a load that corresponds
to the load seen by the first inductor in the Butterworth filter.
While the analysis in this section was carried out for the
second inductor in the filter, it can be seen in Fig. 7b that
the proposed method is also effective for the first inductor.
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Fig. 7: Voltage gain of the lumped model and EM simulated
inductor, without (solid lines) and with (dashed lines) CC ,
with loads corresponding to the (a) second inductor, and (b)
first inductor of the filter.

IV. FILTER SIMULATIONS

Next, the capacitive cancellation technique was applied to
the full Butterworth filter. Fig. 8 shows the simulated transfer
function of the original filter (black curve), and with capacitive
cancellation when the inductor pair in different filter sections is
individually EM simulated (red dashed curve), i.e. the mutual
inductances between L1 and L2 are not considered. Clearly,
the added capacitors greatly improve the stop-band behaviour.
However, when the full layout is EM simulated, the transfer
function deteriorates, also plotted in Fig. 8 (purple dotted
curve), due to mutual coupling between L1 and L2.

A proven way to reduce coupling between multiple induc-
tors is to use 8-shaped inductors [13], [14], at the cost of a
slightly larger area and lower quality factor. Therefore, a new
overlapping inductor pair was designed using this technique,
of which a conceptual drawing is shown in Fig. 9a, while
a more detailed 3D rendition is shown in Fig. 9b. In the
latter, the taps used to connect CC are also shown. As seen
in the figures, mutual inductance is still utilized to minimize
the inductor footprint. At 4.7 GHz, the 8-shaped inductor has
a differential Q value of 10.3, while the initial inductor has a
differential Q value of 12.3, so slightly higher in-band losses
are expected. The final layout using the 8-shaped inductors is
shown in Fig. 10 and measures 0.07 mm2, the same size as

AV =
(1− s2LCp)

2

2(1 + s2LCp)(1 + s L
RL

+ s2L(Cp + CL))− (1− s2LCp)2
(1)

AV,CC =
(1− s2LCp)(1 + s2L(CC − Cp))

2(1 + s2L(Cp +
CC

2 ))(1 + s L
RL

+ s2L(Cp + CL + CC))− (1 + s2L(CC − Cp))2
(2)

AV,CC |CC=4Cp
=

(1− s2LCp)(1 + s23LCp)

2(1 + s23LCp)(1 + s L
RL

+ s2L(5Cp + CL))− (1 + s23LCp)2
=

(1− s2LCp)

1 + s 2L
RL

+ s2L(7Cp + 2CL)
(3)
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Fig. 8: EM simulated transfer functions of different filters.

(a) (b)

Fig. 9: 8-shaped inductor pair. (a) Conceptual figure. (b) 3D
rendition.

the original filter, so the increase in inductor size is negligible.
Ground rings were also added around the inductors to further
reduce the coupling. The simulated transfer function for the
filter using 8-shaped inductors and capacitive cancellation is
plotted in Fig. 8 (blue dash-dot curve). Between 22 and 36
GHz, the attenuation is improved by at least 20 dB, with a
peak improvement of almost 30 dB at 33 GHz, compared with
the original filter. Due to the slightly lower Q, the attenuation
is about 0.5 dB higher at 4.7 GHz in the new filter.

Lastly, the common-mode transfer function of both the
original filter and the new filter with 8-shaped inductors was
simulated, see Fig. 11. It can be seen in the figure that the new
filter has better common-mode filtering than the original filter
between 10 and 20 GHz, while it is worse above 20 GHz.
For most scenarios, the transfer function of the new filter is
preferable. Despite this improvement, the common-mode fil-
tering is still considerably worse than the differential filtering,
with no significant attenuation occurring below about 11 GHz.
This is because the currents flow in opposite directions in the
overlapping traces in the inductor pair for a common-mode
signal, cancelling most of the magnetic field, hence reducing
the inductance. This is the main disadvantage of using the
compact, overlapping inductors, and needs to be considered
in the system design.

Fig. 10: Layout of the filter using 8-shaped inductors.
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Fig. 11: EM simulated common-mode gain of the original filter
and filter with 8-shaped inductors.

V. CONCLUSION

This work has presented capacitive cancellation and induc-
tive coupling-reducing techniques to improve the stop-band
attenuation in a very compact multi-GHz passive baseband
filter, which shows excellent merit. While the results are
only simulated, the close agreement between EM simulations,
lumped models, and the measured original filter makes us
confident in the effectiveness of the proposed approach.
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