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Abstract
We have estimated free energies for the binding of nine cyclic carboxylate guest 

molecules to the octa-acid host in the SAMPL4 blind-test challenge with four different 
approaches. First, we used standard free-energy perturbation calculations of relative binding 
affinities, performed at the molecular-mechanics (MM) level with TIP3P waters, the GAFF 
force field, and two different sets of charges for the host and the guest, obtained either with 
the restrained electrostatic potential or AM1-BCC methods. Both charge sets give good and 
nearly identical results, with a mean absolute deviation (MAD) of 4 kJ/mol and a correlation 
coefficient (R2) of 0.8 compared to experimental results. Second, we tried to improve these 
predictions with 28 800 density-functional theory (DFT) calculations for selected snapshots 
and the non-Boltzmann Bennett acceptance-ratio method, but this led to much worse results, 
probably because of a too large difference between the MM and DFT potential-energy 
functions. Third, we tried to calculate absolute affinities using minimised DFT structures. This
gave intermediate-quality results with MADs of 5–9 kJ/mol and R2 = 0.6–0.8, depending on 
how the structures were obtained. Finally, we tried to improve these results using local 
coupled-cluster calculations with single and double excitations, and non-iterative perturbative 
treatment of triple excitations (LCCSD(T0)), employing the polarisable multipole interactions 
with supermolecular pairs approach. Unfortunately, this only degraded the predictions, 
probably because a mismatch between the solvation energies obtained at the DFT and 
LCCSD(T0) levels.

Key Words: binding affinities, host–guest, free-energies perturbation, density-functional 
calculations, CCSD(T), polarisable multipole interactions.
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Introduction
One of the largest challenges of computational chemistry is to predict the binding affinity 

of a small ligand to a larger receptor molecule, e.g. a drug candidate to its receptor protein 
[1,2,3,4,5,6]. Therefore, a large number of methods have been suggested with this aim, 
ranging from statistical knowledge- and regression-based methods to force-field-based 
simulations and free-energy perturbation methods. It is well-known that the molecular-
mechanics force fields employed in many of these methods have a limited accuracy, e.g. 
owing to the primitive treatment of electrostatic interactions [7,8]. Therefore, there has 
recently been much interest in using quantum mechanical (QM) calculations to improve 
binding affinities [9,10,11,12,13]. 

A major problem when estimating binding affinities is the large number of important and 
to a large extent cancelling interactions, e.g. bonded terms, electrostatics, polarisation, charge 
transfer, dispersion, exchange repulsion, polar and non-polar solvation, and entropy. For an 
accurate estimate, all these terms need to be predicted with an accuracy better than 4 kJ/mol, 
because a difference in the binding constant of one order of magnitude corresponds to a free-
energy difference of only 6 kJ/mol. Even worse, the binding might be affected by major 
changes in the conformation or the protonation state of both the ligand and the receptor. Host–
guest systems allow such problems to be studied in a simpler context. In such systems, the 
binding of small ligands to an organic macrocycle with a few hundred atoms is studied 
(compared to the tens of thousands of atoms in a biological receptor). Consequently, the 
configurational freedom as well as the chemical diversity is much smaller. 

A good way to test different methods is blind-test challenges, in which the experimental 
binding affinity is not known when the calculations are performed. Thereby, the results will 
not be biased against the experimental data and not only success stories will be published. The
SAMPL challenges have been leading this development, e.g. providing both protein–ligand 
and host–guest challenges in the SAMPL3 blind test in 2011 [14].

In this paper, we present our efforts to predict binding affinities of the SAMPL4 octa-acid 
challenge [15]. The octa-acid cavitand (Figure 1) is a macrocycle of 184 atoms with a four-
fold symmetry, twelve benzene rings and eight carboxylic groups [16]. It forms a hydrophobic 
cavity of ~10 Å depth that can bind various small molecules in aqueous solution [17,18]. We 
have tried to predict the binding affinity of the nine carboxylic guest molecules in Figure 1. 
The carboxylic group of the guests and the pH of 9.2 during the binding-affinity 
measurements are chosen to ensure that the complexes remain monomeric and that all 
carboxylic groups are deprotonated. We selected this test case because the guest molecules are
quite rigid and all guests have the same net charge. However, the large negative charge of the 
host may cause problems in the calculations.

We have performed free-energy perturbations with molecular-mechanics (MM) methods 
and two sets of charges. Moreover, we have tried to improve these estimates by dispersion-
corrected density-functional theory (DFT-D3) methods [19]. In a second approach, we used 
DFT-D3 optimised structures to estimate the absolute affinities, according to the method 
recently suggested by Grimme [20]. We have also tried to improve the latter results with 
density-fitted local coupled cluster calculations (DF-LCCSD(T0)) [21], employing the 
polarised multipolar interactions with supermolecular pairs (PMISP) approach [22,23]. The 
results are of varying quality, providing both the best and the worst predictions (of twelve in 
total) submitted to the SAMPL4 challenge.
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Methods

Force-field parametrisation of the host and guest molecules
All MM calculations employed the general Amber force field (GAFF) [24] for both the 

host and the guest molecules, and TIP3P for water molecules [25]. Atom types were selected 
by the antechamber program in the Amber 11 software suite [26]. Two sets of charges were 
tested. The first was AM1-BCC charges [27,28], obtained by antechamber (after geometry 
optimisation at the AM1 level). The second set was standard Amber RESP charges [29]: The 
molecules were optimised at the AM1 level and then the electrostatic potential was calculated 
at the Hartree–Fock/6-31G* level in points sampled according to the Merz–Kollman scheme 
[30], albeit at a higher-than-default density (10 layers with 17 points per unit area, giving 
~2000 points per atom). These calculations were performed with the Gaussian 09 software 
[31]. Finally, charges were fitted to these points with the restrained electrostatic potential 
method (RESP) [29] using the antechamber program. For both sets, we ensured that 
symmetry-equivalent atoms in all molecules had the same charges. The two charge sets will be
referred to as BCC and RESP, respectively. A single angle parameter for the host was missing 
in the GAFF 1.0 force field (ca-c3-h2) and was taken from a similar angle (c3-c3-h2; in fact, 
the ca-c3-h2 parameter is available in the GAFF 1.4 force field). Amber leap input files for the
host and all guest molecules are provided in the supplementary material. 

MD simulations
All molecular dynamics (MD) simulations and free-energy perturbation (FEP) 

calculations were performed with the Amber 11 software [26]. Starting structures for the octa-
acid host and the guests were provided by the SAMPL4 organisers and were used without any 
modification. The host was assumed to always be fully deprotonated with a net charge of –8 e.
Likewise, the guests were assumed to be deprotonated with a –1 charge. Starting structures for
the complexes of the host and the guests were built manually. No counter ions were employed.

The host and the complexes were solvated in a truncated octahedral box of water 
molecules extending at least 9 Å from the solute using the leap program in the Amber suite, 
giving ~3850 atoms in total. This structure was then subjected to 100 steps of minimisation 
without any constraints. This was followed by 20 ps constant-volume and 1 ns constant-
pressure equilibration. Finally, a 10 ns production simulation was run, during which structures
were sampled every 20 ps. In the MD simulations, bonds involving hydrogen atoms were 
constrained with the SHAKE algorithm [32], allowing for a time-step of 2 fs. In all 
simulations, the temperature was kept constant at 300 K and the pressure was kept constant at 
1 atm using a weak-coupling isotropic algorithm [33] with a relaxation time of 1 ps. Long-
range electrostatics were handled by particle-mesh Ewald (PME) summation [34] with a 
fourth-order B spline interpolation and a tolerance of 10–5. The cut-off for non-bonded 
interactions was set to 10 Å. For the Bz and EtBz guests (the names of the guests are specified
in Figure 1), ten independent simulations were performed by rotating the complex by a 
random angle around a random axis before the solvation and employing different starting 
velocities (the rotations were performed to ensure that the complexes were solvated 
differently, increasing the difference between the independent simulations [35]).

FEP calculations
The FEP calculations were started from the final structure of these MD simulations 

(removing water molecules). The complexes were solvated in an octahedral periodic box of 
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TIP3P water molecules extending at least 10 Å from the solute, giving ~4700 atoms. They 
were subjected to 500 steps of minimisation and 20 ps equilibration of the water molecules at 
constant pressure, followed by 2 ns equilibration and 4 ns production simulations without any 
constraints, during which structures and energies were sampled every 10 ps. In all simulations,
the temperature was kept constant at 300 K using a Langevin thermostat with a collision 
frequency of 2.0 ps–1 [36] and the pressure was kept constant at 1 atm using a weak-coupling 
isotropic algorithm [33]. The cut-off for non-bonded interactions was set to 8 Å. PME was 
employed with the same parameters as in the MD simulations. Bonds involving hydrogen 
atoms were constrained with SHAKE and the time step was 2 fs.

The  relative  binding  free  energy between  pairs  of  guests  (∆∆Gbind),  G1 and  G2,  was
calculated  for  eight  transformations:  MeBz→Bz,  EtBz→MeBz,  pClBz→Bz,  mClBz→Bz,
Hx→Bz, MeHx→Hx, Hx→Pen, and Hep→Hx. These were estimated using a thermodynamic
cycle that relates ∆∆Gbind to the free energy of alchemically transforming G1 into G2 when they
are either bound to the host, ∆Gbound, or are free in solution, ∆Gfree [37]

∆∆Gbind = ∆Gbind(G2) – ∆Gbind(G1) = ∆Gbound – ∆Gfree (1)

∆Gbound and ∆Gfree were estimated by the Bennett acceptance-ratio method [38,39] (BAR). In 
this approach, a finite number of λ values is selected between 0 and 1, and for each λ, an MD 
simulation is run with the potential

Vλ = (1 – λ)V0 + λ V1, (2)

where V0 is the potential with G1 and V1 is the potential with G2. For each neighbouring pair of
λ values, A and B, the free energy difference between the two states is estimated from 

Δ G A →B
=kT (ln 〈 f (V A−V B+ C)〉B

〈 f (V B−V A+ C)〉A
)+ C (3)

where f(x) = (1 + exp(x/kT) )-1 is the Fermi function, k is the Boltzmann constant, T is the 
temperature, and C is a constant. An iterative procedure is applied to find a value of C that 
makes the first term in Eq. 3 vanish. Free energies were also calculated by multi-state BAR 
[40], thermodynamic integration [41], and exponential averaging [42]. 

We employed 13 states in these calculations (λ = 0.01, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7,
0.8, 0.9, 0.95, and 0.99; for technical reasons, AMBER does not allow calculations at λ = 0.00 
and 1.00). The electrostatic and van der Waals interactions were transformed simultaneously 
in the simulation by using soft-core potentials for disappearing atoms and a dual-topology 
approach [43]. The soft-core potentials were used only for atoms differing between the two 
guest molecules, i.e. for the transformed CH3 →H or Cl→H groups, or for all atoms in the 
ring system for the Hx→Bz, Hx→Pen, and Hep→Hx transformations. The V0 state was 
always the larger guest molecule. For the calculations with the RESP charges, ten independent
simulations were run at each λ value, using different random starting velocities. In a few 
simulations, SHAKE problems were encountered, which were resolved by removing the 
SHAKE constraints and decreasing the time step to 0.5 fs. A semi-automatic script used to 
setup these calculations can be found in http://www.teokem.lu.se/~ulf/ Methods/rel_free.html.

Test calculations with nine Na+ counter ions neutralising the charge of the host and the 
guest were performed for the MeBz→Bz transformation, giving calculated binding free 
energy changed by only 2 kJ/mol compared to calculations without counter ions. Likewise, we
tried to include all guest atoms in the perturbed group, treated with soft-core potentials, rather 
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than only the modified Cl or H atom for the pClBz→Bz transformation, and again the effect 
was only 2 kJ/mol for the calculated binding free energy. Finally, we tried to increase the 
number of  values to 27, run twice as long equilibration and production simulations (4 and 8 
ns, respectively), half the time step (1 fs), increase the non-bonded cutoff distance (9 Å), and 
to run separate electrostatic and van der Waals perturbations for the MeBz→Bz 
transformation. However, none of these five calculations changed the resulting binding free 
energy by more than 0.5 kJ/mol (the results are collected in Table S1).

DFT-D calculations
All calculations with density-functional theory (DFT) were performed with the Turbomole

6.4 software [44,45]. The calculations employed either the TPSS [46] or BP86 [47,48] 
functionals. Basis sets of four different sizes were employed, def2-SV(P), TZVP, def2-TZVP, 
and def2-QZVP' (i.e. the def2-QZVP basis set with discarded f and g-type functions on 
hydrogen and other atoms, respectively) [49,50,51]. All DFT calculations were sped up by 
expanding the Coulomb interactions in auxiliary basis sets, the resolution-of-identity 
approximation, using the corresponding auxiliary basis sets [52,53]. The calculations also 
used the multipole-accelerated resolution-of-identity J approach (MARIJ) [54].

Dispersion effects were included by the DFT-D3 approach [19], either with default 
damping and no third-order terms, calculated by Turbomole (for geometries) or with Becke–
Johnson damping [55] and third-order terms, calculated with the dftd3 program (for single-
point energies) [56].

In some of the geometry optimisations, polar solvation effects were estimated by the 
conductor-like screening model (COSMO) [57,58]. These calculations were performed with 
default values for all parameters (implying a water-like probe molecule) and a dielectric 
constant of 80. For the generation of the cavity, we used the optimised COSMO radii in 
Turbomole (1.30, 2.00, 1.72, and 2.05 Å for H, C, O, and Cl, respectively) [59].

More accurate solvation energies (including also non-polar effects) were obtained with the
COSMO-RS approach [60,61,62] at 298 K. These calculations were based on two single-point
DFT calculations, both at the BP86/TZVP level, either in vacuum or with COSMO continuum
solvation with an infinite dielectric constant.

Thermal corrections to the Gibbs free energy at 298 K and 1 atm pressure (Gtherm; 
including zero-point vibrational energy, ZPE, entropy, and enthalpy corrections) were 
calculated by an ideal-gas rigid-rotor harmonic-oscillator approach [63] from vibrational 
frequencies calculated at the MM level (RESP charges). The rotational contributions were 
obtained from the DFT (not MM) geometries. Optimised structures of the Bz and pClBz 
guests have C2v symmetry and therefore a symmetry number of 2. The other guests have a 
symmetry number of 1 (Cs symmetry for MeBz, EtBz, mClBz, and Hx, C1 for the others). The 
octa-acid host has a formal four-fold symmetry, but owing to varying conformations of the 
propionate side chains, no optimised structure was symmetric. To obtain more stable results, 
low-lying vibrational modes were treated by the free-rotor approximation, using the 
interpolation model suggested by Grimme and 0 = 100 cm–1  [20]. The calculations were 
performed with the thermo program, kindly provided by Prof. Stefan Grimme. The 
translational entropy and therefore also the free energy were corrected by 7.9 kJ/mol for the 
change in the standard state from 1 atm (used in the thermo program) to 1 M (used in the 
experiments).

Geometries were optimised with the TPSS-D3/def2-SV(P) method. Three different 
approaches were used for these calculations. One set of structures was obtained in a vacuum 
and a second set was obtained in the COSMO continuum solvent with a dielectric constant of 
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80. Both calculations involved only the host and the guest molecules, whereas in a third set of 
calculations, four water molecules were also included (forming hydrogen bonds to the guest 
carboxylate group) and the optimisations were performed in the COSMO solvent. These three 
sets will be called Vac, Cos, and Wat in the following.

After the geometry optimisation, three single-point energy calculations were performed: 
BP86/TZVP in vacuum and in COSMO ( = ) for the COSMO-RS calculation, and 
TPSS/def2-QZVP' (with the finer-than default m5 integration grid). For the Wat structures, the
four water molecules were first removed from the complex. The final free-energy estimate:

Gtot = ETPSS + EDFT-D3 + GCOSMO-RS + Gtherm (4)

was the sum of the TPSS/def2-QZVP' energy (ETPSS), the DFT-D3 dispersion energy, including
third-order terms and with Becke–Johnson damping (parameters for the TPSS functional; EDFT-

D3), the COSMO-RS solvation free energy (GCOSMO-RS), and the entropy, ZPE, and thermal 
corrections (Gtherm; specified above). The binding free energy was the difference in this free 
energy between the complex, host, and guest:

Gbind = Gtot(complex) – Gtot(host) – Gtot(guest) (5)

 We calculated the binding free energy in two different ways, either using optimised structures 
for all three species or using rigid structures of the host and guests (i.e. using the complex 
geometry for the host and the guest in the calculations of Gtot(host) and Gtot(guest)).

DFT-D FEP calculations
We tried to improve the FEP MM free energies by reweighting selected snapshots from 

the FEP simulations at the DFT-D level. For the simulations at  = 0.01, 0.50, and 0.99, ten 
evenly distributed snapshots were collected (i.e. after 0.4, 0.8, …, 4.0 ns simulation) for each 
of the ten independent FEP simulations with the RESP charges (i.e. 100 snapshots in total). 
The snapshots were taken for both the V0 and V1 states (i.e. for both guests, which differ only 
in the coordinates of the perturbed atoms) and from the simulations of both the free guest and 
the host–guest complex. For each snapshot, a single-point TPSS calculation was performed 
with the def2-QZVP' basis set on the guest and the def2-TZVP basis set on the other atoms. 
The calculations were performed in vacuum with the m5 integration grid, RI, and MARIJ. 
Three calculations were performed for each snapshot, one with the complex, which was either
the host–guest system, including the 36 water molecules closest to the carboxylate C1 atom of
the guest, or the guest together with the 91 water molecules closest to any atom of the guest, 
one with the isolated guest molecule, and one with the other atoms of the complex (host + 36 
or 91 water molecules). 

We used 36 water molecules, because this was the average number of waters within 7.2 Å 
of the guest C1 atom (the C1–O11/O12 distances are 1.21 Å) in the 10 ns simulation of the 
EtBz guest, which had the largest number among the nine guests. The other guests had 29–33 
waters on average with standard deviations of 3. Likewise, 91 was the average number of 
water molecules within 6.0 Å of any atom in the guest molecule in the simulation of the free 
MeHx guest, which had the largest number among the nine guests; the others had 78–90 
waters on average with standard deviations of 2–4. Typical structures are shown in Figure S1. 
Our previous studies of both ligand binding and enzyme reaction energies have shown that 
neutral groups (protein residues or water molecules) outside a distance of 4.5–6.0 Å from the 
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ligand or active site have only a very small influence (<1 kJ/mol) on the binding or reaction 
energy [64,65,66,67]. 

Consequently, 28 800 DFT calculations were performed in total (8 transformations, 3 
values, 2 states, simulations with either the complex or the free ligand, 100 snapshots, and 3 
calculations on each). For each system, a DFT-D3 calculation was also performed, including 
third-order terms, using parameters for the TPSS functional and Becke–Johnson damping. 

These energies were then used to reweight the FEP energy in various ways. BAR cannot 
be straightforwardly applied, as it would require MD simulations with the QM potential, 
which is computationally too demanding. We use two types of approaches to get around this 
problem and still retain the rigorousness. The first type is an endpoint approach, previously 
applied in reference-potential methods such as QM/FEP, QTCP (QM/MM thermodynamic 
cycle perturbation), and paradynamics [68,69,70,71,72,73,74]. Here, a thermodynamic cycle is
used to obtain 

ΔG s
QM

=ΔGs
MM

+ΔGG1

MM →QM
−ΔGG 0

MM →QM (6)

where ΔG s
MM is the free energy of the whole transformation at the MM level for either the

bound or free states (subscript s; i.e. ∆Gbound or ∆Gfree in Eqn. 1), obtained by the standard BAR
approach for the various subintervals, and the remaining terms are correction terms for going
from the MM potential to the QM potential. These corrections have to be evaluated only at the
endpoints of the transformation, i.e. for the V0 state in the  = 0.01 snapshots and for the V1

state in the  = 0.99 snapshots. Each correction term can either be rigorously evaluated using
exponential averaging:

ΔGG i

MM →QM
=−kT ln 〈exp (−[V G i

QM
−V G i

MM ]/kT )〉G i

(7)

or  approximated  by  a  plain  average  (i.e.  the  first  term  in  the  Taylor  expansion  of  the
exponential in Eqn. 7):

ΔGG i , plain
MM →QM

=〈V Gi

QM
−V Gi

MM
〉Gi

(8)

 In the second type of approach to calculate a QM free energy, the QM free energy is
obtained for each  interval A→B of the transformation, using the same iterative approach as
in BAR. However, the ensemble available for computing the QM energies has been obtained
with an MM-based potential; it is as if the ensemble was obtained in a biased simulation, with
the  bias  corresponding  to  the  difference  between  the  approximate  (MM)  and  true  (QM)
potentials. This situation has been analysed before and has given rise to the non-Boltzmann
Bennett  acceptance-ratio  (NBB)  method  [75].  In  this  method,  when  taking  the  bias  into
account, the BAR expression in Eqn. (3) has to be modified into

ΔG
A→B

=kT ( 〈 f (V A
QM

−V B
QM

+C )exp (V B
bias

/kT )〉B〈exp (V A
bias

/kT )〉A

〈 f (V B
QM

−V A
QM

+C )exp (V A
bias

/kT )〉A 〈exp (V B
bias

/kT )〉B
)+C (9)

where Vbias = VMM – VQM. Thus, this method requires QM and MM evaluations of each of the
ligands at each of the snapshots from each of the simulations with different λ values. QM
results  for intermediate  λ values are obtained from  two QM calculations of the  V0 and  V1
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states, using Eqn. 2. This is possible because we performed dual-topology simulations.
All potential energies in Eqns. 7–9 were approximated with the corresponding interaction

energies,  calculated  as  in  Eqn.  5.  Moreover,  the  QM  potential  energies  in  Eqn.  9  were
calculated either only for the isolated QM system (xQM; i.e. the isolated guest with 91 water
molecules or the host–guest complex with 36 water molecules) or from the full system in a
QM/MM-like fashion:

V QM
=V QM

(xQM)−V MM
(xQM)+V MM

(xall) (10)

For the reference-potential methods in Eqns. 7–8, the two approaches give the same result. 

LCCSD(T0) PMISP calculations
Finally, we performed local coupled-cluster calculations with single and double 

excitations, and non-iterative perturbative treatment of triple excitations (LCCSD(T0)) [21]. 
Full counterpoise correction was used throughout. The cc-pVTZ basis set [76,77] was applied 
in these calculations. Density-fitting (DF) approximations [78,79] were used for both the 
Hartree–Fock and the correlation part, with the corresponding cc-pVTZ/JKFIT [80] and cc-
pVTZ/MP2FIT [81] auxiliary basis sets, respectively. Localized Pipek–Mezey orbitals [82] 
were used and the orbital domains were determined according to a natural population analysis 
occupation threshold of TNPA=0.03 [83]. Pair approximations were applied with the distance 
criteria rclose=3 Bohr and rweak=5 Bohr, and including the amplitudes of close pairs in the 
coupled-cluster residuals [84]. In order to account for basis-set incompleteness effects, the 
DF-LCCSD(T0)/cc-pVTZ energies were corrected by estimating the MP2 complete basis-set 
limit (CBS). Calculations at the DF-MP2/aug-cc-pVTZ and DF-MP2/aug-cc-pVQZ levels of 
theory were carried out (using the aug-cc-pVnZ/JKFIT and aug-cc-pVnZ/MP2FIT basis sets). 
An n–3 extrapolation of the correlation energy was performed from the two points [85] and 
added to the aug-cc-pVQZ reference energy (MP2/CBS[3:4]). The final composite energy, 
including higher-order correlation effects from the local coupled-cluster result and the CBS 
extrapolation was computed from:

ECC+ΔCBS = E(LCCSD(T0)/cc-pVTZ) – E(LMP2/cc-pVTZ) + E(MP2/CBS[3:4]) (11)

These calculations were performed on the DFT-D3 optimised Cos structures. Interaction 
energies were calculated with the polarised multipolar interactions with supermolecular pairs 
(PMISP) approach [22], with extensions to the LCCSD(T0) level, as will be described in 
detail and verified elsewhere [23]. These LCCSD(T0) PMISP energies replaced the ETPSS and 
EDFT-D3 interaction energies in Eqn. 4.

Geometric measures
The geometry of the host, guests, and the complexes are described by a number of 

measures, as is displayed in Figure 2. 
• rDm is the closest distance between any guest atom and the average of the coordinates 

of the four HD atoms (called AD; HD is defined in Figure 2). It measures how deep 
the guest is in the host. 

• rDG is the distance between AD and the average coordinate of the guest ring atoms 
(called AG). 

• rBB1 and rBB2 are the distances between opposite HB atoms in the host (differing by a 
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90° rotation around the C4 symmetry axis of the host). The absolute difference, 
rBB = |rBB1 – rBB2|, estimates the distortion of the host. 

• rCO1 and rCO2 are the distances between opposite host CO atoms. They describe the 
orientation of the carboxybenzyl groups.. 

• r11, r12, r13, r14, r21, r22, r23, and r24 are the distances between the two guest carboxyl 
oxygen atoms (O1 and O2) and the four HC atoms of the host. rmin is the smallest of 
these eight distances and rmin2 is the second smallest. 

• t is the angle between the guest C1–C2 and the host AD–AT vectors, where AT is the 
average coordinate of the four HB atoms. It describes the tilt of the ligand.

• r is the angle between the guest O1–O2 vector and one of the host HC–HC vectors. It 
describes the rotation of the guest in the host.

• rO1 and rO2 are the distances between the guest O1 and O2 atoms and the average plane 
defined by the four host CC atoms. They describe how much the guest reaches out of 
the host.

• 11, 21, 31.41, 12, 22, 32, and 42 are the inner two C–C–C–C dihedral angles of the four 
propionate groups, as is shown in Figure 2. 

• We described hydrogen bonds between the guest carboxylate groups and water 
molecules by the number of water molecules with a hydrogen atom within 2.5 Å of 
each of the carboxylate O atoms (nHB1 and nHB2) and the shortest of these distances (rHB1

and rHB2). 
• Finally, nW is the number of water molecules that are inside the host molecule, defined 

as water molecules with the O atom within 6 Å of all four HM atoms.

Uncertainties and quality estimates
Reported uncertainties are standard errors, i.e. standard deviations divided by the square 

root of the number of samples. For the BCC charges, a single set of FEP calculations was 
performed and the uncertainties were obtained by error propagation of the BAR uncertainties 
for each individual  value. For the RESP charges, ten independent sets of FEP calculations 
were performed and the reported uncertainties are the standard error of the net BAR results 
over these ten sets of calculations divided by √10 . Previous studies have indicated that a 
single set of calculations underestimates the uncertainty compared to several independent 
simulations [86] and this is confirmed in the present calculations, which indicate that the BCC
uncertainties are underestimated by a factor of 1.0–2.6 compared to the RESP uncertainties. 
The uncertainties of the free-energy estimates were obtained by non-parametric bootstrap 
sampling (using 100 samples) of the potential-energy differences in the BAR calculations. 

The quality of the binding-affinity estimates compared to experimental data was measured
using the mean signed deviation (MSD), the mean absolute deviation (MAD), the MAD after 
removal of the systematic error (i.e. the MSD), MADtr, the root-mean-squared deviation 
(RMSD), the correlation coefficient (R2), Pearlman's predictive index (PI) [87], and the slope 
and intercept of the best correlation line. In addition, Kendall's rank correlation coefficient 
was calculated, either for all possible pairs of estimates (τ) or after removing pairs for which 
the predicted or experimental differences in affinities were not significantly different from 
zero at 95% significance (τ95) [88]. For the FEP relative affinities, τ was calculated only for the
transformations explicitly simulated, r. The uncertainties of the quality estimates were 
obtained by a parametric bootstrap (using 500 samples), assuming the estimates are normally 
distributed with the mean equal to the estimate and the standard deviation equal to the 
reported uncertainty.
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Result and Discussion
In this paper, we have tried to estimate the binding affinities of nine small carboxylate 

guest molecules to the octa-acid host (all shown in Figure 1). This was a part of the SAMPL4 
blind-test challenge. Thus, the experimental affinities were not known during the investigation
(besides the one of the Hx guest, which can be found in ref. 17). Five sets of binding affinities,
calculated with different methods, were submitted to SAMPL4. Only at a later stage were the 
experimental affinities revealed [89]. Additional estimates, which were not submitted, will 
also be discussed below.

We have worked with both MM and QM (DFT-D3 and LCCSD(T0)) approaches. Our 
objective was to incorporate as much as possible QM in the calculations. However, this will 
always come at a cost because the sampling of the conformational space cannot be as 
thorough as when using fast MM methods. Two main approaches were tested. First, we 
employed FEP calculations, based on extensive MD simulations at the MM level. This is the 
only set of results that was obtained solely through MM. Second, we used single minimised 
DFT-D3 structures with entropy and thermal effects calculated from vibrational frequencies, 
using a procedure close to that recently suggested by Grimme [20]. For the first approach, we 
also tried to improve the FEP free energies by reweighting with DFT-D3 methods. For the 
second approach, we also tried to improve the energies by employing the PMISP approach 
[22] at the LCCSD(T0) [21] level [23]. All these results will be described in separate sections.

MD simulations
We started by performing MD simulations of the host alone or in complex with the guest 

molecules. These give us information about the structure and dynamics of the host and the 
complexes, which can be compared to the optimised DFT structures and can be used to see 
whether the FEP calculations can be expected to be converged or if there are degrees of 
freedom that are not adequately sampled during the 4-ns FEP simulations.

The geometry of the free octa-acid host during the MD simulations is described in Table 1
(averages) and Figure 3 (dynamic variation). There are 1–5 water molecules inside the host, 
with an average of 3.3–3.4 with both force fields. The host shows a breathing motion with the 
difference of the two opposite HB–HB distances (rBB) varying from 0 to 6 Å with an average 
of 1.3 Å. The largest fluctuations are found for the propionate groups with C–C–C–C dihedral
angles that show transitions between the three stable states with a frequency of 0.1–1.4 ns–1.

The host–guest complexes show a similar dynamics. They still show a breathing motion 
with an even larger difference in the two HB–HB distances of 1–9 Å. The BCC simulations 
give 0.2 Å larger HB–HB distances than simulations with the RESP charges. The dihedral 
angles of the propionate groups also show a similar variation, with transitions between the 
three minima with a frequency of 0.1–1.4 ns–1. Thus, all minima of the propionate groups will 
in general not be sampled during a single FEP calculation.

The guest molecules are firmly bound inside the host, with average rDm distances of 3.4–
5.3 Å and a range of ~2 Å between the smallest and largest distances during the simulations 
(Figure 4a). The distance is in general smallest for the largest guest EtBz and largest for the 
smallest guest Pen. The rDG distances are 6.6–7.9 Å with no significant differences between 
the BCC and RESP charges. The average tilt angle is 12–29°, with variations of ±20° during 
the simulations (Figure 4b). The guest rotates quite freely in the host, making 3–8 full 
rotations during the 10 ns simulations (Figure 4b). This applies even to the large EtBz host. 
The guest essentially always reaches outside the host with its carboxylate atoms (Figure 4c), 
with an average 1.7–2.5 Å above the average CC plane. 

The carboxylate O atoms form hydrogen bonds with water molecules: On the average, 
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there are three water molecules within 2.5 Å of each of the carboxylate O atoms (Figure 4d), 
with only minimal variations between the various guest molecules. The average shortest 
distance is always 1.7 Å. with only a restricted dynamics (1.5–2.2 Å; Figure 4e). There is 
occasionally a single water molecule inside the host, together with the guest, on average 0–
0.14 molecules, highest for the Bz, MeBz, and pClBz guests.

FEP results at the MM level
Relative binding affinities were calculated by FEP, according to Eqn. 1. As a preliminary 

test of the method, we performed FEP calculations for the transformations from hexanoate 
(C6) to decanoate (C10) in four steps (each transforming a hydrogen atom to a methyl group) 
with RESP charges. Experimental results for the C6→C8 and C8→C10 transformations are 
available, 4.9 and 3.6 kJ/mol, respectively [17]. Our results (collected in Table S2), 8.0±0.4 
and 3.3±0.9 kJ/mol, reproduce these reasonably well, with errors of 3.1 and 0.2 kJ/mol, 
respectively. This gives some credence to our FEP approach.

The results of the FEP calculations for the nine guest molecules in the SAMPL4 challenge
are collected in Table 2. For four of the transformations, the errors are only 0–2 kJ/mol, 
whereas for the other four transformations, the errors are 5–7 kJ/mol (Figure 5), giving a mean
absolute deviation (MAD) of 4 kJ/mol. Quite unexpectedly, the larger errors are obtained 
mostly for simple transformations, MeBz→Bz, pClBz→Bz, and MeHx→Hx, but also for the 
harder Hx→Bz transformation. The correlation between the calculated and experimental 
values is good (R2 = 0.8) and the ranking is perfect with r = 1.0. However, the slope is 1.8–
1.9, reflecting that the FEP calculations overestimate the energy difference for all four 
transformations with large errors. 

The two charge sets gave very similar results, with differences of up to 0.2–0.4 kJ/mol for 
five of the transformations and 1–2 kJ/mol for the remaining three. These differences are 
within the statistical uncertainty for all except two of the transformations, viz. MeBz→Bz and
MeHx→Hx. This reflects that the RESP charges of the methyl groups are much larger in 
magnitude than the BCC charges, e.g. –0.44 compared to –0.03 e in MeBz and –0.72 and       
–0.09 e in MeHx. This is compensated by the charges on the methyl hydrogen atoms and the 
neighbouring C5 atom. However, the two sets agree rather closely, with a mean absolute 
difference is 0.08 e. The predictions based on the  RESP charges are slightly but consistently 
better than those based on the BCC charges for all the quality estimates, although the 
improvement is typically not statistically significant.

The precision of the calculated relative affinities is in general excellent: For the FEP 
calculations with RESP charges, which are based on ten independent simulations, it is 0.05–
0.15 kJ/mol for the five simple calculations, involving CH3→H or Cl→H transformations, 0.3
kJ/mol for Hx→Bz, and 0.7 kJ/mol for Hx→Pen and Hep→Hx. For the BCC simulations, 
which are based on only a single set of calculations, the standard errors are 1.2–3.1 times 
larger. As discussed in the Methods section, the BCC uncertainty is probably somewhat 
underestimated.

As shown in Eqn. 1, the relative binding free energies are obtained as the difference of 
estimated free energy differences for the simulations of the guest free in water or bound to the 
host. As shown in Table S3, these energy components are in general larger than ∆∆Gbind , up to 
558 kJ/mol for the Hx→Pen transformation. In general, the two simulations give a similar 
uncertainty, except for the Hep→Hx transformation, for which the uncertainty is more than 
twice as large in water than in the host with the RESP charges.

We have also calculated the relative binding free-energies with five other methods, 
thermodynamic integration (TI), TI with a cubic approximation, forward exponential 

12



averaging, backward exponential averaging, and multi-state BAR (all using the same 
simulations). For five of the transformations, the results of the five methods agree within 
1 kJ/mol, indicating well-behaving transformations and a proper number of  values 
(Table S4). For the Hep→Hx transformation, TI gives a 3 kJ/mol lower results and for the 
MeHx→Hx and Hx→Pen transformations, there are differences of up to 13–15 kJ/mol, 
indicating poor overlap between some of the intermediate states and that the calculations 
could gain from using more  values or employing separate van der Waals and electrostatic 
transformations.

We submitted two sets of results to the SAMPL4 challenge, based on the RESP and BCC 
charges, respectively. These were obtained by recalculating our relative affinities to absolute 
affinities employing an experimental estimate of –21.1 kJ/mol for the Hx guest [17]. These 
estimates are listed in Table S5 and gave MADs of 3.2 and 3.7 kJ/mol, for RESP and BCC, 
respectively, whereas both gave 95 = 1.0, and R2 = 0.9. The RESP charges gave the best 
results among the 12 submissions to this SAMPL4 challenge. Still, these results are somewhat
affected by the use of the old experimental estimate for the Hx guest (having an error of 2.4 
kJ/mol, compared to the new one). Using instead the new experimental estimate for the 
affinity for Hx (–23.5 kJ/mol [89]), the MAD decreases to 2.6 or 2.9 kJ/mol, whereas R2 and 
95 are not affected.

FEP results at the DFT-D3 level
Next, we tried to incorporate DFT-D3 calculations into the FEP. Due to the underlying 

cost of these methods, a different approach had to be used. We run in total 28 000 DFT-D3 
calculations at 100 snapshots and three  values from the RESP FEP simulations. The DFT 
calculations were performed on truncated systems with only 36 (complex simulation) or 91 
(free guest simulation) water molecules. Several methods were used to estimate the binding 
free-energies at the DFT-D3 level, as is described in the Methods section.

A first estimate of the difference between the QM and MM energies can be obtained by 
taking the average difference between the QM and MM interaction energy for the endpoints of
the perturbation (Eqn. 8). This energy difference is sizeable, as can be seen in Table 3, up to 
136 kJ/mol. The QM interaction energy is always less favourable than the MM one. The 
standard error is 2–3 kJ/mol, somewhat lower for the free guest than for the complex. For the 
Bz, Hx, and MeBz guest molecules, we have several estimates (from different 
transformations; marked with the same colour in Table 3) and these agree within 4 kJ/mol, 
except for Hx (11 kJ/mol). There is essentially no difference whether the MM energies are 
calculated with standard or soft-core van der Waals potentials (differences in the average 
interaction energies of less than 0.8 kJ/mol, except in one case with 1.6 kJ/mol). These 
energies could be used as simple extrapolation corrections to the FEP binding free energies, 
giving sizeable corrections to several transformations, in particular the EtBz→MeBz and 
Hx→Bz transformations (–43 and –45 kJ/mol) with standard errors of 5 kJ/mol (Table 4, 
column Plain av.). Unfortunately, this correction leads to a degradation of the computed 
estimates, increasing MAD to 17 kJ/mol, decreasing R2 to 0.6, and increasing the range of the 
predicted affinities to 56 kJ/mol.

Strictly, we should not use plain averages for the energy corrections, but instead 
exponential averages (Eqn. 7), which would give a QTCP-like approach. Similar corrections 
have been used in similar contexts before [68–74]. Unfortunately, such an approach becomes 
unstable if the differences between the MM and QM potentials are too large, leading to 
corrections that depend only in a few of the DFT calculations [90]. In the present case, this 
gives a correction of 35–92 kJ/mol for the host simulations but –51 to –149 kJ/mol in water 
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(Table 3). The uncertainties increase to 3–22 kJ/mol, except for three of the Bz and Hx 
calculations in water, which gave very large and unreliable results. Disregarding these and 
using the average value for the identical Bz, MeBz, and Hx simulations, we can arrive at 
reasonable corrections for all transformations of –75 to 6 kJ/mol, with standard errors of 16–
32 kJ/mol (Table 4, Exp. av. column. However, these estimates are slightly worse than the 
plain averages with MAD = 26 kJ/mol, R2 = 0.6, and a range of 94 kJ/mol.

The problem with doing QM corrections only at the end points of the transformation is 
that no error cancellation is obtained between the QM calculations of the two states; thus the 
statistical noise becomes large if the QM and MM potentials are too different. The NBB 
method (Eqn. 9) [75] provides a more balanced way to treat FEP calculations where the 
sampling has been performed with a cheap MM potential and energies with the more 
expensive QM potential. This method makes use of QM calculations of both states on the 
snapshots sampled on all three values. Performing NBB on energies obtained for the 
truncated QM system give energy corrections of –52 to 16 kJ/mol with standard errors of 5–12
kJ/mol (third column in Table 4). This improves the results somewhat to MAD = 17 kJ/mol, 
R2 = 0.7, and a range of 68 kJ/mol.

However, it seems more reasonable to perform NBB on energies containing also an 
estimate of interaction energy from the remaining water molecules outside the QM system, i.e.
by using a standard QM/MM approach (Eqn. 10). This changes the NBB energy correction by 
1–4 kJ/mol, except for the Hx→Bz transformation (26 kJ/mol). The precision is still 5–13 
kJ/mol. Such predictions have a similar accuracy compared to experiments with MAD = 20 
kJ/mol and R2 = 0.6, and a range of 68 kJ/mol (fourth column in Table 4).

There are several differences between how the QM and MM free energies were calculated.
First, the MM free energies were based on 13 rather than three  values. Three  values have 
been shown to be enough in a previous investigation, giving errors of less than 2 kJ/mol [91]. 
However, this of course depends on the specific transformations. We can directly estimate this
effect by repeating the BAR calculations for the MM FEP data with only three  values. For 
six of the transformations, this changes the relative binding free energy by less than 5 kJ/mol. 
However, for the Hx→Pen and Hep→Hx transformations, the effect is much larger, 12 and 46
kJ/mol, respectively.

Second, the MM FEP calculations were performed with periodic systems and Ewald 
summation, whereas the QM(/MM) calculations were performed for finite systems. Third, the 
QM correction is based on interaction energies, i.e. ignoring the internal energy of the guest, 
whereas the FEP energies include all energy terms; this can make a difference if the dominant 
conformation differs between the bound and unbound states. We can correct for all these three 
effects by performing BAR calculations based on the same MM data as used for the QM 
correction, i.e. either the truncated QM system (QM) or all atoms (QM/MM). The difference 
between these results and the original BAR results provides a correction for the differences in 
the method, which has been added to the columns with Corr. = Yes in Table 4. These 
correction terms are 6 to –68 (QM) or 1 to –48 kJ/mol (QM/MM), with standard errors of 5–
13 kJ/mol. Unfortunately, they give worse results than the uncorrected data, with R2 = 0.4–0.5,
MAD = 26–27 kJ/mol, and ranges of 71–73 kJ/mol. The results of the various DFT-FEP 
methods are shown in Figure 6. It can be seen that all DFT-FEP approaches fail for the four 
transformations with small ∆∆Gbind energies, giving a much too negative affinity. 

To the SAMPL4 challenge, we submitted one set of predictions, based on the NBB-QM 
corrections and recalculated to absolute binding energies using the old experimental data for 
the Hx guest. Unfortunately, there was a bug in the script calculating the NBB free energies so
those predictions were incorrect. Correct data are given in Table 4.
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DFT-D3 structures 
In our second approach, inspired by a method recently suggested by Grimme [20], 

structures were optimised at the BP86-D3/def2-SV(P) level. The optimisations were started 
from the end of the 10 ns MD simulation of the nine complexes with RESP charges. Three 
different sets of structures were calculated, one in vacuum (Vac), one in the COSMO ( = 80) 
continuum solvent (Cos), and another one in the same COSMO solvent, but with four water 
molecules forming hydrogen bonds to the guest carboxylate group (Wat). The latter four 
molecules were removed before the energy calculations.

Pictures of the optimised Cos structures are shown in Figure 7. It can be seen that the 
general binding pattern of the guest is similar in all structures: It binds inside the host with the
carboxylate group just above the rim of the structure, with at least one carboxylate atom 0.4–
3.2 Å above the average plane of the four CB atoms (rO1 and rO2 in Table 5). In most of the Vac
and Cos structures, each of the two carboxylate oxygen atoms of the guest forms a weak 
hydrogen bond with one HC atom on the carboxybenzene groups of the host with H–O 
distances of 1.9–2.3 Å (rmin and rmin2 in Table 5; the EtBz guest in the Vac structure forms 
instead a hydrogen bond with the HC atom at 2.6 Å distance). This leads to a tilted orientation
of the carboxybenzene group of the guest, forming a tilt angle (t) of 8–58°. In the Wat 
structures, the importance of these O–HC interactions is reduced and most of the structures 
shows no or only one such hydrogen bond.

Clearly, this binding mode is somewhat different from what was found in the MD 
simulations: The guests are more hidden in the host with smaller and more varying rO 
distances. Moreover, the guest carboxylate groups form hydrogen bonds with the HC atoms, 
whereas such interactions were rare in the MD simulations. Consequently, the tilt angle is in 
general larger (typically by ~20°) and more varying in the DFT structures. 

The rDm distances are 2.6– 5.9 Å, with an average of 3.9 Å. There is no clear-cut tendency 
that the larger ligands are closer to the bottom. However, the rDG distances increase for the 
larger ligands, e.g. Bz < MeBz < EtBz. Thus, there seems to be a major random component in 
the structures. In particular, we saw in Figure 3c that the propionate groups can attain many 
different conformations by rotations around the C–C bonds. In the DFT-optimised structures, 
one of these conformations is obtained and for the Cos and Wat structures, the obtained 
structure depends on the starting structure, giving rise to a large variation in these angles. For 
the Vac structures, the variation is much smaller because the stronger repulsion between the 
carboxylate groups forces them to be as far from each other as possible (cf. Figure 7). 

Likewise, there is a large variation in the distortion of the macrocycle, as is best seen from
the top views in Figure 7d. The Vac structures are nearly symmetric, with rBB differences of 
0–0.4 Å (again owing to the repulsion of the carboxylate groups; this repulsion also forces the 
carboxybenzyl to point straight out from the host, giving larger rCO distances; cf. Figure 7a), 
whereas for the Cos structures the differences are 1.1–7.2 Å and for the Wat structures, the 
differences are 0.1–8.5 Å. Again, this is in accordance with the breathing motion of the host 
seen in the MD simulations: the DFT-D3 optimisations end up in one of many possible 
conformations of the host. The distortion of the host was even more pronounced in test 
calculations with the older DFT-D2 dispersion correction [92], which gave strange structures 
with even larger differences in the rBB distances, cf. Figure S2. Apparently, DFT-D2 
overestimates dispersion effects, as has also been observed before [93]. 

DFT-D3 binding energies 
Apparently, the DFT optimisations give one structure of many possible conformations of 

the host–guest complexes. It is likely that these differences in the structures may affect the 
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calculated affinities in a random way, making the octa-acid system a hard test case for a 
minimisation-based approach. Unfortunately, the geometry optimisations were quite time 
consuming (they took typically ~2 weeks on a single processor, but some structures took as 
long as two months; the new statpt optimiser in Turbomole was appreciably faster and more 
successful than the old relax optimiser). This made it hard to perform an exhaustive 
investigation of the influence of different conformations on the binding affinities.

An indication of the stability of the calculated energies can be found from the structures of
the free host, for which nine independent calculations were run for Vac and 18 for Cos and 
Wat (which should all give the same structures). The raw BP86-D3/def2-SV(P)+ 
COSMO(=80) energies varied by 7 kJ/mol for the Vac structures and by 34 kJ/mol for the 
Cos and Wat structures. The reason for the smaller variation in the Vac structures is that the 
orientation of the propionate groups is more similar in those structures, because of the large 
repulsion between these groups in vacuum.

As an additional test, we also optimised ten different structures of the Bz complex, 
starting from different snapshots of the MD simulation. The resulting structures differed by up
to 50 kJ/mol in the TPSS+D3/def2-SVP+COSMO(=80) energy. On the other hand, ten 
structures of the isolated guest gave energies that agreed within 0.1 kJ/mol.

Table 6 shows guest binding energies and free energies calculated with various 
approaches and for the three sets of structures. The first four columns contain the results 
obtained at the various DFT levels of theory. The raw TPSS-D3/def2-SV(P) results (used for 
the geometry optimisation) in the first column, show that the binding energies strongly depend
on solvation effects: For the Vac structures (with energies also calculated in vacuum), the 
binding energies are large and positive (818–847 kJ/mol), owing to the Coulombic repulsion 
between the host and the guests with net charges of –8 and –1 e, respectively. This repulsion is
removed in water solution, so that for the Cos and Wat structures (the latter calculated after 
removal of the water molecules from the complex), the binding energies are negative, –58 to  
–108 for the Cos structures and –18 to –71 kJ/mol for the Wat structures. The energies give R2 
= 0.2–0.4 and MADtr = 6–15 kJ/mol (the mean absolute deviation after removal of the mean 
signed error) compared to the experimental data, with the Vac structures giving the best 
results.

The BP86/TZVP calculations give similar results, although the energies are ~120 kJ/mol 
more positive, mainly owing to the omitted dispersion energy. It is also notable that the 
vacuum binding energies for the Cos and Wat structures become more unstable, as is 
illustrated by a much larger range of the binding energies between the various ligands (e.g. 
238 kJ/mol for BP86/TZVP in vacuum, but 50 kJ/mol for the TPSS-D3/def2-SV(P) for the 
Cos structures), but also by the poor R2 (–0.4 and –0.1 for the Cos and Wat structures, 
respectively; a negative sign of R2 indicates that R is negative) and the large MADtr (78 and 
34 kJ/mol). For the Vac structures, the results are slightly better, e.g. R2 = 0.1 and MADtr = 15
kJ/mol. The BP86/TZVP+COSMO(=) results are even better, especially for the Wat 
structures (R2 = 0.5 and MADtr = 5 kJ/mol).

The TPSS/def2-QZVP' energies are quite similar to the BP86/TZVP vacuum energies, 
with differences of up to 12 kJ/mol. The four sets of calculations show that the effects of the 
basis set and the DFT functional are quite small (but the effect is still important considering 
that the nine guests have experimental binding free energies that differ by no more than 16 
kJ/mol). The DFT integration grid had only a minor effect on the energies, up to 1 kJ/mol 
(difference between calculations with m3 and m5 grids), so some time could be saved by 
using only the smaller grid.

Several corrections were added to the raw DFT electronic energies, as shown in Eqn. 4. 
The DFT-D3 dispersion energies were found to be large and significantly contribute to the 
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stability of the complexes (values between –76 to –144 kJ/mol). The polar solvation energy 
(the difference between the BP86/TZVP COSMO(=) and vacuum calculations) is larger, 
and increases in magnitude from the Vac to the Wat structures (–898, –943, and –961 kJ/mol 
on average). The COSMO-RS solvation energies (based on these calculations), including also 
non-polar solvation effects, are 12–43 kJ/mol more negative. 

The TPSS/def2-QZVP', DFT-D3, and COSMO-RS energies can be added to give a 
binding enthalpy which is negative, –28 to –118 kJ/mol. The Vac and Wat structures show a 
decent correlation with experimental data (R2 = 0.5–0.8 and MADtr = 8–9 kJ/mol), whereas 
the results for the Cos structures are poor, R2 = 0.0, and MADtr = 21 kJ/mol.

Finally, we have also calculated entropies, ZPEs, and thermal effects. Their sum is 
positive owing to the loss of translational and rotational entropy. If these terms are added to 
the enthalpies, we obtain a final binding free-energy estimate. It is 5 to –36 kJ/mol for the Vac 
structures, 7 to –66 kJ/mol for the Cos structures, and 20 to –22 kJ/mol for the Wat structures. 
The correlation to experimental results is similar to that of the enthalpies, R2 = 0.82 and 0.63 
and MADtr = 7 kJ/mol for the Vac and Wat structures and R2 = –0.02 and MADtr = 23 kJ/mol 
for the Cos structures.

Energies discussed so far are based on the optimised structures for all complexes, guests, 
and the host. As mentioned above, this may be problematic, because the propionate groups 
may have different conformations in the various complexes and the host can show different 
degrees of distortion. Therefore, we also calculated the corresponding energies for rigid 
structures, i.e. where the structures of the host and the guest were taken from that of the 
complex, without any optimisation. If this is done for the ten different optimised structures of 
the Bz guest, the variation in binding energies is reduced from 50 to 20 kJ/mol. Rigid energies
for all guest molecules are listed in the four last columns in Table 6.

For the Vac structures, the calculated energies are quite similar to those obtained with the 
relaxed structures: the various binding energies change by less than 10 kJ/mol, except for the 
solvation energies (up to 23 kJ/mol). The vacuum BP86 and TPSS, as well as the DFT-D3 
binding energies always become more negative, reflecting that the host and ligand are not 
optimised. On the other hand, the solvation free energies and thermal corrections are always 
positive. As an effect, a non-systematic variation in the net binding free energies of up to 17 
kJ/mol is observed. They reproduce the experimental data about as well as the relaxed data 
with R2 = 0.70 and MADtr = 4 kJ/mol.

For the Cos and Wat structure, the differences are much larger, up to 105 kJ/mol, and 
without any trends regarding the sign. Many of the differences cancel and for the final binding
free energies the differences are up to 33 kJ/mol, with a varying sign for the Cos structures, 
but always negative for the Wat structures. For the latter, there is no change in the 
performance compared to the experimental data (R2 = 0.67 and MADtr = 8 kJ/mol), but for 
the Cos structures, there is a major improvement, giving them a performance similar to that of
the other two sets of structures, R2 = 0.73 and MADtr = 7 kJ/mol.

The effect of using rigid structures comes mainly from the host: The changes for the 
guests are only up to 6 kJ/mol for the Vac and Cos structures and up to 9 kJ/mol for the Wat 
structures (owing to the distortion caused by the explicit hydrogen bonds to the four water 
molecules). The only exception is the solvation term that changes by up to 12 kJ/mol. 
Therefore, we may reintroduce these terms as a ligand-relaxation energy. Such a correction 
term, calculated at the TPSS/def2-QZVP' level, is included in Table 6 (column relax). It 
amounts to 0 to –6 kJ/mol for the Vac and Cos structures and –4 to –9 kJ/mol for the Wat 
structures. It has only a minor influence on the results. Adding the remaining terms (DFT-D3, 
solvation, and thermal effects) has again little influence on the results.

As seen above, the solvation energy is a major correction factor. The systems under study 
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show strong electrostatic interactions and the overall accuracy can be strongly undermined if 
the continuum solvent is insufficient to capture the solvent effect. We have already observed 
that the COSMO-RS solvation energies seem to introduce a quite large variation in the 
calculated values. Therefore, we also tried to calculate final binding free energies, based on 
the solvation energy from the BP86/TZVP calculations (difference between the COSMO and 
vacuum calculation) instead of the COSMO-RS energies (thereby including only the 
electrostatic part of the solvation energy). This gave worse R2 for the Vac and Cos structures 
(0.65 and 0.58), but better for the Wat structures (0.67) and better MADtr for all structures (3–
6 kJ/mol). However, the estimated affinities were all too low in absolute terms with averages 
of 7 to –6 kJ/mol.

Finally, we could consider the three sets of structures (Vac, Cos, and Wat) as a minimal 
sampling of possible structures and simply average the results of the three structures for each 
guest. This is the consensus estimate shown in Table 7 and Figure 8, which gave R2 = 0.77 and
MADtr = 6 kJ/mol. However, the range of the estimates is 40 kJ/mol, 2.5 times larger than for 
the experimental affinities (16 kJ/mol). Consequently, the slope of the best correlation line is 
2.0. The  and 95 values are 0.67 and 0.71, the same as for the Wat structures, but these 
measures are slightly larger for the Vac and Cos structures, 0.72 and 0.77.

Only a single set of DFT-D3 energies were submitted to SAMPL4, based on the Cos 
structures, rigid calculations with guest relaxation. It is also shown in Table 7, but it is not 
identical to any of the previously discussed entries for several reasons. First, it employed the 
thermal corrections from the relaxed structures (having only a minor effect, up to 2 kJ/mol). 
Second, the estimate for the Bz guest was (by mistake) a mixture of the Gtherm terms for the 
correct structure and the other energy terms for another structure that is 1 kJ/mol higher in the 
optimised TPSS+D3/def2-SV(P)+=80 energy, giving a 1 kJ/mol more negative binding 
energy. Third, the correction for the change in the standard state for the entropy was missing 
(making the energies 7.9 kJ/mol too negative). Fourth and most important, the result for the 
Pen guest was an outlier (in the submission we wrote: “results of ligand 8 seem to be wrong, 
but we have not had time to spot the error”). The problem could be traced to the structure 
(shown in Figure S3 in the supplementary material and also included in Table 5): The ligand 
binds deeper inside the host, with only one O–HC hydrogen bonds. Reoptimisation gave the 
structure in Figure 7b, which was 10 kJ/mol more stable at the optimised TPSS+D3/def2-
SV(P)+=80 level and 106 kJ/mol more stable at the TPSS/def2-QZVP' level. Consequently, 
the latter structure has been employed throughout this paper.

The group of Grimme also submitted a prediction for this test case with similar methods 
[94]. Their calculations differed in several aspects:

1. They neutralised the host by protonation and added corrections for this afterwards
2. They performed a scan at the HF3c level [95] of 28 structures for each complex, 

varying the tilt and rotation of the guest in the host. The final prediction was based on 
the one with the lowest free energy of binding.

3. They employed optimised structures for the binding energies, but started the 
optimisation of the free host from the structure of the complex.

4. Structures were optimised at the TPSS-D3(BJ)/def2-TZVP+COSMO(=78) level and 
single-point energies were calculated at the TPSS-D3(BJ)/def2-TZVP level.

5. Frequencies were obtained at the HF3c level [95].
Their submitted results were in general slightly worse than our results in Table 7, with MADtr 
= 12 kJ/mol, R2 = 0.3, and  = 0.3. It is not fully clear why this is the case. Undoubtedly, their 
systematic search of the most favourable structure should be better than our more random 
selection of one (or three) structures, but the MD simulations show that the rotation and tilt of 
the guest are not the most important sources of conformational variation in the octa-acid 
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structures. Frequencies at the HF3c level are also expected to be better. We used a smaller 
basis set for the geometries but a slightly better one for the energies, but this is not expected to
have a major influence on the results. Instead, we believe that our use of rigid structures for 
the energy calculations may be the most important reason of our improved results. The effect 
of the neutralisation of the host is hard to judge, although the results indicate that it is no 
disadvantage to employ a fully charged host.

LCCSD(T0) PMISP binding energies
In a last set of calculations, we tried to compute the host–guest interactions at the coupled 

cluster level of theory. CCSD(T) is often considered a gold standard in quantum chemical 
methods. The use of local approximations allows the latter method to be routinely used for 
systems of up to ~60 atoms, but the octa-acid complexes contain 198–207 atoms. Therefore, 
we developed a PMISP approach [22,23] to calculate the (rigid) ligand-binding energies at the
LCCSD(T0) level (with an MP2 estimate to CBS), employing a total of 60 fragment and 
conjugate capping calculations. The calculations were based on the Cos structures and the 
LCCSD(T0)-PMISP binding energies simply replaced the ETPSS + EDFT-D3 energies in Eqn.4. 
The results are included in Table 7. 

Unfortunately, the LCCSD(T0)-PMISP corrections make the results significantly worse 
with R2 = 0.28 and MADtr = 14 kJ/mol. In particular, the range of the calculated affinities 
increases to 55 kJ/mol and the estimates become ~37 kJ/mol too negative. A likely 
explanation for this is that the solvation energies, which we took directly from the DFT 
calculations, are not accurate at the CCSD(T0) level for these highly charged complexes, 
leading to the observed exaggerated variations between the guest molecules (Figure 9). This 
will be tested and further discussed elsewhere [23]. Another possible reason for the over-
binding of both the LCCSD(T0) and DFT results is that guests bind deeper in the host in the 
DFT structures than in the MD snapshots (cf. Tables 1 and 5) and that minimised structures 
are used rather than a thermodynamic ensemble of properly sampled structures.

Of course, the original submission had the same problems as for the DFT-D3 results, 
discussed above, with the extra complication that the LCCSD(T0) calculations for the Bz 
guest was based on a structure taken before it was fully converged (0.4 kJ/mol difference at 
the TPSS+D3/def2-SV(P)+=80 level). Also for this submission, the Pen guest was noted as 
an outlier. 

Conclusions
In this study, we have calculated ligand-binding free energies with four different 

approaches in the SAMPL4 octa-acid host–guest blind challenge. The results were of varying 
quality.

The best predictions were obtained with standard MM FEP calculations and energies 
obtained with BAR. They gave relative affinities for the eight studied transformations of 
reasonable quality, with a correlation coefficient (R2) of 0.8 and a perfect ., thereby providing 
the best prediction among the 12 submissions. However, the MAD of 4 kJ/mol and the fact 
that half of the transformations gave errors of 5–9 kJ/mol was somewhat disappointing, 
considering the simplicity of the studied system. The results are well converged with standard 
errors of 0.05–0.7 kJ/mol using ten independent sets of calculations. Interestingly, there were 
only minor differences between the two charge methods tested, RESP and BCC, less than 2 
kJ/mol.

Our attempt to improve these results with 28 800 DFT-D3 calculations using systems with

19



36 or 91 water molecules (287–312 atoms) and the NBB approach was unfortunately a failure.
The reason for this is most likely the poor precision of the corrections (5–13 kJ/mol), caused 
by the large difference between the MM and QM potentials [90]. Of course, this could be 
improved by running more DFT calculations, but the results indicate that 25–169 times more 
calculations are needed to bring the uncertainty down to 1 kJ/mol. It is probably more 
economic to perform DFT-D3 calculations for more  values, especially as two of the 
transformations gave very poor results with only three  values. 

Third, we calculated absolute affinities with single minimised DFT-D3 structures, using 
the approach recently suggested by Grimme [20]. This gave reasonable predictions with R2 = 
0.6–0.8 and 95 = 0.7–0.8. However, the large MADtr (5–9 kJ/mol) and the great slope of the 
best correlation line (1.7–2.1) indicate that this approach exaggerates the differences between 
the ligands. The key problem is the use of single structures, which ignores the flexibility of the
molecules. This is a major problem for the flexible octa-acid host molecule with its breathing 
motion and the movements of the propionate side chains. The problem can partly be solved by
using rigid interaction energies or performing the optimisations in vacuum, but we doubt that 
really accurate results can be obtained with an approach based on only minimised structures.

Finally, we tried to improve the DFT-D3 affinities by using LCCSD(T0) calculations with 
the PMISP approach. Unfortunately, this did not improve the predictions, probably owing to 
problems with the solvation energies. However, it shows that it is possible to calculate binding
affinities at the LCCSD(T0)/CBS level for systems of this size.

It should be pointed out that the octa-acid test case is not fully ideal for these calculations.
In particular, the high charge of the host gave severe problems in the calculations, e.g. 
numerous positive orbital energies and extremely high solvation energies. We have chosen not
to neutralise the complexes, because this would lead to additional problems with many 
possible conformations of the counter ions or protons (hydrogen bonds). An alternative 
solution could be to simply delete the propionate side chains, which cause major problems 
with their large flexibility and many conformations.

In conclusion, the best approach to obtain relative binding free energies for this octa-acid 
host–guest system is FEP calculations at the MM level. Currently, there is no computational 
protocol for QM approaches that give improved predictions at a reasonable computational 
effort. However, this is likely to change in the future, owing to the continuing increase in 
computational resources and the development of improved approaches. In particular, we need 
to find effective ways to apply QM corrections in systems with large fluctuations in the 
conformational space. Otherwise, the impact of the bias introduced may be larger than the 
benefit.
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Table 1. Average geometric parameters in the simulations of the octa-acid host without or with various guest molecules and the two sets of charges. 
The geometric parameters are defined in the Methods section (distances in Å, angles in degrees).
Guest rDm rDG rBB1 rBB2 rCO1 rCO2 t r rO1 rO2 rHB1 nHB1 rHB2 nHB2 11 21 31 41 12 22 32 42 rmin nw

Simulations with RESP charges

No 11.8 11.8 18.5 18.5 100 -7 104 -63 81 29 63 55 3.39

Bz 4.3 6.6 11.7 11.7 18.2 18.5 18 88 1.7 1.7 1.7 2.9 1.7 2.9 104 -26 100 -12 83 -16 92 -42 4.8 0.04

MeBz 3.5 6.8 11.7 11.7 18.4 18.6 12 102 2.0 2.0 1.7 3.0 1.7 3.1 72 27 74 22 103 -33 67 44 4.8 0.03

EtBz 3.4 7.9 11.8 11.8 18.5 18.5 28 87 2.7 2.7 1.7 3.1 1.7 3.1 76 -10 72 39 82 10 82 13 5.3 0.00

pClBz 4.0 7.0 11.6 11.6 18.4 18.4 13 99 2.2 2.2 1.7 3.1 1.7 3.0 97 -37 68 38 102 -37 93 -24 4.9 0.01

mClBz 5.1 7.5 11.5 11.6 18.2 18.5 25 82 2.2 2.5 1.7 2.9 1.7 3.1 99 -19 82 14 116 -60 76 4 5.1 0.00

Hx 4.9 7.1 11.7 11.8 18.5 18.6 18 92 2.2 2.2 1.7 3.2 1.7 3.2 91 -24 80 14 107 -41 74 19 5.1 0.00

MeHx 3.7 7.1 11.7 11.7 18.4 18.5 14 92 2.3 2.4 1.7 3.2 1.7 3.2 83 -14 103 -54 95 -7 98 -28 5.1 0.00

Pen 5.2 6.9 11.7 11.8 18.4 18.6 17 92 1.8 1.8 1.7 3.2 1.7 3.2 70 34 79 -7 83 4 90 -8 4.9 0.00

Hep 4.8 7.3 11.7 11.8 18.4 18.5 20 87 2.5 2.5 1.7 3.2 1.7 3.2 79 24 101 -29 99 -43 98 -55 5.2 0.00

Simulations with AM1-BCC charges

No 12.0 12.0 18.6 18.7 105 -6 88 20 100 -9 107 -44 3.31

Bz 4.4 6.7 11.8 12.0 18.6 18.7 19 88 1.8 1.8 1.7 3.0 1.7 3.0 115 -39 90 -5 82 12 88 9 4.9 0.10

MeBz 3.6 6.9 11.9 11.9 18.5 18.7 14 85 2.0 2.0 1.7 3.0 1.7 3.1 77 33 121 -67 63 72 91 1 5.0 0.14

EtBz 3.3 7.8 11.9 12.1 18.6 18.7 29 92 2.5 2.5 1.7 3.1 1.7 3.1 74 56 102 -41 59 96 124 -71 5.3 0.00

pClBz 3.9 7.0 11.8 11.9 18.6 18.6 14 83 2.1 2.1 1.7 3.0 1.7 3.0 83 29 97 0 122 -32 110 -20 4.9 0.04

mClBz 5.3 7.6 11.8 11.9 18.5 18.6 25 108 2.3 2.5 1.7 2.9 1.7 3.1 72 50 114 -38 105 -35 113 -46 5.1 0.00

Hx 5.3 7.2 12.0 12.1 18.6 18.7 25 90 1.9 1.9 1.7 3.2 1.7 3.1 97 -7 74 42 108 -35 80 25 5.0 0.00

MeHx 3.7 7.1 11.9 11.9 18.6 18.7 14 88 2.3 2.3 1.7 3.3 1.7 3.2 75 51 106 -19 81 44 121 -55 5.1 0.00

Pen 5.1 6.9 11.9 12.0 18.7 18.7 16 94 1.7 1.8 1.7 3.1 1.7 3.1 78 26 104 -1 89 -8 102 -33 4.9 0.00

Hep 4.8 7.2 11.9 12.0 18.6 18.7 18 83 2.5 2.6 1.7 3.2 1.7 3.2 98 -7 94 10 107 -27 96 -1 5.1 0.00



26



Table 2. Calculated relative binding free energies (kJ/mol) from the FEP calculations at the 
MM level for the simulations with the RESP or BCC charges. Experimental results are also 
included [89]. The quality measures are the mean signed deviation (MSD), the mean absolute 
deviation (MAD), the root-mean-squared deviation (RMSD), Pearson's correlation coefficient 
(R2), Kendall's rank correlation coefficient, calculated only for the eight explicitly simulated 
transformations (r), Pearlman's predictive index (PI), as well as the slope and intercept of the 
best correlation line.

RESP BCC Exp.

MeBz→Bz 15.9 ±0.1 16.4 ±0.2 8.9 ±0.5

EtBz→MeBz 1.0 ±0.1 0.7 ±0.2 1.7 ±0.5

pClBz→Bz 19.1 ±0.1 19.3 ±0.1 12.5 ±0.2

mClBz→Bz 6.1 ±0.1 6.4 ±0.2 6.4 ±0.3

Hx→Bz 13.1 ±0.3 14.1 ±0.7 7.9 ±0.4

MeHx→Hx 15.4 ±0.2 17.3 ±0.2 8.3 ±0.4

Hx→Pen 7.5 ±0.7 6.4 ±1.1 7.9 ±0.4

Hep→Hx 5.5 ±0.7 5.1 ±1.2 4.1 ±0.3

MSD 3.2 ±0.2 3.5 ±0.3

MAD 3.6 ±0.2 4.1 ±0.2

RMSD 4.6 ±0.2 5.3 ±0.2

R2 0.84 ±0.04 0.78 ±0.05

r 1.00 ±0.00 1.00 ±0.00

PI 1.00 ±0.03 0.96 ±0.05

slope 1.8 ±0.1 1.9 ±0.1

intercept -2.4 ±0.7 -2.8 ±0.9
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Table 3. Averaged MM→QM energy correction from the DFT-FEP calculations, obtained as 
plain (Eqn. 8) or exponential averages (Eqn. 7) using the soft-core MM potential. The results 
are taken from either the  = 0.01 simulations of the V0 state or the  = 0.99 simulations of the
V1 state, and either from the simulations of the complex or of the free guest. Fields in the same
colour represent MM→QM corrections for the same guest molecule, which should have the 
same value.

Plain average (Eqn. 8) Exponential average (Eqn. 7)

Complex Free guest Complex Free guest

State V0 V1 V0 V1 V0 V1 V0 V1

MeBz→Bz 110 ±3 110 ±3 14 ±2 27 ±3 53 ±15 56 ±8 -51 ±3 -57 ±10

EtBz→MeBz 136 ±3 108 ±3 1 ±2 15 ±2 86 ±8 49 ±22 -100 ±9 -71 ±4

pClBz→Bz 96 ±3 103 ±3 16 ±2 28 ±3 35 ±18 44 ±16 -51 ±11 -103 ±40

mClBz→Bz 111 ±3 107 ±3 14 ±2 25 ±2 48 ±8 53 ±5 -66 ±4 -38 ±7

Hx→Bz 132 ±3 104 ±3 13 ±2 31 ±2 81 ±4 46 ±8 -345 -37 ±5

MeHx→Hx 140 ±3 136 ±3 7 ±2 16 ±2 92 ±7 76 ±11 -67 ±5 -109 ±31

Hx→Pen 125 ±3 137 ±3 12 ±2 26 ±2 79 ±4 79 ±4 -71 ±14 -77 ±24

Hep→Hx 136 ±3 134 ±3 3 ±2 20 ±2 82 ±17 80 ±6 -89 ±5 -71 ±8
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Table 4. Calculated relative binding free energies (kJ/mol) from the DFT-D FEP calculations. 
Three methods were used to reweight the FEP results: plain averages (Eqn. 8), exponential 
averages (Eqn. 7), and NBB (Eqn. 9). For the latter, energies were calculated either for the 
truncated QM system or for all atoms in a QM/MM-like fashion (Eqn. 10). We also calculated
the NBB results without or with a correction for the use of only three  values, interaction 
energies, and finite systems, calculated at the MM level. The quality measures are the same as 
in Table 2.

Method Plain av. Exp. av. NBB NBB NBB NBB

Corr. No No Yes Yes

System QM QM/MM QM QM/MM

MeBz→Bz 2 ±5 -8 ±30 19 ±9 16 ±8 1 ±9 8 ±8

EtBz→MeBz -42 ±5 -73 ±22 -49 ±10 -52 ±11 -67 ±10 -63 ±11

pClBz→Bz 14 ±5 20 ±32 6 ±8 8 ±8 4 ±8 -1 ±8

mClBz→Bz -9 ±5 -21 ±25 -30 ±12 -30 ±13 -39 ±12 -42 ±13

Hx→Bz -32 ±5 -49 ±27 -1 ±6 -27 ±6 -49 ±6 -47 ±6

MeHx→Hx 2 ±5 6 ±16 11 ±11 7 ±10 6 ±11 6 ±10

Hx→Pen 5 ±5 14 ±27 4 ±5 6 ±6 5 ±5 6 ±6

Hep→Hx -13 ±5 -15 ±22 -17 ±6 -14 ±8 -19 ±6 -15 ±8

MAD 16.7 ±1.6 26.5 ±7.1 17.5 ±2.8 19.7 ±2.8 27.0 ±2.7 25.8 ±2.8

MADtr 12.9 ±1.7 22.6 ±7.2 16.3 ±3.0 17.9 ±3.0 22.7 ±3.1 22.5 ±3.1

R2 0.60 ±0.11 0.56 ±0.22 0.66 ±0.13 0.60 ±0.13 0.50 ±0.10 0.42 ±0.11

r 0.00 ±0.20 -0.25 ±0.28 0.00 ±0.21 0.00 ±0.18 0.00 ±0.22 -0.25 ±0.22

PI 0.87 ±0.08 0.82 ±0.23 0.81 ±0.11 0.82 ±0.11 0.66 ±0.11 0.61 ±0.13

slope 4.6 ±0.7 7.4 ±3.2 5.8 ±1.1 5.7 ±1.2 6.2 ±1.1 5.6 ±1.2
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Table 5. Average geometric parameters in the DFT optimised structures of octa-acid host with various guest molecules, obtained with the Vac, Cos, and
Wat approaches. The geometric parameters are defined in the Methods section (distances in Å, angles in degrees).

rDm rDG rBB1 rBB2 rBB rCO1 rCO2 rCO t r rO1 rO2 11 21 31 41 12 22 32 42 rmin rmin2

Vac
Bz 3.9 5.8 11.7 11.9 0.2 19.2 20.2 1.0 38 141 -0.2 0.9 68 162 67 163 144 -145 144 -144 2.0 2.1
MeBz 3.3 6.7 11.6 12.0 0.4 19.7 20.0 0.2 32 38 1.3 1.6 68 162 67 67 144 -145 145 144 2.1 2.2
EtBz 3.7 8.3 11.7 12.0 0.3 19.7 20.2 0.5 35 108 2.2 2.8 70 162 65 69 149 -145 149 89 3.2 4.0
pClBz 3.9 6.8 11.6 12.0 0.4 19.6 20.0 0.4 32 143 1.2 1.8 162 69 162 67 -143 142 -144 145 2.2 2.3
mClBz 3.9 6.9 11.7 11.9 0.2 18.9 20.4 1.5 54 51 -0.1 1.5 67 67 162 68 145 144 -144 147 1.9 2.3
Hx 5.9 7.7 11.7 12.0 0.3 19.8 20.0 0.2 30 77 1.8 3.0 165 164 67 66 -86 -151 147 146 2.0 4.2
MeHx 3.9 7.2 11.9 12.0 0.1 19.9 20.0 0.1 36 93 1.7 3.0 68 164 165 163 148 -87 -149 -147 2.0 4.2
Pen 4.7 6.5 11.8 11.9 0.1 19.8 19.9 0.1 46 135 0.9 1.0 69 68 161 162 143 146 -143 -145 2.0 2.0
Hep 5.1 7.7 11.8 11.8 0.0 19.8 20.0 0.2 58 98 1.5 3.2 67 162 68 67 146 -142 144 145 2.1 4.3
Cos
Bz 4.1 6.0 11.1 13.0 1.9 18.4 19.1 0.7 37 146 0.0 1.2 61 174 61 174 179 -178 179 -176 2.0 2.2
MeBz 3.3 6.8 11.1 13.0 1.9 18.3 18.7 0.3 31 41 1.1 1.8 61 174 61 62 -178 -176 177 176 2.1 2.1
EtBz 2.8 7.2 10.8 13.2 2.4 18.4 18.5 0.0 37 119 1.4 1.9 61 175 61 62 -179 -174 174 65 2.1 2.1
pClBz 3.8 6.6 8.2 14.4 6.3 18.1 18.3 0.2 30 151 1.0 1.9 173 52 173 52 -60 -128 -67 -127 2.3 2.3
mClBz 3.7 6.7 7.4 14.6 7.2 17.3 18.9 1.7 48 135 0.1 1.4 60 50 170 60 64 -124 -161 58 2.1 2.3
Hx 4.5 6.6 10.4 13.4 3.1 18.4 18.9 0.5 40 40 0.4 1.4 -174 173 61 63 127 -65 65 161 2.0 2.1
MeHx 3.4 6.8 11.1 12.9 1.8 18.4 19.0 0.6 32 99 0.8 2.4 54 175 -177 173 -135 -60 121 -65 2.0 4.2
Pen 5.0 6.8 11.5 12.6 1.1 18.5 18.8 0.3 44 131 1.3 1.4 62 61 174 172 171 177 -176 -173 2.0 2.0
Hep 4.5 6.9 9.7 13.8 4.1 18.3 18.8 0.5 39 132 1.4 2.5 178 50 60 61 150 -103 -125 65 2.1 3.3
Pena 4.6 6.1 8.2 14.5 6.3 18.1 18.7 0.6 78 100 -2.2 -0.2 63 62 -174 172 177 160 128 180 2.2 2.3
Wat
Bz 3.6 5.7 6.4 14.9 8.5 17.8 17.9 0.1 21 151 0.6 1.4 58 176 58 175 -156 -169 63 -65 2.9 3.0
MeBz 3.2 6.5 11.7 12.2 0.5 17.8 19.4 1.6 8 10 1.9 2.0 58 172 58 62 -149 -166 -142 -140 3.1 4.1
EtBz 2.6 7.2 11.9 12.0 0.1 17.6 19.4 1.8 36 103 0.9 1.1 63 -178 62 60 169 143 178 58 2.4 3.1
pClBz 3.7 6.7 9.4 14.0 4.6 18.5 18.5 0.1 23 156 1.6 2.1 174 52 173 52 -60 -129 -66 -128 2.3 4.1
mClBz 3.7 6.8 10.0 13.4 3.4 17.2 20.4 3.3 58 62 0.5 1.1 59 50 169 62 63 -119 -164 65 2.1 2.2
Hx 4.1 6.4 9.5 13.8 4.3 17.7 18.9 1.1 16 24 1.4 2.0 -173 172 62 62 128 -65 66 160 3.6 4.0
MeHx 3.3 6.8 10.6 13.1 2.5 18.0 19.2 1.2 26 93 1.0 2.4 53 175 -178 173 -131 -60 118 -65 2.1 4.3
Pen 3.8 5.4 10.8 13.0 2.1 18.5 19.0 0.5 38 152 0.0 0.4 51 60 176 172 -130 -175 -165 -177 2.7 2.9
Hep 4.1 6.6 10.3 13.5 3.2 17.8 19.0 1.1 47 169 0.9 1.7 61 -178 -179 174 -167 -149 137 -65 2.9 3.4

a Suboptimal structure, included in the submission to SAMPL4.



Table 6. Calculated absolute binding free energies (kJ/mol) from the DFT optimised 
structures. The energy terms are from the left TPSS/def2-SV(P) optimised energies, 
BP86/TZVP energies in vacuum and in COSMO ( = ), TPSS/def2-QZVP' energies, DFT-
D3 energies, electrostatic solvation energies, COSMO-RS solvation energies, thermal 
corrections to G, binding enthalpies and free energies, binding free energies for rigid 
structures, relaxation energy for the ligand, the binding free energies including the relaxation 
energy, and the latter estimate, including only the electrostatic part of the solvation energy. 
The quality measures are the mean absolute deviation after removal of the systematic error, 
the correlation coefficient, and the slope of the best correlation line.

Relaxed Rigid
SVP BP BPc TPSS dftd3 solv cosmo thrm H G G relax Grx Gsol

Vac
Bz 844.1 968.3 77.0 969.0 -107.2 -891.3 -906.4 43.8 -44.6 -0.8 -4.4 -3.3 -1.1 9.5
MeBz 832.8 971.0 73.4 971.6 -120.2 -897.6 -916.2 47.3 -64.8 -17.4 -16.0 -2.7 -13.3 0.6
EtBz 822.1 944.3 56.7 934.2 -102.1 -887.6 -916.2 49.2 -84.1 -34.9 -25.7 -2.0 -23.8 0.5
pClBz 840.8 982.6 70.0 981.4 -116.0 -912.6 -932.4 45.5 -67.1 -21.5 -18.0 -2.2 -15.8 -0.6
mClBz 834.7 982.2 78.6 980.8 -115.7 -903.6 -920.4 47.4 -55.3 -7.8 -8.5 -3.2 -5.4 6.9
Hx 846.7 937.0 34.2 925.2 -71.0 -902.8 -926.7 52.8 -72.4 -19.7 -2.8 -0.1 -2.7 15.0
MeHx 818.3 944.8 39.6 937.7 -104.5 -905.2 -923.6 53.9 -90.3 -36.4 -22.0 0.3 -22.3 -6.9
Pen 840.1 955.3 62.9 955.5 -91.1 -892.4 -904.5 45.1 -40.2 4.9 4.0 -4.5 8.5 15.1
Hep 835.4 938.1 49.6 928.5 -84.1 -888.4 -910.8 47.3 -66.4 -19.1 -16.3 -1.8 -14.5 4.4
MADtr 5.8 14.7 11.7 18.3 13.2 6.1 5.6 5.9 9.3 6.8 4.2 5.1 4.6 3.3
R2 0.38 0.06 0.24 0.10 0.01 0.15 0.44 -0.40 0.80 0.82 0.70 -0.58 0.78 0.65
Slope 1.1 0.8 1.4 1.3 0.2 0.6 1.1 -0.4 2.7 2.3 1.5 -0.2 1.7 1.1
Cosmo
Bz -59.7 966.9 45.8 965.3 -92.3 -921.1 -957.8 48.1 -84.7 -36.6 -10.6 -1.7 -8.9 0.4
MeBz -84.2 958.3 37.9 959.2 -112.9 -920.4 -959.6 49.8 -113.3 -63.6 -30.3 -1.9 -28.4 -13.2
EtBz -108.2 926.9 52.7 927.7 -134.5 -874.2 -910.8 52.1 -117.7 -65.6 -33.7 -3.2 -30.5 -14.7
pClBz -79.3 1149.8 119.7 1149.9 -152.6 -1030.1 -1059.8 50.5 -62.5 -12.0 -32.8 -1.3 -31.5 -10.1
mClBz -70.5 1063.5 121.1 1060.2 -148.5 -942.4 -972.3 50.6 -60.6 -10.0 -28.4 -1.1 -27.3 -10.9
Hx -76.9 980.1 66.2 980.7 -103.9 -913.9 -930.4 49.7 -53.6 -3.9 -11.0 -1.9 -9.1 1.5
MeHx -81.2 1068.2 83.1 1065.8 -128.5 -985.1 -1013.8 51.7 -76.4 -24.8 -37.3 -1.2 -36.1 -18.7
Pen -68.1 912.1 27.0 916.9 -76.9 -885.1 -915.4 47.6 -75.5 -27.9 -1.2 -5.8 4.7 14.7
Hep -58.6 1120.5 106.7 1118.8 -125.7 -1013.7 -1043.4 57.3 -50.3 7.0 -26.2 -3.5 -22.7 -2.9
MADtr 8.4 78.0 33.6 76.6 16.8 41.3 40.1 5.9 21.4 22.6 7.1 4.4 7.8 5.9
R2 0.18 -0.37 -0.29 -0.37 0.51 0.36 0.35 -0.43 0.00 -0.02 0.73 -0.18 0.71 0.58
Slope 1.2 -9.5 -3.5 -9.4 3.3 6.0 5.9 -0.3 -0.2 -0.6 2.0 -0.1 2.1 1.4
Water
Bz -40.2 1056.7 120.1 1050.3 -136.9 -936.7 -970.7 55.6 -57.3 -1.7 -12.5 -4.2 -8.3 12.6
MeBz -23.9 1096.4 110.6 1091.5 -117.1 -985.8 -1028.3 49.8 -53.9 -4.0 -34.3 -4.0 -30.3 -0.7
EtBz -60.1 1038.8 106.0 1034.7 -138.6 -932.7 -969.6 51.7 -73.5 -21.8 -21.6 -6.3 -15.3 3.6
pClBz -70.8 1134.7 108.3 1131.6 -136.4 -1026.5 -1061.8 50.4 -66.6 -16.2 -30.1 -6.2 -23.9 1.3
mClBz -66.0 995.6 108.0 994.3 -127.1 -887.6 -910.6 50.5 -43.4 7.0 -12.3 -8.6 -3.8 10.8
Hx -36.1 1046.5 92.1 1039.1 -106.2 -954.4 -988.2 49.8 -55.4 -5.6 -15.8 -6.2 -9.6 13.1
MeHx -69.8 1094.4 95.1 1091.2 -131.7 -999.3 -1030.0 51.7 -70.5 -18.8 -40.2 -5.5 -34.7 -13.1
Pen -17.6 1086.9 111.7 1085.5 -106.0 -975.2 -1007.4 47.5 -27.8 19.7 7.4 -7.3 14.7 27.5
Hep -36.5 1048.0 95.4 1041.6 -110.5 -952.6 -987.3 49.7 -56.2 -6.5 -17.1 -7.1 -9.9 10.9
MADtr 15.3 33.6 5.3 34.6 11.0 30.6 31.9 4.2 8.3 7.0 7.6 4.6 8.6 5.8
R2 0.35 -0.06 0.46 -0.06 0.05 0.16 0.15 0.01 0.52 0.63 0.67 0.00 0.60 0.67
Slope 2.2 -1.9 1.1 -1.8 0.6 3.0 3.1 0.0 1.8 1.9 2.1 0.0 2.1 1.7
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Table 7. The best calculated absolute binding free energies (kJ/mol) from the DFT optimised 
structures (rigid energies, including relaxation effects), together with the consensus prediction,
the submitted predictions, and the LCCSD(T) extrapolations. The quality measures are the 
same as in Table 2. Experimental results are also included [89].
 

Vac Cos Wat Cons Subm CCSD(T) Exp.

Bz -1.1 -8.9 -8.3 -6.1 -17.5 -55.6 -15.6

MeBz -13.3 -28.4 -30.3 -24.0 -37.1 -70.7 -24.5

EtBz -23.8 -30.5 -15.3 -23.2 -36.9 -75.3 -26.2

pClBz -15.8 -31.5 -23.9 -23.7 -37.9 -77.3 -28.1

mClBz -5.4 -27.3 -3.8 -12.1 -35.2 -81.7 -21.9

Hx -2.7 -9.1 -9.6 -7.1 -15.8 -35.9 -23.5

MeHx -22.3 -36.1 -34.7 -31.0 -42.0 -71.5 -31.8

Pen 8.5 4.7 14.7 9.3 52.3 -27.1 -15.6

Hep -14.5 -22.7 -9.9 -15.7 -30.7 -51.6 -27.6

MAD 13.8 7.5 12.4 9.1 15.2 36.8

MADtr 4.6 7.8 8.6 6.1 16.1 13.9

RMSD 15.1 9.3 14.9 11.8 24.3 40.2

MSD 13.8 2.8 10.4 9.1 1.6 -36.8

R2 0.78 0.71 0.60 0.77 0.52 0.28

 0.72 0.72 0.67 0.67 0.61 0.28

95 0.77 0.77 0.71 0.71 0.65 0.29

PI 0.91 0.90 0.86 0.90 0.82 0.45

slope 1.7 2.1 2.1 2.0 3.8 1.9

inter 28.5 36.9 36.9 32.0 69.6 -16.2
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Figure 1. The octa-acid host and the nine considered guest molecules with names used in this 
article. 
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Figure 2. The atom names used for the host and the guest molecules, as well as two of the 
studied propionate dihedral angles.
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Figure 3. Dynamics of the isolated octa-acid host molecule during the 10 ns simulation 
(RESP charges): a) Number of water molecules inside the host; b) distortion of the host, 
measured by rBB; c) the variation of the eight C–C–C–C dihedral angles.
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Figure 4. Dynamics of the octa-acid–Bz complex during the 10 ns simulation (RESP 
charges): a) Variation of the rDm and distances rDG; b) variation of the t tilt and r rotation 
angles; c) variation of the rO1 and rO2 out-of-plane distances; d) variation in nHB1 and nHB2; e) 
variation in rHB1 and rHB2 distances.
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37

0 1 2 3 4 5 6 7 8 9 10
0

1

2

3

4

5
O1

O2

Time (ns)

#
 H

-b
o

nd
s

0 1 2 3 4 5 6 7 8 9 10
-0.5

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5 O1

O2

Time (ns)

O
ut

 o
f 

p
la

ne
 d

is
ta

nc
e

 (
Å

)



d)

e)

38

0 1 2 3 4 5 6 7 8 9 10
1.4

1.5

1.6

1.7

1.8

1.9

2.0

2.1

2.2

2.3
O1

O2

Time (ns)

D
is

ta
nc

e
 (

Å
)



Figure 5. Relative binding affinities calculated with FEP and the RESP or BCC charges, 
compared to the experimental results [89].
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Figure 6. Relative binding affinities calculated with the various DFT-FEP approaches, 
compared to the experimental results [89].
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Figure 7. Structures of the optimised complexes (Bz, MeBz, EtBz on first row).
Vac structures

Cos structures
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Wat structures

Cos structures, top view
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Figure 8. Absolute binding affinities calculated from the various DFT-optimised structures 
compared to the experimental results [89].
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Figure 9. Absolute binding affinities before and after the LCCSD(T) correction of the Cos 
optimised structures compared to the experimental results [89].
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