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Popular science in English

Nitrogenase: Cleaving the Nitrogen—Nitrogen Triple Bond

Nitrogenase is an enzyme that transforms atmospheric nitrogen into ammonia, a
critical process known as nitrogen fixation, which is vital for sustaining life on Earth.
Nitrogenase is the only known biological catalyst capable of breaking the strong
nitrogen—nitrogen triple bond. Nitrogen is a fundamental element of life, essential
for proteins, nucleic acids, and other biomolecules. It plays a crucial role in plant
growth, biomolecule synthesis, and metabolism. Despite nitrogen's abundance in
the atmosphere (nearly 80%), only a few prokaryotes—such as certain bacteria and
cyanobacteria—can convert atmospheric nitrogen into a usable form through
nitrogen fixation.!"!

The Process of Nitrogen Fixation: Nitrogen fixation converts nitrogen gas (N»)
into ammonia (NH3), a form that plants can utilize. There are three primary
pathways for nitrogen fixation on Earth:

® Biological Nitrogen Fixation: Carried out by microorganisms using
nitrogenases.

® Industrial Nitrogen Fixation: Achieved through the Haber—Bosch process,
which uses high temperature, high pressure, and chemical catalysis.

® High-Energy Nitrogen Fixation: Occurs naturally through lightning and
other high-energy atmospheric discharges, combining nitrogen and water to
form ammonia and nitric acid, which rain brings to the ground.

Among these, biological nitrogen fixation is vital for the nitrogen cycle, making
inert N accessible to living organisms. Scientists are particularly interested in this
process to develop sustainable methods for ammonia production, as the current
industrial method, the Haber—Bosch process, is energy-intensive and
environmentally harmful.

Types of Nitrogenases: There are three known types of nitrogenases, each with
distinct clusters: Mo-nitrogenase, V-nitrogenase and Fe-nitrogenase.!"”!

The Mechanism of Nitrogen Fixation: The mechanism of nitrogen fixation by
nitrogenases is complex and not yet fully understood. It involves multiple electron
and proton transfers, ultimately leading to the cleavage of the N> bond and the
formation of ammonia. Current research focuses on identifying and characterizing
the reaction intermediates to better understand this intricate process.!"*!

Evolution and Importance: The evolution of nitrogenases has been pivotal in
shaping life on Earth. The ability to fix nitrogen allowed early microorganisms to
thrive in nitrogen-poor environments. The emergence of molybdenum nitrogenase

viii



is particularly linked to the transition from anaerobic to aerobic metabolism,
marking a significant evolutionary advancement.

Computational studies: Computational methods, such as density functional theory,
have been crucial in understanding the electronic structure and properties of
nitrogenase clusters. These approaches complement experimental findings and
provide valuable insights into nitrogenase mechanisms, despite challenges in
accuracy and model system limitations.!'*1%!

Nitrogenases are remarkable enzymes essential for the global nitrogen cycle. Their
ability to convert atmospheric nitrogen into a usable form for other organisms is
vital for life. As research continues, we can expect deeper insights into their
mechanisms, evolution, and potential applications, paving the way for a more
sustainable future.

X



b4 2

Bl &8 — T T R A=A AR

B &R — AR S K AP A R A A 698, X —TAZARR B &
A4, WMBEHBREWEGEFHEXR TR, ANE RBEAE—C48
REA AT R R R NN A L. RRLEGHEARALTE, 2t
FEQR. BBRAALIEEMS)TFTELXER, CEHEDE K. HHER
Fo Xt F RIEHEZMER. REAREKRATIETFE (FEL 80%) ,
PRV BRE AN —dnEmAfe kg AT ERMERAFRAT
89 RAEW A T ) | 6945 X, 1)

B fiad42: B &R RAR (N2) ik R (NH;) , ARAEY T AA)
B X AR X A9 R MR EH = AP T B89 B RiE2:

o EHER: GAHEHBEABYMESRT,

o T UWERK: d@adb btk si, 25 EEASER, GEALE
HEALF

o FHAEBRR: @dNEFALEHREAARLARRE, BE5AIK
T R AFEEL, 8L e @R 2 M d .

ERXEERP, AMARNTFAMARELETE, EAFRHAL (N2)
FAL R Ay 3 A AR AR 89 X (NHs) o Ak AR £ i3 X — it 42,
DTF R TR 69 £ #6077k, B S AT69 Tob ik b A4k
BB AHMTHAE.

B R Ee AR Chef AP LA GG B ABE, SAPEREAA TR AT
40 B KB, AU KB Fo ik B R B, [467)

B REE R M A : B ABF0 R RALH B R LR AR T &M, KA
BREANCT AT WA, RAFERARA 40 Z A 289 o
B AT 9 50 SR F A R A A R AR RO P AR, VA RAF IR X — B Fead

A2, 047

FEEEMN: BABYET K LA S = A TR, WA
Bl #UAE 48 I A 2 R RIRE P AFAEAT A 8. 457 2 48 B R BE
WA A IR AR AR X, XRESE TRt
AR A,




WHHEBR: HEAR (eFE2 L) AEMRERBEHERTHETF
MR T AR T EXRTROER. ZEFEAAELTFRER,
Rg R EABEA R G @ A ADK, 12¢M R B R8RS ALIEHR
BT Ea WA, 110

Bl REERAMARIAMBHREXL T RN, cNERLFPW ALY L
AMHTARNGH KX, I TAEAPOEFZERET SR, AT TRER
N, BAVT AR L Asl, st feB 28 AR RN T MR, IE
VEGRE $E RSN

X1






1 Introduction

itrogenase is the only enzyme that can cleave the N> triple bond in nature,

making nitrogen available for biological lifeforms. This is because nitrogen

gas (N2) is a very stable molecule, and it requires much energy to cleave the
strong triple bond between the two nitrogen atoms. Nitrogenase is a large and
complex protein. Crystallographic studies have revealed that the most active type of
nitrogenase consists of two proteins. The MoFe protein contains the catalytic [Mo-
7Fe-9S-C]-homocitrate (FeMo) cluster and the electron-transfer [8Fe-7S]-6Cys (P)
cluster, whereas the Fe protein contains a [4Fe-4S] cluster. The mechanism of
nitrogen fixation is not fully understood.!"*!!

The mechanism of N, reduction by nitrogenase is a complex process, the
understanding of which requires the integration of diverse scientific disciplines,
including inorganic chemistry, biochemistry, crystallography, spectroscopy, and
computational chemistry.!'*'®! Each approach has its own strengths and limitations.
One of the most crucial aspects of comprehending nitrogenase function is the
determination of its three-dimensional structure. X-ray crystallography remains a
primary method for determining the three-dimensional structure of enzymes,
allowing the analysis of scattered X-ray patterns from crystalline samples.!'”!
However, this technique has limitations in visualizing hydrogen atoms and directly
measuring reaction dynamics.

One of the reasons why the mechanism of nitrogenase is so difficult to understand
is that it contains the largest iron—sulfur cluster known in metalloenzymes, the FeMo
cluster. This unique structure means that the active site of catalysis has flexible and
variable electronic states of transition metals. Given the rapid nature of biological
enzyme reactions, it is often challenging to capture reaction intermediates using
existing experimental techniques. Therefore, computational methods provide
powerful tools for investigating the reaction mechanisms of enzymes. Based on
atomic structures, computational methods can be employed to predict possible
structures, including those of different protonation states of residues, intermediates,
and transition states of the reaction that are not accessible through current
experimental techniques. By comparing the relative energy, the most stable species
in each step can be identified. Moreover, quantum mechanical methods can describe
the intricate electronic structure of transition metal systems.'*"!



Combined quantum-mechanics and molecular-mechanics (QM/MM) approaches
perform well in modelling reactions in biomolecular systems.'*2*33 While
quantum-mechanical (QM) methods are essential for describing chemical reactions,
they are limited to relatively small systems. The size and complexity of
biomolecules require molecular-mechanics (MM) methods, which can handle large
systems and long time-scales. QM/MM methods combine the strengths of the two
approaches, using QM to handle chemically active regions and MM to handle the
surrounding protein and solvent.

In this thesis, we used models from accurate crystal structures and performed
systematic studies of nitrogenase using the QM/MM approach. We have studied N
binding in Paper II ** and H, formation in Paper L"*! as well as the partial
dissociation of the S2B ligand in Papers V and VI.?**”! Furthermore, we calculated
the redox potentials in Paper VII®® and proposed putative reaction mechanisms of
the cluster with the S2B ligand still bound in Paper III, along with a study of the
proton-transfer process for both with and without S2B ligand in Paper IV."*** The
electronic structure and protonation states of the FeFe cluster within Fe-nitrogenase
were examined in Paper VIII"*!!, based on recent crystallographic data.



2 Methods

‘ l ’ ith the development of computational methods and advancements in
computer hardware, computational chemistry has been widely applied in
multiple disciplines and has played an increasingly important role in
chemical research. It has solved problems that cannot be studied by experimental
methods, especially the study of enzyme reaction mechanisms. Due to the fast
reaction rate of enzyme-catalyzed reactions, it is difficult to capture reaction
intermediates experimentally. Theoretical calculations, especially multiscale
simulations of enzyme systems using QM/MM methods, have become an important
method for studying enzyme reaction mechanisms. This chapter will briefly
introduce the theory and methods used in this thesis.



2.1 Quantum Mechanics

Quantum chemistry is the application of quantum mechanical principles to solve
chemical problems. The improvement of computer performance and the
development of new methods for molecular calculations have made quantum
chemistry a practical tool in all fields of chemistry. The main objects of study of
quantum chemistry methods are isolated systems containing a few to hundreds of
atoms, such as molecules and clusters. The core problem of quantum chemistry is
to solve the Schrédinger equation of the system.

HY = E¥ 2.1)

Here, H is the Hamiltonian operator representing the total energy of the system, E
is the energy eigenvalue, and ¥ is the wavefunction, an eigenfunction of the
Hamiltonian. The wavefunction W itself does not have direct physical meaning, but
its square, |\V|*, represents the probability density of finding a particle at a particular
position.

The Hamiltonian operator for a molecular system consists of five terms that are
sums of potential (V) and kinetic (T) energy operators:

H=V+T=V,+Vy +V,, + T, + T, (2.2)

The potential energy terms are given by

_ e? N N 1
Vee - 4me, i=1 ]>l |1"i—l"j| (2‘3)
ZpZ
V 4-71’8 ZA 1 ZB>A IR A_:Bl (24)
eZ
Ven - _4n£0 ZA 1 |r —RA| (2-5)

Here, V,, represents the repulsive potential energies between electrons, V,,
represents the repulsive potential energies between nuclei, and V,,, represents the
attractive potential energy between electrons and nuclei. e is the proton charge, &,
is the permittivity of vacuum, N is the number of electrons and n is the number of
nuclei, r; and Ry are the coordinates of electrons and nuclei, respectively, and Z,
and Zp are the atomic numbers of nuclei A and B. The kinetic energy terms are



h
Te = =5 Xia Vi (2.6)

h
Tp = =5 Za=1 Va 2.7)

T, and T,, are the kinetic energy operators for electrons and nuclei, respectively, A
is Planck’s constant, m, is the electron mass, V7 and V3 are the Laplacian operator
for electron and nuclei, respectively.

For systems involving more than two particles, solving the Schrodinger equation
analytically is generally impossible, necessitating approximations. One
fundamental approximation is the Born—Oppenheimer approximation, which
separates the motions of electrons and nuclei based on their mass difference.
Electrons, being much lighter than nuclei, move much faster. This allows us to treat
the nuclei as stationary from the perspective of the electrons. Under this
approximation, the Hamiltonian simplifies to the electronic Hamiltonian:

He =V +Vy, + Ve, + T, (2.8)

Here, the nuclear kinetic energy operator T, is omitted and the V,,;, term becomes a
constant because the nuclei are fixed. The electronic Hamiltonian depends only on
the positions of the nuclei and the resulting electronic wavefunction depends
parametrically on these nuclear coordinates. This approximation significantly
simplifies solving the Schrédinger equation for complex molecular systems, making
QM methods more feasible for practical applications in computational
chemistry.[**%]



2.1.1 Hartree—Fock Theory

The Hartree—Fock (HF) method is a fundamental method to approximating solutions
for the Schrodinger equation in many-electron systems. It transforms the complex
multi-electron problem into single-electron problems by using single-electron
wavefunctions and employs the self-consistent field (SCF) method to achieve a
stable wavefunction and energy. The HF method simplifies the Schrédinger
equation through several key approximations, the primary one being the orbital
approximation. This approximation suggests that the total wavefunction of a system
can be expressed as a product of one-electron wavefunctions or orbitals:

W(ry, e, my) = Yr(r)Y2(r2) - Yu(ry) (2.9)

Each electron has a spin quantum number of 1/2 and in the presence of a magnetic
field, there are two possible states, corresponding to alignment along or opposite to
the field. The HF method employs the concept of a Slater determinant to ensure the
wavefunctions are antisymmetric under the exchange of any two electrons. The
Slater determinant inherently satisfies the requirement that no two electrons can
occupy the same quantum state simultaneously, a fundamental property of fermions
like electrons (the Pauli principle). For the general case of M electrons and M spin-
orbitals, the Slater determinant is given by

Y1)  Po(r) o Pu(ry)
=1 Eblgrz) lngrz) l/JM:(l'z) (2.10)

M!
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To further refine the approximation, the one-electron molecular orbitals (MOs) are
expressed as linear combinations of atomic orbitals (AOs), a technique known as
the Linear Combination of Atomic Orbitals (LCAQO) approximation. This approach
allows for the description of molecular orbitals in terms of simpler, well-understood
atomic functions.

The HF method is based on the variational principle, which asserts that the optimal
approximation to the ground-state energy of a system can be achieved by
minimizing the total energy with respect to the parameters of the selected
wavefunction. This results in the derivation of the Fock equations that are iteratively
solved to identify the optimal molecular orbitals (MOs) and their corresponding
energies.

Despite its considerable strengths, the HF method is not without limitations. The
method approximates the electron—electron repulsion by considering that each
electron moves in an average field created by all other electrons, thus neglecting
electron correlation, the instantaneous interactions between electrons. As a result,



while the HF method provides a good initial approximation, more advanced post-
HF methods are often used to account for these correlation effects for more accurate
results. Although the HF method accurately represents the exchange interaction
between electrons of the same spin, it does not fully consider the Coulomb
interactions. Consequently, while the HF method provides qualitative insights, its
quantitative accuracy is limited.!*>**!



2.1.2 Basis Set

A basis set in quantum chemistry is a collection of mathematical functions used to
represent the atomic orbitals. The wavefunction is expressed as linear combinations
of these basis functions. The choice and quality of the basis set significantly
influence the accuracy and efficiency of quantum chemical calculations. There are
two types of basis functions: Gaussian-Type Orbitals (GTOs) and Slater-Type
Orbitals (STOs). The GTOs are given by

Xenim (T, 0,0) = NY (6, p)r?n=2"le=¢"" 2.11)

and the STOs are given by

Xenim (1,6, 9) = NY; (6, q))rn—le—ér (2.12)

Here, n, [, m are quantum numbers. 7, 6, and ¢ are spherical coordinates, where r is
the distance between the electron and the nucleus. N is a normalization constant, Y,
is a spherical harmonic function, { is a constant. GTOs are favored in many
quantum-chemical calculations due to their computational efficiency, particularly
in the evaluation of integrals. STOs more closely resemble the actual shape of
atomic orbitals but are less commonly used due to their more complex integral
evaluations.***!

Minimal Basis Sets: These basis sets use one basis set for each atomic orbital. An
example is the STO-3G!™! basis set. Minimal basis sets are typically used for
preliminary studies and teaching purposes.

Split-Valence Basis Sets: These basis sets use two basis functions for the valence
electrons (but still one for the core orbitals), allowing for more flexibility and
accuracy. Examples include 3-21G"® and 6-31G."*"! Double-zeta and triple-zeta
basis sets use two and three basis functions for all electrons, respectively.

Polarization functions (i.e. basis functions with the / quantum number one step
higher than the electron it should describe) are added to the basis sets to get more
accurate molecular geometries and electronic distributions (e.g., 6-31G(d) or 6-
31G(d,p)1*"**)). Diffuse functions (i.e. with smaller values of { than normal) are used
to describe the anions, e.g., 6-3 1++G,*"*! where the '+ symbols denote the
inclusion of diffuse functions for heavy atoms and hydrogen atoms, respectively.

In this thesis, we use the Karlsruhe basis sets”®”. For geometry optimization, we
utilize the def2-SV(P)P” basis set, which is a split-valence basis set with
polarization functions on heavy atoms (excluding hydrogen). For single-point
calculations to achieve more accurate energy values, we sometimes use the larger
def2-TZVPDP** ! basis set, which is a valence triple-zeta basis set with polarization
and diffuse functions.



2.1.3 Density Functional Theory

Density Functional Theory (DFT) is a QM method used to study the electronic
structure of many-body systems, which is based on Hohenberg—Kohn theorems,
rather than the Schrodinger equation: 424

First Theorem: The ground state energy £ is a unique functional of the electron
density p.

E = E[p] (2.13)

Second Theorem: The electron density that minimizes the energy of the overall
functional is the true ground-state electron density.

E[p] > Eq[po] (2.14)

These theorems indicate that the ground-state electron density p unambiguously
describes the system.’?) In 1965, Kohn and Sham introduced a practical way to
implementing DFT."* They proposed a set of self-consistent field (SCF) equations,
known as the Kohn—Sham equations, which describe the behavior of non-interacting
electrons in a fictitious system that has the same electron density as the real
interacting system. The total energy functional is decomposed into several parts:

E[p] = Ts[p] + Enclp] + J[p] + Exclp] (2.15)

where Ts[p] is the kinetic energy of the non-interacting electrons, E.[p] is the
attractive potential between nuclei and elections, J[p] is the Coulomb repulsion
between electrons and E,.[p] is the exchange—correlation energy, which includes
all many-body effects beyond the Hartree approximation.

The exchange—correlation energy is the most difficult term to calculate accurately
and needs to be approximated. Various levels of approximations have been
developed for Ey[p], including local density approximation (LDA),”* generalized
gradient approximation (GGA),”" meta-GGA and hybrid functionals.”*”)

In 1998, Kohn was awarded the Nobel Prize in Chemistry (shared with Pople) for
his contributions to DFT.® Due to its relatively high computational accuracy and
efficiency, DFT has developed rapidly. However, it still faces challenges, such as
poor description of weak interactions. Most traditional functionals, like B3LYP,
completely fail to describe dispersion interactions. However, the DFT-DP" series
of empirical dispersion corrections proposed by Grimme have addressed this issue.

In this thesis, we have used TPSS,* r’SCAN,P**! TPSSh,/* B3LYPI*" ¢
functionals. The former two are meta-GGA functionals, while the other two are
hybrid functionals with 10 and 20% Hartree—Fock exchange, respectively. For all
methods, we have employed the DFT-D4 dispersion correction.”!



2.2 Classical Mechanics

Molecular mechanics (MM) methods are computational techniques that employ
classical Newtonian mechanics to simulate molecular systems. MM methods use
molecular force fields to calculate the system energy, optimize the geometric
structure, perform vibrational analysis, and conduct dynamic simulations. A
molecular force field is a collection of empirical functions that describe the energy
as a function of the coordinates.[*>%*!

2.2.1 Force Field Methods

The general form of a molecular force field is:

Etotal = Ecovalent + Enoncovalent (2-16)

The total energy of the system includes covalent and non-covalent interactions.
Covalent interactions consist of bond stretching energy, bond angle bending energy,
and dihedral angle torsion energy:

Ecovalent = Ebonds + Eangles + Edihedrals (2-17)

Non-covalent interactions involve van der Waals forces and electrostatics:

Enoncovatent = Evaw + Eer (2.18)

MM methods play a crucial role in enzyme simulations, despite they cannot simulate
chemical reactions. MM methods can simulate protein dynamics over extended
timescales (e.g., nanoseconds to microseconds).

The MM method treats each atom as a point mass, ignoring the electrons.
Consequently, MM methods cannot provide information on electron structures, nor
can they describe chemical reactions involving bond formation or breaking. Unlike
quantum chemistry methods, MM methods cannot identify reaction intermediates
and transition state structures.

Employing a molecular force field requires prior knowledge of parameters for
specific atom types within a given bond. These empirical parameters include atomic
mass, van der Waals radius and energies, partial atomic charges, and bond lengths,
bond angles, and force constants. These parameters may be obtained from
experimental and theoretical (typically QM) studies of small organic molecules. As
a result, different force field parameters are only applicable to their corresponding
systems. The accuracy of MM methods is lower than that of quantum mechanical
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methods, but they offer significantly faster computational speeds due to the absence
of electron integral calculations.

MM methods are widely used to study large molecular systems such as proteins and
nucleic acids. Currently, some of the most well-established and widely used force
fields include AMBER!® (proteins, nucleic acids), CHARMM!® (small molecules,
lipids, nucleic acids, proteins), GAFF'®”! (small molecules), and UFF'®® (universal
force field).

2.2.2 Molecular Dynamics

Molecular Dynamics (MD) simulations have become an essential tool in biological
research, providing insights into the complex dynamics and thermodynamics of
biomolecular systems at the atomic level. MD simulations allow to model the
behavior of molecules as collections of interacting classical particles governed by
Newtonian mechanics. This computational technique has enhanced our
understanding of various biochemical processes, from protein folding to drug
binding. These simulations provide dynamic trajectories that reveal the complex
motions and interactions of atoms and molecules over time.**%*

The core of MD simulations is based on Newton's second law of motion, which
states that the force acting on an atom equals the mass of the atom multiplied by its
acceleration:

av; dzxi
Fo=mag =megs =mige

(2.19)
Where F; is the force on atom 7, m; is the mass, and a; is the acceleration of atom i,
x; is the position of the atom. The acceleration can be obtained from the force, which
in turn is derived from the potential energy function U of the system:

au(x)
dx;

F= (2.20)

The potential energy can be computed using different approaches: classical MD
through a force field, ab initio MD by solving the Schrédinger equation, or QM/MM

MD by combining both methods. The position of a particle at time t + At, starting
from an initial guess, can be expressed using a Taylor expansion:

x(t + At) = x(t) + v()AL + L At?+. (2.21)
with
x(t + At) ~ x(t) + v(t)AL + 2 a(t)At? (2.22)
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then with Eq.2.19, we get
v(t + At) = v(t) + a(t)At (2.23)

The MD algorithm starts with initial guesses of x(0) and v(0). Subsequently, " and
a are calculated, allowing the atoms to be moved to x(t + At) and the velocities
updated to v(t + At). This procedure is repeated many time steps to simulate the
dynamic behavior of the system.

With the growth of computational power, the scope and accuracy of MD simulations
are expected to increase. New algorithms and machine-learning techniques are
integrated to handle larger systems and longer timescales, providing deeper insights
into biomolecular dynamics.'? The combination of MD simulations with
experimental techniques will further accelerate discoveries, making MD an essential
tool in biological research. By providing detailed atomic-level insights into the
dynamics of biological systems, MD simulations have transformed our
understanding of molecular interactions and are instrumental in the design of new
therapeutics.!””!
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2.3 QM/MM

The hybrid QM/MM (quantum mechanics combined with molecular mechanics)
method is a widely used tool for studying reactions in large biomolecules,
combining the strengths of QM (accuracy) and MM (speed). This method enables
the study of chemical processes in solutions and proteins by applying QM to a small,
critical part of the system—where chemical bonds break or electronic structures
change—while using MM for the larger, surrounding environment. The main
advantage of QM/MM is its computational efficiency, which makes it possible to
perform large-scale molecular simulations with minimal accuracy loss. This concept
was initially proposed by Warshel and Levitt in 1976,’" and they, along with
Karplus, received the Nobel Prize in Chemistry in 2013 for their development of
multiscale models for complex chemical systems.””

The core of QM/MM involves partitioning the system into three regions: the QM
region, the MM region, and the boundary region. The QM region, usually the
reaction site or a specific ligand, is treated by QM methods for accurate bond
breaking and electronic structure changes. The MM region, encompassing the
surrounding solvent or non-reactive parts of the biomolecule, is treated with MM
methods, offering a realistic description of the broader environment.

Figure 2.1: The systems in a QM/MM calculation.The QM system is shown in a balls-and-sticks model.

In the QM/MM framework, the boundary region is crucial for interfacing the QM
and MM areas, with electrostatic interactions being key to their coupling. There are
several methods for handling these interactions, each with varying degrees of
complexity and accuracy:
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Mechanical Embedding: Uses classical point charges to represent
electrostatic interactions between the QM and MM systems. It is
computationally efficient but does not involve any polarization effects.

Electrostatic Embedding: Considers the polarization of the QM region by the
MM region, using a point-charge model of the MM region in the QM
calculations. This typically leads to improved accuracy. This approach is
widely used in biomolecular simulations where polarization effects are
important. It is also used in this thesis.

Polarized Embedding: Extending upon electrostatic embedding, polarized
embedding additionally accounts for the polarization of the MM region by the
QM region. This method offers the highest level of accuracy but is also the
most computationally demanding. Moreover, it requires polarizable MM
model and a QM software that may treat both MM charges and polarizabilities
in the SCF calculations.

A significant challenge in QM/MM methods is how to deal with covalent bonds
across the boundary between the QM and MM regions. This is essential to prevent
significant distortion of the electronic structure for QM region. Various approaches
to link the QM and MM regions typically considers charged groups near the QM
system and often focus on carbon—carbon bonds. Three methods address the atomic
treatment at the QM/MM boundary:

Link-Atom Method: Introduces an additional atom, typically a hydrogen
atom, that forms a covalent bond with the QM atoms, effectively saturating
their valence by replacing the cut bonds.>”""! This method is simple and
computationally efficient, and it is therefore used in this thesis.

Boundary Atom Method: Replaces MM atoms that bond with QM atoms
across the boundary with specialized boundary atoms. These atoms function as
MM atoms in MM calculations but simulate the electronic properties of MM
atoms in the QM region.!**!

Localized Orbital Method: Avoids introducing new atoms by placing hybrid
orbitals at the boundary and freezing some of them to cover the QM region and
substitute the broken bond.* ¢!

The total energy computed using QM/MM methods encompasses three types of
interactions: interactions within the QM region, interactions within the MM region,
and interactions between QM and MM regions. Two main approaches exist for
calculating the total energy:

Additive Scheme: This method expresses the total energy as the sum of three
terms: the energy of the QM region, the energy of the MM region, and the
QM/MM coupling energy. The latter term accounts for the interactions at the
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boundary region, including bond formation, electrostatic interactions, and van
der Waals forces.!*”]

Eqm/mm = Eqmom) + Emmm) + Eqm-mm (2.24)

® Subtractive Scheme: This method, where the total energy is first calculated
using molecular mechanics (MM), is followed by adding the quantum
mechanics (QM) energy of the QM region and subtracting the MM energy of
the same region, ensuring that no interactions are double counted. It can easily
be extended to more than two computational methods and regions. While
ONIOM™! is the typical example, other software like ComQum!®” also
employs similar methods. It has the advantage that it is simple to implement
and does not require any modified MM code.

Eqm/mm = Eqmm) + EmM total — Emm(Qm) (2.25)

Hybrid QM/MM methods have revolutionized our understanding of biomolecular
reactions, providing a powerful tool for unravelling the intricate dynamics and
thermodynamics of these processes at the atomic level. Their ability to bridge the
gap between quantum and classical mechanics, coupled with their computational
efficiency, has made them an indispensable tool in modern biological research. As
computational power continues to increase, QM/MM methods will undoubtedly
play an even more prominent role in shaping our understanding of the intricate
workings of the living world."**!
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2.4 Transition State Theory

Transition state theory (TST) is a fundamental framework in chemical kinetics that
explains how reactions occur and predicts their rates. According to TST, for a
reaction to occur, the reactant molecules must pass through a high-energy structure,
the transition state or activated complex. This transition state exists at the peak of
the energy barrier along the reaction coordinate, and molecules need sufficient
energy, called activation energy, to reach this state.

TST assumes an equilibrium between reactants and the transition state. The reaction
rate is determined by how frequently reactant molecules achieve the transition state
and successfully convert into products. The theory employs principles from
statistical mechanics, treating the transition state as a type of molecule describable
using thermodynamic concepts. TST provides valuable insights into factors
affecting reaction rates, such as temperature and catalysts, and helps elucidate
reaction mechanisms. However, it has limitations, including the assumption of a
single reaction pathway and its dependence on accurate potential energy surfaces.!**!
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Figure 2.2: Energy profile of a chemical reaction showing the effect of an enzyme on activation energy.
The red curve represents the reaction pathway without the enzyme, indicating a higher activation energy.
The blue curve shows the reaction pathway with the enzyme, demonstrating a lower activation energy.
Enzymes facilitate reactions by stabilizing the transition state, thereby reducing the activation energy.

Transition State Theory (TST) in enzymology explains how enzymes catalyze
reactions by stabilizing the transition state. Enzymes lower the activation energy
(AG") required for the reaction by binding to substrates and forming an enzyme—
substrate complex, which then transitions to the enzyme—transition-state complex.
This stabilization is achieved through precise interactions at the enzyme's active site,
which reduce the energy barrier and increases the reaction rate. Consequently,
enzymes enhance catalytic efficiency without altering the overall free energy
change (AG°) of the reaction, making them vital for various biochemical
processes.!*?!
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3 Nitrogenase

itrogen is crucial for sustaining life on Earth, being a component of all

amino acids and nucleic acids. Although N, constitutes 78% of the Earth's

atmosphere, nitrogen remains a limiting factor for plant growth and is a
main component in artificial fertilizers,!"! because plants cannot metabolize N, due
to its strong and inert triple bond.

Nitrogenase is the only enzyme that can convert N> to NH; in nature. This process
is called nitrogen fixation which is part of the global nitrogen cycle. The fixation of
nitrogen also occurs in the industrial conversion through the energy-intensive
Haber—Bosch process and through lightning induced chemical conversion in the
Earth’s atmosphere. The Haber—Bosch process requires high temperatures and
pressures, as well as a metal catalyst, and accounts for nearly 2% of the world's total
energy consumption.'”! This process is considered one of the important reasons for
the explosive population growth after World War I1.

S—Fe

LA

Fe protein \ /

Fe4S4 Cluster

Mo/V/FeFe protein P-d:Ster A A
//\/ \\ //\/ N\ //e\/\\

.............. Fé Sm—Fel

\\/\// \\9/\// \\/ //

s
FeMo cluster FeV cluster FeFe cluster

Figure 3.1: Structures of the FeS clusters in nitrogenases.
Nitrogenase exists in three variants: Mo-nitrogenase, V-nitrogenase, and Fe-
nitrogenase. Mo-nitrogenase is the most abundant form with the highest N»-

reducing activity, and it is also the most studied type.!"*7*!*9092 Crystal structures
of Mo-nitrogenase have been known since 1992,**! V-nitrogenase since 2017,°*
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and Fe-nitrogenase since 2023.°! All nitrogenases contain two proteins, the Fe
protein with a [FesS4] cluster and the Mo/V/FeFe protein. The Mo/V/FeFe protein
contains an electron-transfer [FesS7] (P) cluster and the FeMo/FeV/FeFe cluster,
which is one of the most complex clusters known in nature. Mo-nitrogenase contains
a catalytic MoFe;SoC(homocitrate) cluster, known as the FeMo cluster, V-
nitrogenase contains a VFe;SsC(COs)(homocitrate) cluster (FeV cluster), while Fe-
nitrogenase contains a FesSoC(homocitrate) cluster (the FeFe cluster). In all three
cases, the active-site cluster is coordinated to the protein via a cysteine and a
histidine residue.!'2%-39¢:97]

18



3.1 Atomic Structure

The most studied nitrogenase has been the Mo-dependent form (Mo nitrogenase),
and this will also be the main studied this thesis. The Fe protein for these three
homologous nitrogenase are encoded by the nifH, vnfH, and anfH genes.!*!

3.1.1 Mo-Nitrogenase

Mo-nitrogenase is a two-component system composed of the MoFe protein and the
electron-transfer Fe protein. The Figure 3.2 illustrates the crystal structure of the
MoFe protein. The MoFe protein is encoded by nifDK and it is a a5> heterotetramer
that contains two iron—sulfur clusters: the FeMo cluster and P-cluster.'!

Chain D P-cluster

FeMo cluster

P-cluster Chain B FeMo cluster

Figure 3.2: Structure of MoFe protein forms an az82 heterotetramer in which two af units (NifDK) are
connected solely via the NifK peptides. Each af unit holds a FeMo cluster and a P-cluster (PDB 3U7Q).
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Figure 3.3: The atomic structure of a) FeMo cluster and b) P-cluster with atom and residue names taken
from the 3U7Q crystal structure.

The FeMo cluster consists of one molybdenum (Mo) atom, seven iron (Fe) atoms,
nine sulfur (S) atoms, one central carbon (C) atom, a homocitrate ligand bound to
the Mo atom, and one cysteine (Cys) and one histidine (His) residue that bind the
cluster to the protein. It is believed to be the active site for substrate binding and
reduction (Figure 3.3 a). The P-cluster contains eight iron (Fe) atoms and seven
sulfur (S) atoms, with six cysteine residues from the protein. It is assumed that the
P-cluster transfers electrons from Fe protein to FeMo cluster (Figure 3.3 b). Despite
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extensive research into the cluster's complexities, including its functionality,
reactivity, and electronic structure, many aspects remain subjects of debate. 11

The first atomic crystal structure of MoFe protein was solved by Kim and Rees in
1992 at 2.7 A resolution.?” In this structure, the FeMo-co was described as [4Fe:3S]
and [Mo:3Fe:3S] clusters bridged by three sulfide ligands. In 2002, a higher
resolution crystal structure at 1.16 A was solved by Rees, Einsle and coworkers el
showing a light atom in the center of the cluster It was designated “X” (C, N or O)
and was debated for many years. Many DFT calculation suggested that it is a N>~
ion.”® In 2011, Rees, Einsle and coworkers used atomic-resolution X-ray
diffraction data and an electron spin echo envelope modulation (ESEEM) analysis
provide direct evidence that the ligand is C rather than N.I'”? Almost at the same
time, DeBeer and coworkers used X-ray emission spectroscopy (XES) to confirmed
that the central was C.I"” A year later, Ribbe and coworkers demonstrated that the
central carbide of the FeMo cluster originates from S-adenosylmethionine (SAM)
and is inserted by the radical SAM enzyme NifB.!'*")

1992 2002 2011
» » p
s ‘
X &8 ‘sv&\:#: s

Homocitrate

a b Cc

Figure 3.4: The structure of the FeMo cluster based on data from a) 1992 (PDB: 1N2C), b) 2002 (PDB:
1M1N), and c) 2011(PDB: 3U7Q).
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3.1.2 Fe-Nitrogenase

Compared to Mo-nitrogenase, V-nitrogenase and Fe-nitrogenase differ not only by
the replacement of the Mo ion with V or Fe but also by the presence of two
additional G subunits in the VFe and FeFe proteins. These two alternative
nitrogenases are much less stable than Mo-nitrogenase, making VFe and FeFe
proteins less likely to crystallize. It was not until 2023 that Einsle and coworkers
reported the first crystal structure of Fe-nitrogenase and its FeFe cluster from
Azotobacter vinelandii.®> Almost the same time, another study on the structure of
Fe-nitrogenase, utilizing cryo-EM, was reported by Rebelein and colleagues.!'*!!
The FeFe protein is encoded by anfDGK. Chains C and F in Figure 3.5 are the G
subunit, the role and function of which remain unclear.

Chain F

P-cluster

Chain B 5

FeFe cluster

FeFe cluster

Chain C

Figure 3.5: Structure of Fe-nitrogenase. Chains A and D are the D subunits and are shown in yellow.
Chains B and E are the K subunits and are shown in transparent orange. Chains C and F are the G
subunits and are shown in transparent blue (PDB 8BOQ).

P-cluster

The FeFe cluster (Figure 3.6 a) is a [8Fe-9S-C] cluster with an interstitial carbide
ion and an organic homocitrate ligand at the apical iron that substitutes for Mo or V
in the other isoforms and is the active site of substrate reduction. The P-cluster
(Figure 3.6 b) has the same structure as in Mo and V-nitrogenase.>!0!-1%2]
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Homocitrate

Figure 3.6: The atomic structures of the a) FeFe cluster and b) P-cluster in Fe-nitrogenase. The figure
shows atom and residue names from the 8BOQ crystal structure.
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3.2 Mechanism

Mo-nitrogenase is the most extensively studied, most active, and best characterized
form of nitrogenase, and it is also the main enzyme studied of this thesis. The Mo-
nitrogenase reaction requires 16 ATP molecules, eight electrons, and eight protons
to convert one molecule of N, into two molecules of NHs:

N, + 8¢~ + 8H* + 16ATP — 2NH; + H, + 16ADP + 16P, (3.1)

Nitrogenase has been studied extensively using spectroscopic, biochemical, and
kinetic methods. ['#7-1417209397] The reaction is commonly described by the Lowe—
Thorneley cycle (Figure 3.7) for dinitrogen reduction, developed in the 1970s and
1980s. It describes the kinetics of transformations among catalytic intermediates of
nitrogenase, which involves nine intermediates (Eoq—Es) that differ in the number of
added electrons and protons. Although nitrogenase has been studied for decades and
the structures of various forms of the MoFe and Fe proteins and their complexes
have been determined, many mechanistic questions remain unanswered.

Figure 3.7: Simplified kinetic Lowe—Thorneley scheme.
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3.2.1 E¢—E4 States

The Eo—E4 states represent the first part of the Lowe—Thorneley (LT) kinetic
model.'®*!* Some of these intermediates release H,. Recent advancements in
nitrogenase research have significantly enhanced our understanding of the early
catalytic states (Eo to E4) and the mechanism of biological nitrogen fixation. This
progress has been made possible through a combination of advanced spectroscopic
techniques, computational methods, and kinetic studies.

H, H,
Hf,e Hf,e Hf,e Hf,e
2 b b b
Eo SATP > E, SATP 2 E, SATP 2 Es >atp > Ea
H,

Figure 3.8: Early stages of the Lowe-Thorneley kinetic model for N2 reduction.

The resting Ej state is well-documented through accurate crystal structures''’'* and

QM/MM calculations.!"*>'° Quantum refinement has shown that this state does not
contain any additional protons.'®! The E, state has an odd number of unpaired
electrons, which allows for EPR (electron paramagnetic resonance) spectroscopic
studies, including pulsed methods like electron nuclear double resonance (ENDOR).
The E; state arises after the first electron and proton transfer to the FeMo cluster.
Due to its even spin state, E; is challenging to study using spin-selective techniques
like EPR. However, XAS and Mdssbauer spectroscopy suggest that the additional
electron in E primarily resides on an Fe atom within the FeMo cluster, rather than
on the Mo atom.!">!” Computational studies indicate that the most energetically
favorable protonation site in E; is the S2B atom of FeMo cluster.*'*!! The E, state
arises after the accumulation of two electrons and two protons by the FeMo cluster.
Although EPR studies confirm the existence of E,, it remains unclear whether this
state contains a hydride or not. Cryoannealing studies suggest that E; possesses a
high-spin (S = 3/2) state.['®*'1*]

The E4 state arises after the accumulation of four electrons and four protons. The E4
state is regarded as the reactive state to which N is proposed to bind and from which
the reduction begins.[*®! An additional feature of the LT cycle is that the E,, E3, and
E, states can convert back to the Eo, Ei, and E, states by generating Hy.!"'"! This
represents nonproductive hydrogen release that competes with N> reduction.
According to Mo ENDOR spectroscopy, the four electrons and two of the protons
in E4 are formally assigned to two bridging hydrides ([Fe—-H—Fe]).”""''?! This state
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is short-lived, so the enzyme must ensure that N is readily available for binding
before H; is eliminated from the E4 state.[*®!

The location of the added protons in the various E, states is hard to determine. The
FeMo cluster comprises one molybdenum, seven iron, one carbide, nine sulfur ions,
and various ligands such as cysteine, histidine, and homocitrate, which sum up to at
least 21 sites capable of protonation. Each of these sites typically allows for
protonation at two or three distinct positions. Additionally, a hydride ion can bind
to a single metal ion or bridge between two ions, resulting in over 50 potential
positions for each additional proton. Consequently, for the E4 state with its four
added protons, there are theoretically over 50 = 6.25 x 10° distinct protonation
configurations. Each configuration can further adopt 35 possible broken-symmetry
states and two to four spin states, resulting in approximately 10° potential states.
This vast complexity makes it exceedingly challenging to systematically study all
these states comprehensively.**"!

Hoffman and coworkers have proposed that N> binds to the E4 state via a reductive
elimination (re) of Ho.l'"*%'"3! After the addition of four electrons and protons to the
FeMo cluster, nitrogenase reaches the E4 state, which can bind N, via reductive
elimination (re) of Ha, forming E4(N2H>). This mechanism requires the loss of one
H; molecule for each N> molecule, which explains the requirement of 8¢~ and why
H, is a compulsory byproduct. By identifying the EPR spectra for all states during
the relaxation of E4(4H) and E4(N:H>), it has been shown that WT E4(N,H>) can
relax back to the E4 state via oxidative addition (oa; Figure 3.9)."'*!"*! The re/oa
mechanism is reversible, so an increase in H; partial pressure can push the E4(N2H>)
state back to E4(4H) through oxidative addition.I''")

N2 Hz

E4(4H) S E4(N,H;)

re/oa

Figure 3.9: Scheme of re/oa mechanism.

The relative energies of the various BS states have been shown to be sensitive to the
specific exchange and correlation functional used.'” Moreover, different
functionals can lead to variations in the predicted ordering of possible E4 isomers,
creating ambiguity in identifying the most stable configuration.*” This sensitivity
highlights the importance of considering the limitations of DFT and the potential
for variations in results based on the chosen functional.
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3.2.2 E4N:Hz)-Es

Following the formation of the E4(N,H>) intermediate, the catalytic cycle continues
through four more states (Es—Es), which involve partially reduced intermediates of
No.461 Two possible pathways have been proposed for this latter part of the
mechanism: the alternating pathway and the distal pathway. The two pathways are
illustrated in Figure 3.10.

Alternating Distal
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e, H+\ N-N bond
cleavage e, Ht
Y 4
H,N+NH;
E;
VL—»NHﬂ—J

ke', H*
Eg
NH;

M@
Eg

Figure 3.10: The alternating and distal mechanisms of Nz reduction for the later parts of the Lowe—
Thorneley cycle of nitrogenase.
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Alternating Pathway: In the alternating pathway, the two nitrogen atoms are
hydrogenated alternately.!">"'” This pathway involves the formation of hydrazine
(N2Ha), at the Eg intermediate stage. The first NHj3 is released during the subsequent
hydrogenation step, leading to the formation of E7.['"®*!"] The alternating pathway
is supported by inorganic nitrogenase model complexes,!'*” as well as by some
computational and crystallographic studies of nitrogenase.****4%121 The
experimental evidence includes the observation of hydrazine as a product when Mo-
nitrogenase is quenched with acid during N; reduction and the fact that hydrazine
reduction is not inhibited by H», unlike diazene and N reduction. Additionally, it
has been shown that N>, NoH,, CH3NH», and N;H4 react through a common
intermediate.['%!227124]

Distal Pathway: In the distal pathway, the distal nitrogen atom of Fe-bound N
undergoes three sequential hydrogenation steps. After the addition of the fifth
electron and proton, the first NH; molecule is released, resulting in a nitrido (Es)
species. The remaining nitrogen atom, now a nitrido-N, undergoes three more
hydrogenations to produce the second NHi;. This mechanism was originally
suggested by Chatt and has gained support from N»-fixing inorganic model
complexes.!' ¢!
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3.3 Electronic Configurations

3.3.1 FeMo Cluster

FeMo cluster is the catalytic site of MoFe protein in nitrogenase. The resting state
of the FeMo cluster, often denoted as Eo, is characterized by a quartet ground spin
state (S = 3/2) according to EPR spectroscopy.!'>!?! This state has been extensively
studied both experimentally and computationally, and a generally accepted
electronic structure model has emerged.

Early Mo K-edge XAS!?"'# studies and Mo ENDOR.["**"*!l investigations
suggested that the molybdenum ion in the FeMo cluster was in the Mo** oxidation
state. However, high-energy resolution fluorescence-detected X-ray absorption
spectroscopy (HERFD-XAS) studies™ showed that the molybdenum is best
described as Mo®*. This Mo®" ion has an unusual electronic configuration, with two
electrons in the d orbital with down spin and one electron in the d orbital with up
spin, which does not follow Hund’s rule (Figure 3.11). This non-Hund configuration
was proved by a time-dependent density functional theory study.®!

3+ 3+ 2+
Mo Fe Fe

Figure 3.11: The electronic configurations for Mo**, Fe®*, and Fe?" in the FeMo cluster.

In early studies of nitrogenase, three different oxidation states were considered:
Mo(IV)Fe(III)Fe(Il)s,!"**! Mo(IV)Fe(I1I);Fe(11)4,!'*"! and Mo(IV)Fe(IIl)sFe(1I),.['*
Spatzal and colleagues applied spatially resolved anomalous dispersion to the MoFe
protein, obtaining site-specific Fe K-edges for each Fe atom in FeMo cluster and
the P-cluster. Their data supported the Mo(III)Fe(III)sFe(II); oxidation state.["** A
study by Siegbahn's also supported this charge for the resting state, as other
assignments gave unreasonable energetics for the mechanism.!'*”! DeBeer and
colleagues demonstrated that the Mo(III)Fe(Ill)sFe(Il); state is best supported by
DFT calculations and analysis of predicted M&ssbauer isomer shifts.'**) This
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oxidation state distribution of FeMo cluster gives an overall charge of —1 for the
FeMo cluster.

Noodleman and coworkers introduced broken-symmetry (BS) DFT to study the
electronic properties of the FeMo cluster.!'>”"* The seven Fe ions in the FeMo
cluster are in their high-spin states with five unpaired electrons for Fe(IlI) and four
for Fe(Il). These combine antiferromagnetically to a net quartet state for the Eo
resting state. This can be done in 35 different ways (Figure 3.12).Subsequent studies
have shown that a particular category of BS solutions, referred to as BS7,
consistently emerges as energetically most favorable across various studies,
regardless of the specific charge state or the identity of the interstitial atom within
the FeMo cluster.!'>!%!4I The BS7 solutions are characterized by the maximization
of antiferromagnetic coupling between neighboring Fe atoms within the cluster.
They consist of four iron sites with spin-up (o) configuration coupled to three iron
sites with spin-down ([3) configuration. There are three specific BS7 solutions, often
labeled according to the iron ions with spin-down configurations: BS7-235, BS7-
346, and BS7-247. These three solutions are energetically very similar, typically
falling within 4 kJ/mol of each other. The primary distinction between these BS7
spin isomers lies in the specific arrangement of Fe atoms with spin-down
configurations. In the BS7 configuration, Fe3-Fe4 and Fe5-Fe7 form
ferromagnetically coupled pairs within the cluster. Therefore, in the Eo state of
FeMo cluster, the iron sites Fe2 and Fe6 are the most highly oxidized positions in
the cluster.*”!

In this thesis, we used this BS approach in all QM calculations.!"*”) The various BS
states were obtained either by swapping the coordinates of the Fe ions!'® or with
the fragment approach by Szilagyi and Winslow.!'*!! We usually start from the
BS10-147 state (i.e. with minority spin on Fel, Fe4 and Fe7). Then, we did a
comprehensive study of all BS states for the lowest structure and used the best BS
state found for all structures. All QM calculations were performed with the
Turbomole software.'*
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Figure 3.12: The 35 possible BS states of the FeMo cluster in nitrogenase.
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3.3.2 FeFe Cluster

The FeFe cluster, found in FeFe protein, is less well studied and has a [8Fe-9S:C]
chemical composition.'”>'°") Like the FeMo cluster, the FeFe cluster also has a -
sulfide-bridged dicubane architecture with a central carbide atom. In the resting state
(Eo), which is the state typically isolated in the presence of a chemical reductant, the
FeFe cluster is diamagnetic, implying an even number of ferrous (Fe*") and ferric
(Fe™) sites. Mdssbauer spectroscopy suggests that the average isomer shift of FeFe
cluster is ~0.4 mm/s, consistent with an even number of Fe?" and Fe’" sites.['*!

For the FeFe cluster in its resting Eo state, the oxidation states are assigned as
4Fe*"4Fe*" with a singlet spin state (S = 0) according to EPR spectroscopy.!"* These
spins are coupled antiferromagnetically to result in a singlet state. Thus, the cluster
can be described with four Fe ions having a surplus of a spin and the other four
having a surplus of B spin. There are multiple ways to arrange these spins among
the Fe ions, resulting in 70 different BS states, shown in Figure 3.13.
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Figure 3.13: The 70 possible BS states of the FeFe cluster in Fe-onlu nitrogenase.
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3.4 Critical Components

3.4.1 His195

His195, a residue on the a-subunit of the MoFe protein in nitrogenase, is critical for
the functionality of nitrogenase. This residue forms a hydrogen bond with a bridging
sulfide ion (S2B) in the FeMo cluster,!'®'” which may serve as a proton donor
during the nitrogen reduction process.!'*'*’) Substituting His195 with glutamine
(His—Gln) drastically reduces nitrogen fixation activity to less than 1% of the wild-
type, while acetylene reduction remains unaffected.!"**'*”) This indicates a specific
role of His195 in nitrogen reduction. The His195—GIn195 substituted MoFe
protein still exhibits N inhibition of acetylene and proton reduction, suggesting that
N; and acetylene share a binding site. Although it has been proposed that the Ne—H
side chain of His195 directly donates protons to FeMo cluster, the mechanism by
which the proton is replenished on His195 remains unclear. Rotating the imidazole
ring for multiple proton donations could disrupt this process.!"**! Photolysis studies
on His195—Asn195 and His195—GIn195 nitrogenase variants under high-CO
conditions reveal changes in CO binding to FeMo cluster, highlighting the influence
of His195 on CO binding."*""*" In summary, His195 is essential for nitrogen
reduction in nitrogenase, with its sensitivity to substitution and impact on CO
binding underscoring its critical role.

His-195
S2B N= BN BN

b‘\ /6 >> HID HIE HIP
a b

Figure 3.14: (a) The relative position of His195. (b) The three possible protonation states of histidine.
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3.4.2 Homocitrate

Homocitrate is essential for the FeMo cluster in nitrogenase, coordinating to the Mo
atom through its 2-hydroxy and 2-carboxy groups, which are crucial for the
enzyme's function and structure.!'! Its role in nitrogen fixation, compared to similar
molecules like citrate, is not fully understood but may involve facilitating proton
transfer to the active site, potentially through a network of water molecules.!'**!*!]
Computational models suggest that homocitrate helps transfer a proton from its
hydroxyl group to a nearby sulfide, S2B, during hydride intermediate
formation.?**7**4% Additionally, homocitrate is vital for the correct assembly and
insertion of the FeMo cluster into the nitrogenase enzyme, as FeMo cluster
precursors lacking homocitrate cannot be integrated into the MoFe protein.
Substituting homocitrate with other carboxylic acids severely impairs nitrogen
reduction activity, especially for reactions needing multiple protonation steps,
highlighting homocitrate’s critical role in proton transfer. The longer "arm" of
homocitrate may influence water molecule positioning and proton transfer
efficiency, with crystallographic studies showing that citrate’s shorter length results
in a less effective proton transfer pathway and reduced activity. Further research is
needed to fully understand homocitrate’s mechanistic role in nitrogenase,
particularly its impact on proton transfer and the FeMo cluster electronic
structure.!'"5% In our studies (Paper III, IV, VI), we show that homocitrate may
play a role as proton buffer, stabilizing certain intermediates, e.g. HNNH, and NHj.

02\ /01 02\ /01
(|3 - (|3 -
0, C 0, C
AN
>C—c:—c—é—o7 c-c-c-C-0,
| e |
03 C\ 03 C\
0" 05 0¢" 05
2H 1Ha
OZ\ /01 02\ /01
o g 0 c
4 4
Nc-c-c-G-0, >c—c—c—c':—o7
O3 c O3 c
o¢ 0s o 0s
1Hc OH

Figure 3.15: Four considered protonation states of homocitrate, 2H, 1Ha, 1Hc, and OH. Atom numbers
are also shown. Nonpolar H atoms are omitted. The charge of homocitrate is -2, -3, -3, and -4,
respectively, in these four protonation states.
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343 S2B

S2B is a bridging p» sulfide ligand in the FeMo cluster of nitrogenase, which plays
an important role in substrate and inhibitor binding. Crystallographic studies of the
MoFe, VFe, and FeFe proteins have consistently demonstrated that S2B is bridging
between Fe2 and Fe6, beneath the conserved His195 residue. During ligand binding
and exchange, S2B can be reversibly displaced by CO,®” forming a bridging
carbonyl in the "low-CO" state under turnover conditions. Similarly, selenide can
replace S2B during turnover with selenocyanide, and extended turnover can replace
also other sulfides in the FeMo cluster, indicating the structural flexibility of the
cluster."** In VFe protein structures, a light atom, potentially NH*>~ or OH, replaces
S2B, underscoring its reversible exchangeability and its function in creating a
coordination site for substrates or inhibitors absent in the resting state.!'**'%l
However, while crystallographic data emphasize the lability and displacement of
S2B, theoretical studies suggest it might undergo protonation and destabilize an Fe—
S bond, forming a dangling thiol that remains associated with the cluster.!'**'*”] This
discrepancy between experimental and theoretical findings underscores the need for
further research to fully understand the behavior of S2B during nitrogenase catalysis.

His-195

Figure 3.16: The active sites of CO-inhibited Mo-nitrogenase (PDB: 4TKV)
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4 Summary of papers

This thesis is based on eight publications, Papers [-VIII. In this thesis, we performed
systematic studies of nitrogenase using the combined quantum and molecular
mechanics (QM/MM) approach:

Eo—E4 States: We investigated the formation of H, from the E»—E4 states
(Paper I) and the binding of N> to the Eo—E4 states (Paper II).

Es—Es States: We proposed putative reaction mechanisms of the cluster
without the S2B ligand dissociated (Paper III), along with study the proton
transfer process both with and without the S2B ligand (Paper IV).

S2B Half-Dissociated Process: We examined half-dissociation of the S2B
ligand for the E, intermediate (Paper V) and the latter part of the reaction
mechanism of nitrogenase with a half-dissociated S2B ligand (Paper VI).

Redox Potentials: We calculated redox potentials of the metal clusters in Mo-
nitrogenase (Paper VII).

Fe-Nitrogenase: We set up QM/MM calculations for Fe-nitrogenase and
examined the electronic structure and protonation states of the FeFe cluster in
the Eo and E; states (Paper VIII).
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Paper I: H> Formation in States E>—E4

The aim of this project is to investigate the formation of H, from the E,—E4 states of
nitrogenase. The enzyme must be loaded with four electrons and protons (reaching
the E4 state) before N, can bind.!"* Current research suggests that N, binding is
facilitated by the dissociation of H», which forms through the reductive elimination
of two hydride ions bridging two Fe ions each.!!*%!!1*116138] Thig explains why H,
is a compulsory byproduct in the reaction mechanism.

Despite numerous studies, both experimental and theoretical, we still do not fully
understand many aspects of the reaction mechanisms of nitrogenase.['7!417-
2093.97.152.159-1611 One important reason is that different DFT methods give widely
different predictions of the relative stability of various models of the active site of

nitrogenase'[loﬁ1,36,159]
S2B . ’
S5A . 4
(¢)
Hoffman Ryde Bjornsson Siegbahn

Figure 4.1: Previously suggested E4 structures.

Recent research has examined the formation and dissociation of H, formation and
dissociation within the FeMo cluster. Different DFT methods give different results
for the E; statel®'): TPSS suggests a structure with a proton on S2B and a bridging
hydride ion between Fe2 and Fe6,*®! while other functionals like *SCAN and
TPSSh propose similar structure but with half-dissociated protonated S2B ions.!**!
In contrast, B3LYP favors a doubly protonated central carbide ion. For the Ej state,
B3LYP also prefers a triply protonated carbide ion, contrasting with other
functionals suggesting a structure involving protonated S2B and hydride ions
bridging Fe2 and Fe6.”*! Likewise, several hypotheses for the E4 structure have been
suggested. ENDOR experiments show that E4 should contain two bridging hydride
ions.”>!">) Hoffman and coworkers have suggested a structure in which S2B and
S5A are protonated and there are two hydride ions bridging the Fe2/6 and the Fe3/7
pairs of ions.['”) Ryde and coworkers studied structures with two bridging hydride
ions and showed that a structure with the protons and the hydride ions at the same
positions as suggested by Hoffman is most stable, but three of them are pointing
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towards to other faces of the FeMo cluster.*”’ Bjérnsson and coworkers have
advocated for structures in which the two hydride ions both bridge Fe2/6, S2B is
protonated and dissociated from one Fe and the second proton is on S5A. Siegbahn
suggested a structure with a triply protonated carbide ion and the fourth proton on
S2B with B3LYP.['*>1¢%]

Another related question is the formation and dissociation of H» from the FeMo
cluster which is crucial for nitrogenase's catalytic cycle. If H, forms in the E; or E;
states, the enzyme will go back to E¢ or E; states. However, H, formation in the E4
state is beneficial only in combination with N, binding."! Thorhallsson and
coworkers studied the formation of H» from the E; state calculations and they found
that activation barriers of 86—95 kJ/mol from a structure with S2B dissociated from
one of the Fe ions.!"®"!

In this study, we extend previous investigations by examining the formation and
dissociation of H, from the FeMo cluster in the E,—Ej states because it is not possible
until the E, state when two protons have accumulated on the cluster. The
investigation has three primary objectives: First, to explore the H, formation
reaction across various structures, including the combination of either two hydride
ions or one proton and one hydride ion, and to study reactions at different cluster
positions, such as terminal and bridging hydride ions located on different Fe ions or
the same Fe ion. Second, to investigate the ease of interconversion between different
protonation states, which may elucidate whether the enzyme can prevent H»
formation by positioning the proton and hydride ions far apart. Third, to compare
the results obtained from four different DFT functionals. It is known that the enzyme
must prevent Hy loss in the E; and E; states, while H, formation is essential in the
E, state, but only when accompanied by N, binding. If H> formation occurs too
easily in the E; and Ejs states, it may indicate issues with the DFT method used or
suggest that the correct structure has not yet been identified.

Our studies find large differences in the predictions of the different methods.
B3LYP strongly favors protonation of the central carbide ion and H, cannot form
from such structures. On the other hand, with TPSS, ’'SCAN and TPSSh, H,
formation is strongly exothermic for all structures and therefore needs strict kinetic
control to be avoided. For the E, state, the kinetic barriers for the low-energy
structures are high enough to avoid H, formation. However, for both the E3 and E4
states, all three methods predict that the best structure has two hydride ions bridging
the same pair of Fe ions (Fe2 and Fe6) and these two ions can combine to form H»
with an activation barrier of only 29-57 kJ/mol, corresponding to rates of 7 x 107 to
5x 107 s, i.e. much faster than the turnover rate of the enzyme (1-5s™'). We have
also studied H-atom movements within the FeMo cluster, showing that the various
protonation states can quite freely be interconverted (activation barriers of 12—69
kJ/mol).
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Paper II: N2 Binding to the Eo—E4 States

In this project, we aimed at investigating the binding of nitrogen (N>) to the various
states of nitrogenase. Experimentally, it is known that three or four electrons must
be added before nitrogenase can bind N». Our aim was to study N, binding to the
Eo—E4 states by using QM/MM.

Despite extensive studies of nitrogenase using spectroscopic, biochemical, and
kinetic methods, the details of the reaction remain poorly understood.['#7-14:17:20:93.97]
The Eo resting state has been thoroughly characterized by crystallography,
spectroscopy, and computational studies.!*'”'%!3* The E, state, examined using X-
ray absorption and Méssbauer spectroscopy,'>!%”) likely contains a proton on the
S2B p, bridging sulfide ion.*'*"! The E, state is known to involve two conformers,
with at least one containing an iron-bound hydride ion.!"” "1 The Ej state is less
studied experimentally due to its EPR-silent nature.!"*'¥ The E, state, characterized
by EPR and ENDOR spectroscopy, has been shown to contain two hydride ions that
bridge between two Fe ions of the FeMo cluster.”"**!"*1 It has been established that
N> binds to the E; and E, states, but not the E—E, states.!”-!0310114151 1y connection
with N; binding, H is released by reductive elimination, i.e., by forming H, from
two hydride ions.">!"*!3138] SQubsequently, N, is progressively reduced and
protonated to form two molecules of NH;. Based on mutational studies of Val70,
the Fe2-Fe3—Fe6-Fe7 face of the FeMo cluster is proposed as the primary site for
N; reduction, with Fe2 or Fe6 being the most likely N> binding sites.'¢>-¢]

Nitrogenase has also been extensively studied by DFT methods."*” Bléchl,
Kistner, and coworkers proposed that N> binds to Fe7 following the dissociation
of S5A.1'197) Other groups have also suggested that such half-dissociation of the
po-bridging sulfide ions may enhance N binding, but mainly for S2B and N»
binding to Fe2 or Fe.l'* "7 Likewise, crystallographic studies have indicated that
S2B may sometimes be replaced by other ligands,””'**!7! indicating that sulfide
lability may be mechanistically relevant.'’>!*] Bjérnsson and coworkers indicated
N binding to Fe2 or Fe6 in the E4 state with favorable binding energies (56 or 43
kJ/mol), and unfavorable N»>-binding energies to Eo, Ei, and E,, but slightly
favorable to E4 (17 kJ/mol), emphasizing the role of two doubly occupied 34 orbitals
on Fe binding N,.!'"* Hoffman and coworkers suggested that reductive elimination
of H> from E4 is necessary for N, binding and proposed a structure for E4 with two
protons on S2B and S5A and two hydride ions bridging Fe2/6 and Fe3/7.1"°'* DFT
calculations showed a favorable binding free energy (13 kJ/mol) with an endergonic
formation of H» (20 kJ/mol) and a barrier of 49 kJ/mol from E4. Dance showed that
side-on binding of N is less favorable than end-on binding, and bridging N
between two Fe ions is unfavorable. He initially suggested binding to Fe6 and later
proposed a two-step binding process with a promotional N, binding to Fe2 (exo-
position) and a reactive N, binding to Fe6 (endo-position), reporting favorable
binding energies up to 38 kJ/mol, enhanced with a bound H, molecule (up to 59
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kJ/mol).l'*!1"¢"18 Sjegbahn argued that N, binding to Eo—E4 states is endergonic and
suggested that nitrogenase requires four additional electrons for N, binding,
positioning the E4 state as the Eo state in his catalytic cycle. Early studies suggested
N; binding between Fe4 and Fe6 (endergonic by 13 kJ/mol), while later studies
indicated S2B dissociation with N» binding to Fe4 (less endergonic by 10 kJ/mol),
highlighting the dependence of binding energy on the Hartree—Fock exchange in the
functiona] ['7*-180]

Thus, there is no consensus on how N, binds to the FeMo cluster, partly due to
disagreements about the structure of the E4 state and significant variations in the
structures and energies obtained with different DFT functionals. To address this, we
investigated the binding of N> to nitrogenase using four different DFT methods. We
examined the binding of N, to the five Eq—E4 states and evaluated how well different
DFT functionals reproduce the experimental observation that N, binds only to the
E; and E4 states.["1%!%115] For the E—E, states, there is reasonable consensus on the
preferred protonation states.!!>3!3¢13%163.181 Eor the E; and E, states, we expanded
previous studies on the preferred protonation states,!'®3%31 162182181 particylarly
focusing on structures where S2B has dissociated from either Fe2 or Fe6.

— - //\ /
8% 6% 6% 6%

Fe6-S2S Fe2-S6M Fe2-35_3 Fe2-C3

Figure 4.2: The best Es structures with N2 bound, Fe6-S2S, Fe2-S6S, Fe2-3523 and Fe2-C3. The first
three structures were optimised with TPSS, whereas Fe2-C3 was optimised with B3LYP.

We provide insights into the stability of various E3 and E4 state structures, showing
that the S6M and S6S states (with two hydride ions both bridging Fe2/6, cf. Figure
4.2) are the best models for E; with TPSS, TPSSh, and r’SCAN functionals, while
B3LYP favors a triply deprotonated carbide ion. For E4, the S6S structure is most
stable with TPSS, TPSSh, and r’SCAN, although the 3323 and 3523 structures are
close in energy. N binding is observed in the E,—E4 states, occurring end-on in the
exo position of Fe2 or Fe6, with Fe-N bond lengths of 1.80-1.98 A. Half-
dissociation of S2B enhances N; binding, especially to Fe2, with TPSS showing less
preference for half-dissociation than TPSSh, and r*SCAN. TPSS generally favors
N> binding to Fe6, while the other functionals prefer binding to Fe2.
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Figure 4.3: The best E4 structures without N2 bound.

Binding free energy varies with the DFT functional, entropy correction, and binding
definition. Various groups have suggested different sizes of the entropy
correction.!'”7-!71818] UJsing Bjornsson and Siegbahn's large entropy correction
(41-45 kJ/mol), no functional shows favorable binding; however, using Dance’s
lower entropy penalty (17 kJ/mol), TPSS favors binding to E; and Es, and r*'SCAN
to E4. Hybrid functionals in general give weaker binding, favoring Fe2 binding and
central carbide protonation. Our results indicate that structures with S2B dissociated
from Fe2 or Fe6 and those with hydride ions bridging Fe2 and Fe6 are likely
involved in the reaction mechanism. We find no support for the suggestion that
reductive elimination of hydride ions in E4 enhances N, binding (the formation of
H, from E4 will move the cluster back to a reactive state of E,, but N, binding to
such a E, state is still unfavorable). Further studies on H» dissociation from the
FeMo cluster and its effect on N» binding are needed.
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Paper III: Second Part of the Reaction Mechanism with
S2B Bound

The goal of this project was to study the reaction mechanism of nitrogenase without
the dissociation of any sulfide ligand QM/MM calculations. We started from a state
where N; is bound to the cluster and protonated to NoH,, following the dissociation
of Ha.

The debate on whether nitrogenases follow alternating or distal pathway has
persisted for a long time. (cf. Section 3.2.2) The nitrogenases have been thoroughly
studied also by computational methods,!"*!¢135 15716718187 1y gych studies have
produced divergent and disparate suggestions. Notably, there is no consensus on the
structure of the key E4 intermediate, partly because different DFT methods predict
widely different relative stabilities of various protonation states, with discrepancies
up to 600 kJ/mol.'"”) The numerous potential structures and electronic states of the
intermediates further complicate the matter.!*-*"

For example, Hoffman and colleagues suggested a structure with two hydride ions
bridging Fe2-Fe6 and Fe3-Fe7, and protons on sulfides S2B and SS5A, all
positioned on the same face of the FeMo cluster.”>'”! Dance proposed an E4 state
with terminal hydride ions on Fe2 and Fe6, and protons on S2B and S3B. Here, N»
binds side-on to Fe6 without H» dissociation, and is protonated to H.NNHo, leading
to the cleavage of the N-N bond and the formation of NH; fragments on Fe2 and
Fe6.!"'713%1%8] Ngrskov and co-workers suggested that the Eo state is doubly
protonated, and a sulfide ligand dissociates from the cluster, creating a binding site
for N,.[']

This mechanism of sulfide dissociation was inspired by crystallographic studies
indicating that the S2B group in Mo and V-nitrogenases can be replaced by ligands
such as CO, OH", and Se P73 15317LI-190] Recently, our group used QM/MM to
investigate a similar mechanism involving the dissociation of S2B using a larger
and more realistic model system than the one used by Nerskov and coworkers.**!
The results indicated that the conversion of N>H, to two NHs; molecules is
thermodynamically favorable and primarily follows an alternating pathway,
although the first intermediate involves a bridging NNH> group, typically associated
with a distal mechanism..

However, this study did not prove that the nitrogenase mechanism involves a
dissociated S2B group. Therefore, we decided to study the later part of the reaction
mechanism of nitrogenase assuming that the S2B ligand does not dissociate. To
avoid issues arising from the lack of consensus on the structure and protonation of
the E4state, we started our study from a state where N, is already bound to the cluster
and protonated to N>H,, following H» dissociation.
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For each intermediate (Es—Es), we evaluated all structures potentially involved in
the alternating or distal mechanisms, considering various protonation states of
His195, which may form hydrogen bonds with the substrate and intermediates.
Based on the best structure for each E, state, we suggested a mechanism that is
primarily alternating and the substrate binds to Fe6, as shown in Figure 4.4.

In the Es state, the substrate is protonated to H,NNH, (hydrazine), abstracting a
proton from homocitrate. In Es, a proton is added back to homocitrate, maintaining
H,NNH; as the ligand. In E7, the substrate is protonated to H,NNH3, the N-N bond
is cleaved, and the first NH3 dissociates. The resulting NH, group remains bound to
Fe6 and is protonated to NH3, again using a proton from homocitrate. In the E; state,
NH3 dissociates, forming the resting Ey state. Our findings suggest that the enzyme
follows an alternating mechanism, with HNNH and H>NNH; as intermediates, and
the N—N bond is cleaved in the E; state with NH3 products dissociating at the E; and
Es levels.

+e,
+4H* -NH;
+N,

Eo

Figure 4.4: The suggested reaction mechanism for nitrogenase, assuming that S2B remains bound to
the cluster.

To explore proton delivery, we considered Dance's hypothesis involving proton
transfer from the solvent to the FeMo cluster via a chain of water molecules and
homocitrate."**!*12] His-195 may also provide protons,'**'"! though our
calculations suggest its contribution is limited. Interestingly, our results indicated
that homocitrate might act as a proton buffer, stabilizing intermediates like HNNH;
and NHs, which aligns with its essential role in nitrogenase function.!*'#1%%!

Our results also show that bridging intermediates are less stable due to spatial
constraints. Instead, substrate binding to Fe6 is favored, allowing a significant role
of homocitrate.
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Paper IV: Proton Transfer in the E4+—Eg States

Crystallographic studies have demonstrated that the sulfide ligand S2B, which
bridges the Fe2 and Fe6 ions in the FeMo cluster, can be reversibly replaced by
inhibitors such as CO, OH", and Se.’-1#13517LI89.1901 A hotential storage site for the
dissociated SH™ ion has been identified, suggesting that S2B may reversibly
dissociate also during the normal reaction mechanism, thereby providing a binding
site for the substrate.*'®) A recent crystal structure proposed the replacement of
S2B (and the S3A and S5A sulfide ions) by Na,!'"!! although this interpretation has
been questioned.!'**!%!

Dance explored possible proton-delivery pathways from the solvent to the FeMo
cluster, identifying a conserved chain of water molecules terminating near the S3B
ion of the FeMo cluster.["*!5:191:1921 He proposed that protons are delivered to the
FeMo cluster at the S3B atom and are subsequently transferred to the substrate via
various Fe and sulfide ions. He identified six local minima for proton binding on
S3B and demonstrated proton movement between these sites with barriers of 10-60
kJ/mol.!""%"%] However, his studies primarily addressed the initial four steps of the
reaction mechanism (Eo to E4) and utilized a somewhat outdated model of the FeMo
cluster.

Our group has studied putative reaction mechanisms of nitrogenase, beginning from
bound and protonated NoH: and progressing to the formation of two NH;3 molecules,
either with S2B still bound (Paper III)**! or dissociated*® from the cluster. Both
scenarios produced reasonable pathways, predominantly following alternating
mechanisms where the two N atoms are protonated alternately, and products do not
dissociate until reaching the E; intermediate. Therefore, these studies could not
definitively favor one scenario over the other. Furthermore, protons were
hypothetically added to all possible sites on the substrates between each E, state,
assuming free proton movement within the FeMo cluster. These studies primarily
focused on determining the thermodynamically most stable protonation states and
substrate binding conformations at each E, level.

In this study, we studied proton transfers within the FeMo cluster, assuming that the
proton enters at S3B, S4B, or S5A and is then transported to the substrate via the
sulfide and Fe ions. Our results indicate that the net barriers for proton transfers are
generally higher when S2B has dissociated from the cluster compared to when it
remains bound. In the dissociated case, the maximum barriers are prohibitively high
(107-213 kJ/mol) for the Es—E; levels, whereas with S2B bound, the barriers are
lower (69-83 kJ/mol). These results strongly argue against the dissociation of S2B.
Figure 4.5 compares the energies with and without S2B.

For all E, levels, protonation of S5A is consistently more favorable (29-98 kJ/mol)
than protonation of S4B and S3B. States with the proton on Fe7 and Fe2 are also
less stable (16—74 kJ/mol). Even if the proton initially binds to S3B, it would rapidly
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be transferred to SSA, which is thermodynamically more stable. However, the stable
protonation of SSA poses a problem as it becomes a thermodynamic sink, increasing
the effective barriers for the proton-transfer reactions. The individual barriers for
proton-transfer and proton-rotation reactions range from 6—67 kJ/mol, typically
highest at the initial step (S5A to Fe7) or the final step (to the substrate). These
barriers, while lower than the experimental reaction rate, suggest that SSA may
always be protonated during the nitrogenase reaction mechanism, as this would
reduce the proton-transfer barriers by ~20 kJ/mol.
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Figure 4.5: Relative energies for the proton-transfer reactions at the various E, states with and without
S2B bound.

Dance also studied proton-transfer reactions within the FeMo cluster but did not
consider transfers to or from SS5A, resulting in an underestimation of the
barriers.!"*®!31L192) T our mechanisms, protonation of S3B is 29-69 kJ/mol less
stable than protonation of S5A, and backward barriers to S5A are always lower than
forward barriers towards the substrate. With S2B bound, the energy variation of
intermediates and transition states is minimal (4-20 kJ/mol) between the Es to Eg
states, except for the final step. Two pathways are observed: one via S3B and
another via Fe7, with most pathways involving the transfer of the proton from S2B
to the substrate. When S2B is dissociated, the energy variation is larger, and barriers
are higher, requiring the proton to transfer directly from Feb6 to the substrate, often
leading to prohibitively large barriers. It should be noted that Siegbahn has argued
that the proton transfer within the cluster can be significantly accelerated by using
the surrounding water molecules.!"””'”®! However, this is based on QM-cluster
calculations where the surrounding protein is ignored.
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Further analysis of how the surrounding protein affects proton transfers revealed
that steric and electrostatic effects from the protein and solvent outside the QM
system are significant. The MM energy correction is small (=11 to 15 kJ/mol) but
slightly biased to positive values, while the point-charge model has a larger
influence (—18 to 84 kJ/mol). Protonation of S2B is more favored by the surrounding
electrostatics than other protonation states.
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Paper V: Ez States with S2B Half-Dissociated

Recent studies have suggested that the protonated S2B ligand in the E; state of the
FeMo cluster may dissociate from one of its two Fe ions (Fe2 or Fe6).!!¢7:16%:184.1]
Thorhallsson & Bjornsson (T&B) conducted a comparative study of 18 different
states, considering protonation of the three x, bridging sulfide ions, Fe ions, or the
central carbide using QM/MM calculations.!'®*! They found that the most favorable
structures had either two protons on S2B and S5A or a bridging hydride between
Fe2 and Fe6 and a proton on S2B, which was dissociated from Fe2.

These findings contrast significantly with those of Cao & Ryde, who systematically
studied approximately 40 different protonation states of E,, all with a proton on
S2B.PY They found that the most stable states had a bridging hydride ion between
Fe2 and Fe6, with the protonated S2B ligand still bound to both Fe2 and Fe6. States
with the hydride ion on either side of S2B differed by only 2 kJ/mol, while a state
with a terminal hydride ion on Fe5 was only 3 kJ/mol less stable. States with the
second proton on SSA (pointing either towards S2B or S3A) were 30 and 37 kJ/mol
less stable. No states with the protonated S2B dissociated from either Fe2 or Fe6
were observed, but such states were not systematically explored.

Given the repeated suggestion that half-dissociated S2B states may play a role in
the nitrogenase reaction mechanism,!'*"1*1841%1 jt i crycial to resolve these
discrepancies. Therefore, we conducted a systematic study of 26 different E,
structures at various levels of theory to determine whether the inconsistencies are
due to the QM model, DFT method, the BS state, the basis set or relativistic effects.

We performed QM/MM calculations with four different functionals and found that
the BS state, the size of the QM model, and the relaxation of the surrounding
environment influence relative stabilities by up to 12, 20, and 37 kJ/mol,
respectively. Additionally, considering all conformations of added protons can
change the relative energies by up to 33 kJ/mol, although it does not alter the ranking
of different structures. The primary difference between the studies is attributable to
the use of different DFT methods.

® TPSS (a pure GGA method) favors structures with both the hydride and S2B
bridging Fe2 and Fe6 (B53), which are 15-18 kJ/mol more stable than
structures with a half-dissociated S2B (H6S), two terminal hydride ions (D26),
or the best structure with no hydride ions (N2353, cf. Figure 4.6).

® B3LYP (a hybrid GGA functional with 20% Hartree—Fock exchange) strongly
favors the C2 structure with a doubly protonated carbide ion, making it 101
kJ/mol more stable than N2335, and disfavors all structures with Fe-bound
hydride ions.
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® TPSSh (a hybrid GGA functional with 10% Hartree—Fock exchange) shows
similar tendencies as B3LYP but to a smaller extent. It favors half-dissociated
structures, making H6S and H6M 7 kJ/mol more stable than B53.

® ’SCAN (a modern pure GGA functional) selectively favors half-dissociated
structures and C2 (but to a lesser extent than hybrid functionals), making H6S
and HO6M 16 kJ/mol more stable than B53.

D26 c2

Figure 4.6: The 26 structures of the E: state investigated in Paper V.
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Figure 4.7: Relative stabilities of the best structures containing hydride ions for the TPSS, TPSSh, and
r’SCAN methods.

Our results indicate that several E; structures (B53, B33, B35, H6M, H6S, D26,
N2353, and C2) are energetically competitive (within 20 kJ/mol). However, two of
them (C2 and N2353) do not contain iron-bound hydride ions and are therefore not
compatible with EPR data.'”""”) Which structure is most stable depends on the
details of the calculations, particularly the DFT method used. Recent studies suggest
that *SCAN, TPSSh, and B3LYP" (with 15% Hartree—Fock exchange) yield the
best structures for Fe2 and FeMo models,*®! while pure GGA functionals, like PBE
and PWI1, perform better for structures and energies involving H, and N binding
to small transition-metal models related to nitrogenase.® Further research with
dispersion-corrected DFT functionals indicates that pure GGA functionals provide
better structures, whereas hybrid functionals give more reliable energetic results.*’!!
Therefore, the relative stabilities of structures with S2B bound to one or two Fe ions
are highly sensitive to calculation details, and which structure is most stable remains
uncertain and requires more extensive testing of various DFT methods.
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Paper VI: Second Part of the Reaction Mechanism with
S2B Half-Dissociated

The second part of the nitrogenase reaction mechanism, following N, binding, has
been widely debated, particularly whether it follows a distal or alternating
mechanism.!'#! In Paper III, we thoroughly explored the complete reaction
mechanism of nitrogenase, proposing an alternating pathway. We highlighted the
role of the homocitrate ligand as a potential proton buffer, crucial for stabilizing
intermediates such as HoNNH, and NHj at the Es and E; states, respectively.*”!
Furthermore, drawing insights from crystal structures of inhibited nitrogenase,”**”!
we investigated how the dissociation of S2B from the FeMo cluster influences the
reaction mechanism.?**”! Our findings suggested that upon S2B dissociation, NoH,
binds as NNHo, bridging Fe2 and Fe6, with a H,NNH, intermediate at the Es state
and NH; formation occurring in the E7 state.”®! While both mechanisms appeared
equally plausible, our analysis in Paper IV of proton-transfer reactions within the
cluster suggested that maintaining S2B bound facilitates proton transfers to the
substrate.!*"!

Recent studies have suggested that S2B may dissociate from only one of the two Fe
ions, forming unhooked or half-dissociated structures,!*'7118] which seem to be
likely candidates for the E,—E4 states of Mo-nitrogenase.*>**!3] Given this, we
aimed to investigate whether such structures are competitive also in the later stages
of the nitrogenase reaction, following N> binding.

To make half-dissociation possible, we introduced an additional proton to S2B
compared to our earlier studies. Furthermore, we employed two functionals,
*SCAN and TPSSh, known for favoring half-dissociation of S2B (Paper V) while
providing accurate results for the FeMo cluster of nitrogenase.? For the E4 and Es
states, structures with half-dissociated S2B were found to be significantly less stable
(by 1624 and 9-15 kJ/mol) than the best structures with a bridging S2B. The
difference increased dramatically for the E¢ state, for which structures with a half-
dissociated S2B were disfavored by 47-52 kJ/mol. On the other hand, our analysis
also indicated that in the Eg state with NH3 dissociated, the most stable structure
showed S2B bound only to Fe6, as the NH ligand occupied the Fe2—Fe6 bridging
position. However, our results indicate that such structures are not involved in the
reaction mechanism. Specifically, only structures with a bridging S2B ligand were
found when the N-N bond remained intact, while after bond cleavage, NH,
preferred to bridge between Fe2 and Fe6, necessitating S2B dissociation from Fe2
in the most stable state. In the Eg state, NH3; may bind either to Fe2 or Fe6, but S2B
prefers a bridging position by at least 16 kJ/mol.
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Figure 4.8: Suggested second part of the reaction mechanism for nitrogenase, assuming that the S2B
ligand is protonated.
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The two DFT functionals, *SCAN and TPSSh, gave quite consistent structures and
relative energies. Overall, our proposed reaction mechanism (shown in Figure 4.8)
follows an alternating pathway, consistent with our previously suggested
mechanisms involving S2B either bridging or dissociated from the cluster.*-*%?]
However, with *SCAN and TPSSh, the substrate preferentially binds to Fe2, which
contrasts with the previously suggested mechanism (obtained with TPSS and
without the extra proton on S2B), in which the substrate bound preferentially to Fe6
in the presence of a bridging S2B.5"
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Paper VII: E-—Es Redox Potentials

The Lowe—-Thorneley cycle emphasizes the significant roles of electron and proton
transfer in the nitrogenase reaction cycle, driven by redox potential. Measuring the
redox potentials of the FeMo cluster in nitrogenase is challenging because the
reaction cannot be arrested at specific E, states.’ The only confirmed redox
potential is between the resting Eo state and a one-electron oxidized state (denoted
E 1), which lies outside the Lowe—Thorneley cycle at —0.042 V.1290203:204 Eor the
reduction of the resting state, redox potentials of —0.45 V to —0.49 V have been
reported, though they may represent a mixture of reduced states.[2042¢
Computational methods based on the Poisson—Boltzmann equation or similar
approaches yield mean errors of 0.03-0.11 V for relative redox potentials. #4727~
2111 QM calculations, required for absolute potentials and sites of different types,
show larger errors, typically ranging from 0.2 to 0.6 V.?®2'2I A prediction of the
potential of the FeMo cluster had an error of 1.3 V, leading to incorrect identification
of the central carbide ion.”” Even all-atom QM molecular dynamics and free-
energy calculations did not achieve better accuracy than 0.26 V.[2"3]

Recently, our group calibrated various QM/MM methods to estimate the redox
potentials of 13 iron—sulfur clusters containing 1-4 Fe ions.** The most accurate
results were obtained using QM-cluster calculations in a continuum solvent with a
high dielectric constant, employing a large QM model (approximately 300 atoms)
based on QM/MM structures. This approach gave a mean absolute error of 0.17 V,
after correcting for a systematic error of 0.62 V, with the maximum error among the
13 potentials being 0.44 V. Despite the moderate accuracy, these results are
sufficient for making useful predictions, such as identifying the redox couple used
by [4Fe—4S] ferredoxins.

In this study, we explored redox potentials of the P-cluster and FeMo cluster within
Mo-nitrogenase using QM/MM calculations. For the P-cluster, we analyzed six
states and calculated the redox potentials for five transitions. Our results showed
acceptable accuracy, with errors within or just slightly outside the range observed
in the calibration study. We found that the P"'/PN redox potential was the same
regardless if the electron transfer was coupled to proton transfer or not, while the
P"2/P*! redox potential indicated that the P-cluster takes up a proton together with
the electron. These findings validate our method's reliability for studying large iron—
sulfur clusters and redox reactions involving protonation, encouraging its
application to the FeMo cluster.

For the FeMo cluster, our calculations examined twelve states to reproduce the
experimental redox potentials. The calculations confirmed that the resting E, state
has the Mo"Fe} Fell! oxidation state, consistent with previous experimental and
theoretical studies.!'>*'?*!8!) The accuracy of the redox potentials was within the
error range observed in our previous P-cluster study. Our results indicated that the
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Ey to E; transition involves proton transfer, and the calculated redox potentials of
the Eo—E4 states were within 0.41 V, supporting the hypothesis that these states
should have similar potentials to accept electrons from the same donor (the P-
cluster).

Table 4-1: Calculated redox potentials for the Ec—Es states of the FeMo cluster. The last column (AEZ,.)

reports the difference in the calculated redox potential compared to that of the Eo — E1H transition. Redox
potentials for the most favourable structures of the first four transitions are shown in bold face.

Transition alc AES, .
Eo— E4H -1.28 0.00
E1— E2 -1.20 0.08
E1 — E2' -1.45 -0.17
E1— E2" -1.29 0.00
E> — E3 -1.47 -0.19
E2 — E3' -1.81 -0.53

Es - Ea -0.87 0.41

Es — E4' -1.10 0.18
Es — E4" -1.34 -0.06

Es — E4" -1.49 -0.21

With S2B
E4N2H2 — EsN2H3 -0.15 1.13
EsN2H3 — EeN2Ha -0.87 0.41
EeNH — E7NH:2 0.74 2.02
E7NH2 — EsNH3 -0.71 0.57
Without S2B

EaN2H2" — EsN2H3' -0.31 0.97
EsN2H3" — EeN2Ha4' -1.07 0.20
EeN2H4' — E7N2Hs' 1.37 2.65
E7NH2" — EsNH5' -1.09 0.19

Additionally, our study investigated the redox potentials of the E4+—Ejs states of the
FeMo cluster. The calculated potentials for these states are more positive than those
for the Eo/E; couple, indicating exothermic electron transfers. The trends in redox
potentials are consistent regardless of whether S2B remained bound or dissociated.
This suggests that a stronger driving force is not necessary for the reaction
mechanism. Our findings imply that the assumption of direct N, protonation when
bound to the cluster may need reevaluation. Overall, our study demonstrates that
calibrated redox potential calculations can provide strong predictive power and
identify potential issues in proposed reaction mechanisms despite the inherent
limitations in accuracy compared to experimental measurements.
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Paper VIII: The Eo and E; States of Fe-Nitrogenase

Crystal structures of Mo-nitrogenase have been known since 19921*°%! and of V-
nitrogenase since 2017,°* but the first crystal structure of Fe-nitrogenase was
published in 2023.1°"! The same year, a cryogenic electron microscopy structure of
Fe-nitrogenase was also published.!'!!%2!

It is generally believed that Mo, V and Fe-nitrogenase follow similar reaction
mechanisms.!*?'* However, a recent EPR study of the one-electron reduced E; state
in Fe-nitrogenase (which is EPR active, unlike E; in Mo-nitrogenase) suggested that
it contains a Fe-bound hydride ion rather than a sulfur-bound proton.?'” In contrast,
for Mo-nitrogenase, EXAFS measurements and QM/MM calculations have
indicated that the E; intermediate most likely involves a protonated u> belt sulfide,
probably S2B.["*! Previous QM and QM/MM studies have also identified S2B as
the energetically most favorable protonation site in the E; state.l*'?'") Given these
differences, it is of great interest to investigate whether there is a difference in the
protonation preferences of Mo and Fe-nitrogenase in the E; state. The recent crystal
structure of Fe-nitrogenase facilitates such an investigation.

We based our calculations on the crystal structure of Fe-nitrogenase from
Azotobacter vinelandii (PDB code 8BOQ),” which includes the entire asf2y:
heterohexamer structure. We carefully determined the protonation states of all
residues, including specific assumptions for charged residues and the assignment of
protonation for histidine residues based on hydrogen-bond patterns and solvent
accessibility. We performed extensive MD simulations to equilibrate the protein
structure in a water box with an ionic strength of 0.2 M, restraining the protein's
heavy atoms to their crystal structure positions. Using DFT methods, we calculated
the electrostatic potentials for the metal sites within the FeFe cluster, P-cluster, and
Mg site to obtain charges for the molecular mechanical force field.

Then we performed QM/MM calculations of the Ey state. We examined all 70 BS
states of the cluster, revealing that the relative stabilities of these states are similar
to those obtained for the FeMo cluster, though with some notable differences in the
order. The most stable BS states were identified as Noodleman’s BS7 type. This
state also best reproduced the Fe-Fe and Fe—ligand distances of the crystal structure.
We also investigated the protonation states of homocitrate and His180, finding that
His180 prefers protonation on NE2, and homocitrate is most stable when singly
protonated at the alcohol O7 atom, which was also supported by the quantum
refinement of the crystal structure.
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Figure 4.9: Relative energies (kJ/mol) of the various protonation states tested for Fe-nitrogenase in the
Eo state.

For the E; state, we also examined the BS states, and the results showed that all 70
BS states are distinct, and many are close in energy. There are significant differences
in the preferred BS states for the E; state compared to those observed for Mo-
nitrogenase. We optimized the structures of 50 different protonation states and
found that, across four different DFT functionals (TPSS, ’SCAN, TPSSh, and
B3LYP), protonation of the u, belt sulfide ion S2B is more favorable than the
formation of a Fe-bound hydride ion. The best hydride-bound structure, with a
hydride bound terminally to Fe2, is 14, 26, 32, and 117 kJ/mol less stable than the
S2B protonated structure with the TPSS, ’SCAN, TPSSh, and B3LYP functionals,
respectively. This stability difference remains even with a larger basis set or relaxed
surroundings during geometry optimization. Our results indicate that the E; state
does not contain a Fe-bound hydride ion, aligning with findings for Mo-nitrogenase
but contradicting recent EPR results suggesting a hydride ion in the E, state of Fe-
nitrogenase.*!”!

)_‘:1

Figure 4.10: Best E1 structure, protonated on the S2B atom.
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5 Conclusions and Outlook

This thesis aims to gain a deeper understanding of the function and mechanism of
nitrogenase by using computational methods. We employed QM/MM methods to
study molecular structures, electronic states, intermediates, and predict possible
reaction mechanisms. The thesis consists of eight papers.

Paper I and II: The early stages of the catalytic cycle (Eo—E4) were examined to
understand the formation and dissociation of H, and the binding of N,. The study
revealed significant variability in the predictions of different DFT functionals. The
B3LYP functional strongly favor protonation of the central carbide ion, preventing
H, formation, whereas TPSS, ’'SCAN, and TPSSh functionals showed exothermic
H, formation, suggesting that strict kinetic control is required to avoid premature H
release. N, binding studies indicated that half-dissociation of the S2B ligand
enhances N binding, particularly to Fe2 or Fe6, depending on the functional used.

Paper III and IV: The later stage of the catalytic cycle (Es—Es) was explored,
focusing on the role of the S2B ligand and proton-transfer mechanisms. The results
supported an alternating mechanism with significant involvement of the homocitrate
ligand as a proton buffer. Proton-transfer studies suggested that S2B should remain
bound to facilitate lower energy barriers for proton transfers, contradicting the
hypothesis of S2B dissociation.

Paper V and VI: The possibility that the S2B ligand may dissociate from either Fe2
or Fe6 was thoroughly examined. The studies highlighted that the stability of
various Es structures depends heavily on the DFT method used. TPSSh and r*SCAN
functionals favored structures with S2B half-dissociated from one Fe ion, while
B3LYP strongly favors the C2 structure with a doubly protonated carbide ion and
TPSS favors structures with both the hydride and S2B bridging Fe2 and Fe6. The
investigation was then extended to later stages (E4—Es) of the reaction mechanism,
finding that half-dissociated structures are less stable than structures in which S2B
remains bound to both Fe ions, except when the N-N bond is cleaved.

Paper VII: Redox potential calculations were conducted for the P-cluster and FeMo
cluster. The results showed that the Eo to E; transition involves protonation when
the electron is taken up. The study provided valuable insights into the redox
properties of nitrogenase, suggesting that direct N, protonation may need
reevaluation.
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Paper VIII: The first Fe-nitrogenase structure was analyzed, focusing on the
protonation states of homocitrate and His180, as well as the BS states in the Eo and
E, states. The results indicate a preference for S2B protonation over Fe-bound
hydride formation, aligning with Mo-nitrogenase results but contradicting recent
EPR studies suggesting a hydride ion in the E; state of Fe-nitrogenase.

This thesis uses QM/MM methods to investigate the reaction mechanism of
nitrogenase and examines several significant aspects of the nitrogenase reaction.
While the challenges caused by BS states and DFT functionals are often more
problematic than commonly supposed, several meaningful results are obtained.
While the selection of computational method may influence the results, these
computational studies have enhanced our understanding of nitrogenase.
Computational methods have proven to be an invaluable tool for studying
nitrogenase intermediates that are challenging to observe through conventional
experimental techniques.

However, the exact structure of the E4 intermediate remains controversial.l*!3%160-217]

Experimental and computational approaches must continue to be applied to unravel
this key intermediate in nitrogenase catalysis. Furthermore, nitrogenase can utilize
protons and electrons as reducing equivalents to convert CO, CO», and CN™ into
hydrocarbons under ambient conditions. These enzymatic Fischer—Tropsch (FT)
reactions demonstrate the versatility and importance of the nitrogenase
system,[#152:160.218220] {Jpderstanding the mechanisms of such reactions is not only
crucial for understanding the mechanism of nitrogenase, but also has important
implications for prebiotic chemistry and biotechnological applications.

In summary, our computational studies have enhanced our understanding of
nitrogenase. By revealing the structures of nitrogenase intermediates and employing
sophisticated computational methods, we can not only deepen our comprehension
of the nitrogenase reaction mechanism but also explore its applications across
diverse scientific and practical domains.
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