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Abstract

Laser frequency stabilization is a necessary component in many modern technologies and
physics experiments, providing spectrai resolution for spectroscopic investigations, accurate
optical clocks for timekeeping and phase stability for interferometry. The limiting factor
to the frequency stability of state-of-the-art laser stabilization is frequency uncertainty as
a result from variations in the length of the cavity used as a reference, due to Brownian
motion of the atoms forming the mirrors. One way to mitigate this issue is to extend
the cavity, thereby reducing the relative length uncertainty. This thesis describes a laser
frequency reference which was built out of a plane mirror cavity surrounding a crystal of yt-
trium orthosilicate doped with rare-earth ions. These ions have narrow optical transitions
and long lived hyperfine transitions, which make them ideal for inducing strong disper-
sion. By optically pumping a frequency region in the absorption profile of europium ions
in yttrium orthosilicate, narrow and semi-permanent spectral transparency windows were
created. This absorption structure causes a region of strong linear dispersion, where light
pulses move at a rate 5 - 10° times slower than in vacuum. Mirrors deposited on the faces
of this crystal form a cavity which acts as a highly stable frequency reference, where the
dispersion can compensate any variations in length.
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Popular scientific summary in English

In 1966, Bob Shaw — prolific writer of science fiction — published a short story titled Light of
Other Days[6]. A travelling couple drop by a manufacturer of “slow glass”, a material where
light travels at an extremely low velocity. A pane can be moved from an idyllic lakeside to
an office, mine, or flat where the view is less appealing. As the light, which entered on one
side when the pane looked over a sunny lake, exits on the other side which now faces the less
scenic environment, the inhabitants of the new location get a lake view. Unbeknownst to
the visiting couple, the woman who they see through the window of the cottage performing
chores is an echo of the salesman’s several years deceased wife — a much darker use of the
same technology.

At the time when Shaw wrote this, the slow light effect had recently been discovered (though
it is uncertain whether the discovery inspired the short story). Dispersion — different
wavelengths (or colours) of light travelling at different velocities — causes pulses of light
to move at much lower velocities than the components from which they are constituted.

Slow light effects of 108 (a 1 followed by 18 zeros), as required to have a centimetre thick
window pane emit light a year after it enters, are sadly still science fiction. But through
careful control of the response of a rare-earth material to different wavelengths of light, the
effect can be made to exceed 5 - 10°. This is enough to delay light pulses travelling through
a two centimetre thick crystal by 30 microseconds, or the same amount as if that crystal was
ten kilometres long. In other words, the speed of pulses of light is 550 meters per second,
just slower than the 600 meters per second supercruise velocity of a Concorde aircraft. This
is not useful for brightening a drab office, but can be extremely useful in a clock:

A light pulse travelling back and forth between two mirrors will return to the same position
with high regularity — as long as the distance between the mirrors is constant, each round
trip will take the same amount of time, like the pendulum of a grandfather clock. Unfortu-
nately, keeping the distance between the mirrors sufficiently constant for today’s scientific
state-of-the-art clocks is a technical challenge. The current limit to how repeatably this
optical clock ticks is the miniscule motions of the atoms that make up the mirrors, which
makes the distance vary slightly over time. This problem gets smaller the further apart the
mirrors are because the length changes are a smaller portion of the entire length.

By inserting a slow light crystal between the mirrors, we can effectively make an optical
clock with a cavity length of kilometres. In this thesis, I describe a cavity with two mirrors
separated by 21 millimetres of a rare-earth ion doped material, which acts as if the mirrors
were ten kilometres apart. A reference like this could be used to stabilize a laser for use
in metrology, astrophysics, or tasks at the frontiers of modern physics like gravity wave
detection.

vi



Populirvetenskaplig sammanfattning pa svenska

1966 skrev Bob Shaw — flitig forfattare av science fiction — en novell med titeln Light of
Other Days|6] (Andra dagars ljus). Ett par pd semester besoker en tillverkare av “lingsamt
glas”, ett material dir ljus firdas extremt lingsamt. En skiva kan flyttas frin en idyllisk
strand till ett kontor, en gruva eller en ligenhet dir utsikten 4r mindre bildskén, och efter
hand som ljuset, som gick in i glaset nir fonstret sig ut éver en solig sj6, kommer ut pa
andra sidan som nu ir vint mot en mindre scenisk omgivning fir den nya lokalens invinare
plétsligt sjdutsike. Det besokande paret ser en kvinna genom ett stugfonster, men vad de
inte vet ir att hon 4r ekot av forsiljarens sedan flera ar avlidna hustru — ett mycket mérkare
anvindningsomrade for samma teknik.

Nir Shaw skrev denna novell var slow light-effekten nyligen uppticke (men det r osikert ifall
upptickten inspirerade novellen). Dispersion — en variation i ljushastighet med vaglingd
(firg) — gor att ljuspulser firdas mycket lingsammare 4n de ingdende vagorna.

Slow light-effekter sa hoga som de 108 (en etta foljd av arton nollor), som skulle behovas
for att en centimetertjock fonsterruta skulle halla i solljus i ett ar, dr tyvirr fortfarande
science fiction. Men genom att noggrant styra hur ett material av sillsynta jordartsmetaller
reagerar pa ljus av olika vaglingder kan effekten fis att 6verstiga 5 - 10°, tillrickligt for att
forsena ljus genom en tva centimeter ling kristall med 30 mikrosekunder, lika mycket som
om den kristallen var tio kilometer ling. Med andra ord blir ljuspulsernas fart 550 meter
per sekund, strax under Concorde-planets supermarschfart, 600 meter per sekund. Det hir
ar si klart inte anvindbart for att lysa upp ett trdkigt kontor, men det kan vara extremt
anvindbart i en klocka:

En ljuspuls som firdas fram och tillbaka mellan tva speglar atervinder till samma punkt
ytterst regelbundet — s linge avstindet mellan speglarna hélls konstant tar varje rundtur
lika ling tid, likt pendeln i ett golvur. Tyvirr r det tekniskt utmanande att hélla avstandet
mellan speglarna tillrickligt konstant for dagens bésta vetenskapliga klockor, och just nu ir
den begrinsande faktorn f6r hur exakt klockan tickar smé rérelser hos atomerna som utgor
speglarna, vilket gor att avstindet varierar nagot over tid. Det hir problemet blir mindre ju
lingre ifran varandra speglarna placeras eftersom lingdforindringarna blir en mindre andel
av den totala lingden.

Genom att inféra en slow light-kristall mellan speglarna kan vi i princip tillverka en optisk
klocka med en flera kilometer lang kavitet. I den hir avhandlingen beskriver jag en kavitet
didr tvd speglar omger 21 millimeter av ett material dopat med sillsynta jordartsmetalljoner,
som agerar som om speglarna var tio kilometer ifrin varandra. En sdn hir frekvensreferens
skulle kunna anvindas for att stabilisera en laser till mitteknik, astrofysik, eller uppgifter
vid den moderna fysikens frontgrinser, som gravitationsvagsdetektion.
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Laser Frequency Stabilization Using a

Slow Light Cavity

When light encounters a strong magical field it loses all sense of
urgency. It slows right down. And on the Discworld the magic
was embarrassingly strong, which meant that the soft yellow
light of dawn flowed over the sleeping landscape like the caress
of a gentle lover or, as some would have it, like golden syrup.

— Terry Pratchett, 7he Light Fantastic






Chapter 1

Introduction

1.1 Background

r.1.1  History of time keeping

The history of frequency references starts with the planets and the stars — the rotation of

Earth around its axis generates a quite stable frequency of v = ﬁ, the revolution of the

moon relative to the Sun-Earth axis defines a frequency v = —L_—, and the revolution
of Earth around the Sun, compared to our polar tilt axis, defines v = ﬁ These would
all have been important to early humans to keep track of, especially with the invention of
agriculture. Though in daily parlance we often discuss these events in terms of their period,
I describe them as frequencies to make clear that these are not clocks, but frequency generating
devices: You cannot look at the moon and tell which month it s, to do so you need to couple
it with some time keeping record, like a calendar, and it is this record that turns a frequency
reference into a clock. For time periods shorter than a day, and to be able to tell the time
even when the sun was out of sight, humanity needed man-made frequency generators. The
general trend was to go to faster and faster devices — in the 1700s, hourglasses and candle
clocks gave way to pendulum clocks and mechanical spring chronometers, and in the early
1900s quartz watches were invented which could use the ~ kHz oscillation of piezo-electric
crystals as a frequency generator [7]. The motivation for moving to higher frequencies is
the faster response. Intuitively a clock which ticks once a second is more precise than the
movement of the moon for determining a time period of a minute. But even for frequencies
below the characteristic frequency of either reference, a reference with larger frequency will
give a higher count in the same amount of time, meaning an overall increase in precision.
Some frequency references and their characteristic frequencies are shown in fig. 1.1.
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Figure 1.1: Some historic clocks and frequency references roughly arranged by characteristic
frequency or period.

r.1.2 Tangent: acoustic frequency references

In parallel with these developments in time keeping, stable frequency references were inde-
pendently invented for another purpose: Music. Many musical instruments will maintain
a tuning over the course of a performance, but not necessarily over a span of days. As
strings and pipes repeatedly cool down and heat up, their output frequency (or pizch) will
drift. In order to ensure that ensemble musicians could keep playing together long term,
without running into the physical limits of their instruments or voices, notes needed to be
standardized, and stable pitch references needed to be established. Two main technologies
emerged — tuning forks and organ pipes. In both cases, the resonance frequency is a phys-
ical property of a metallic object, which might vary with the conditions, but not plastically
so. A tuning fork will repeatably return to the same frequency at the same temperature.
This stability did not, however, necessarily translate into absolute standardization.

In 1880, mathematician and musicologist Alexander J. Ellis published the results of an ambi-
tious project, where he carried a box full of slightly detuned tuning forks to various church
organs, tuning forks, and other permanent standards throughout Europe and registered the
frequencies of their As. I have summarized his findings in fig. 1.2. What he found was that
the frequency standards in use up until that point were as far as a fifth apart (meaning a
frequency quotient of 1.5), and that frequencies on the whole had been increasing steadily
for about a century. A number of absolute standard values for the pitch of A remain to this
day, varying between countries and musical genres. However, in large part thanks to the
cultural domination of the United States during the 1900s, a majority of musicians follow

the American standard of A = 440 Hz. [8]
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Figure 1.2: Pitches (frequencies) of As of organs, tuning forks, and various other acoustic
frequency references reported by A.]. Ellis in 1880 [9]. The year on the horizontal axis is an
approximate year the reference was created, and the scale on the vertical axis is modern day
12-tone equal temperament, with A = 440 Hz (logarithmic in frequency).

1.3 Modern day timekeeping

In the 1950s, Louis Essen and Jack Perry realized a frequency reference based on an RF
resonator tuned to the transition between the hyperfine levels of the ground state in cae-
sium 133, which they could show was both more stable and accurate than the accepted
definition of a second, at the time still based on Earth’s rotation [7, 10, 11]. Following this
introduction of atomic clocks, the second gained its current definition as 9192531770
oscillations on that caesium transition in 1967 (making the transition frequency exactly
9.19253177 GHz). By 2024, a need for a new definition of the second has been identi-
fied, as there are applications that require higher accuracy than that with which the caesium
transition can be measured. Ref. [12] identifies three candidates for redefinition:

The first candidate is to simply pick another atomic transition, which can be measured with
higher precision than the caesium transition, and define the second as a constant number of
oscillations on that transition instead. There is no consensus on which transition to use, but
the majority of the suggested transitions are optical transitions, taking place at frequencies
between 410 THz (red, bordering on infrared) and 1.1 PHz (middle ultraviolet). These
frequencies are 4 to 5 orders of magnitude higher than the caesium standard, which as
previously discussed, enables higher time precision.

The second option for redefining the second is to pick more than one transition and define
the second as a weighted geometric mean of their periods. This offers the advantage of not
relying entirely on measuring any one transition, partially avoiding the problem of building
consensus around which transition that should be. There is even a suggestion for a dynamic
version of this definition, where the weights can be periodically updated to reflect progress
in specific experiments. The downside to this is that it becomes less intuitive, requires a




1.2 Thesis outline

larger set of conversion constants and a more involved experiment to realize.

Thirdly, one could fix the value of some fundamental physical constant, as is currently
done with the speed of light in vacuum, the elementary charge, the Planck constant, and
the Boltzmann constant to define most of the rest of the base units. This option has the
allure of tying another base unit to the core of fundamental constants, leaving only the
mole and the candela defined by more arbitrary conversion factors. Unfortunately, none
of the proposed constants can be measured with the precision with which we can currently
measure the caesium standard, so this definition would represent a step back when it comes
to the main motivation for the redefinition.

If an optical atomic frequency standard is adopted, optical transitions will need to be meas-
ured using lasers. The stability of these lasers can easily become the limiting factor for the
clocK’s stability, as it determines for how long the atoms can be coherently probed [13]. In
order to improve the laser’s stability, it can be pre-stabilized to some relative reference, char-
acterized by narrow linewidths and low drift rates. The main text of this thesis concerns
the development of a reference where linewidth and drift rate are both reduced by the slow
light effect. This reference could be used to pre-stabilize the laser for an optical clock, or
for any physics experiment where and ultra-narrow linewidth is required.

1.2 Thesis outline

The second half of this thesis consists of five scientific manuscripts — papers I to V. In this
first half of the thesis I will go into the background theory required to interpret those papers,
as well as expand on the results and conclusions.

In chapter 2 I discuss the purpose and implementation of laser frequency stabilization. I
will also describe the state of the art, and the requirements on a system hoping to improve
on it.

In chapter 3 I will describe how strong dispersion can help achieve some of these require-
ments, in what we call slow light laser frequency stabilization. I will further show how this
strong dispersion can be induced in an absorbing material using spectral tailoring. There
will also be a digression into the fasz light effect, and a discussion of its implications.

Chapter 4 dives into the materials used in this work, the rare-earth metals. I will describe
what makes them appropriate both for quantum information applications and for spectral
tailoring techniques like the present stabilization scheme, and how spectral tailoring in
these materials is actually performed.

The next chapter, chapter s, brings all of this together — showing how the properties of
rare-carth metals enable large and controllable dispersion, which in turn leads to frequency
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stability in a cavity. Here I also discuss some of the practical details that went into imple-
menting this scheme experimentally, including the crystals used.

The final chapter in the main text, chapter 6, is a quick outlook, discussing possible future
experiments as well as general conclusions from my studies.

After this the papers begin, starting with a summary of my contributions to each manuscript.
The first two articles, papers I and I1, concern the laser stabilization scheme, the former is a
proof-of-concept implementation using prasecodymium, and the latter is a more optimized
implementation in europium. The next two, papers Il and IV, describe a method to erase
spectral structures using radio frequency magnetic fields — the first describes the antenna
used as a general instrument, and the second the scheme as it relates to our atomic envir-
onment specifically. The final article, paper V, is an implementation of the fast light effect
in europium.







Chapter 2

Laser frequency stabilization

In order to measure time or frequency accurately over long times using lasers, one needs to
tie the frequency of the laser to some stable physical reference. This is a necessary step in
many modern physics experiments where narrow linewidths and low drift rates are required
to detect small changes in frequency, enabling tests of relativity [14, 15] and gravity wave
detection [16, 17]. As discussed in section 1.1.3, pre-stabilized lasers also constitute the
frequency generating elements in optical clocks [18]. This chapter aims to introduce the
general technology used in this thesis, and the challenge to be overcome.

2.1 State of the art — Fabry-Perét interferometers

One type of physical frequency reference is an interferometer, which uses interference to in-
directly measure the phase contribution of a path. The simplest example is the Fabry-Per6t
interferometer, which consists of two mirrors with non-unity reflectivity, a set distance
apart. If the round-trip phase contribution through the cavity is a whole number of turns
(2mq for an integer q), the small field that enters through the first mirror interferes con-
structively with the light that has travelled through the cavity and builds up, until it leaks
out of the far side mirror — you get large transmission. Meanwhile, the light that leaks out
of the first mirror is out of phase with the incoming light. As the field in the cavity grows,
the leaking field increasingly extinguishes the reflected wave. If the phase contribution is
not (close to) a whole number of turns, the cavity simply acts like a mirror. In total, the fre-
quency of light that is transmitted through the interferometer is tied to its cavity length [19,
Chapter 7]. The linewidth of a Fabry-Perét cavity, that is the frequency span around the




2.1 State of the art — Fabry-Perét interferometers

resonance frequency within which more than half of the intensity is transmitted, is

_ -2 hl(R]Rz)CO

A
v 2nwL

(2.1)
with mirror reflectivities Ry, R, cavity length L, the refractive index inside the cavity
n [20], and the light speed in vacuum cy.

The state of the art in optical frequency stabilization is Fabry-Per6t cavities with spacers
made from ultra-low expansion (ULE) glass, which to first order do not vary in length with
temperature. It has been shown that these cavities’ stability is currently limited by Brownian
motion in their mirrors — the miniscule length uncertainty that arises from movement of
the atoms in the mirror coating is the largest contributor to frequency uncertainty [21].
Getting around this has hitherto involved a combination of four main strategies: Averaging
over more atoms by making a larger area beam, reducing the magnitude of the Brownian
motion by lowering the absolute temperature, restricting the movement of the mirror atoms
by creating monocrystalline mirrors, and lowering the relative magnitude of this effect by
increasing the total cavity length.

The beam area is an important factor, because Brownian motion is random and independent
across the mirror face, so the larger the beam, the more atoms are interrogated, and the more
the noise is averaged down. The noise scales as the square root of the area, linearly with the
beam radius [21]. This factor is largely limited by the manufacturing of optical components.

Brownian motion scales with the square root of the absolute temperature of the atoms [22],
so every two orders of magnitude reduction in temperature — like going from room temper-
ature to liquid helium temperatures — causes one order of magnitude decrease in Brownian
noise [23]. Another order of magnitude improvement along this avenue would require
cooling to the 10 mK level, which imposes heavy requirements on the experimental setup.

The conventional method to create mirrors for optical frequency reference cavities involves
a stack of amorphous dielectric layers, often deposited by ion beam sputtering. These layers
display large mechanical damping, meaning they are essentially soft. By instead epitaxially
growing monocrystalline layers, one can make the mirrors stiffer, reducing the freedom
of movement of the atoms. This has shown between one and two orders of magnitude
improvement over amorphous mirrors [24, 25].

Finally, the frequency variation scales with the relative length variation, so the noise scales
with the reciprocal of the total cavity length. By making a 48 cm long cavity, temperature
stabilized at room temperature and isolated from mechanical noise, Ref. [26] showed a
relative frequency stability below 1071 above 1s. Increasing the size beyond this level
is proving very difficult, as it puts tough requirements on the mechanical and thermal
stabilization.

I0



Laser frequency stabilization

2.2 Pound-Drever-Hall locking

In order to stay resonant with a cavity mode, transferring the stability of the cavity to the
laser, a feedback loop needs to be established. One could measure the transmitted power,
and continuously adjust the frequency to keep this power constant. To get an asymmetric
error signal, you could do this at the side of a mode, where the intensity is a measure
of which direction to shift the frequency. This method does not, however, differentiate
between frequency and power fluctuations. If the power varies for another reason, the
servo will erroneously vary the frequency as a response.

The Pound-Drever-Hall (PDH) technique, proposed in 1983 by R.W.P. Drever (Ref. [27]),
gets around this issue by locking to the reflected power, rather than the transmitted. The
immediate advantage is that this power is 0 at resonance, so the measured power around
resonance is decoupled from input power fluctuations. The trick to getting an asymmetric
error signal is to look not at the absolute value of reflected power, but at its derivative with
respect to frequency. To achieve this, the PDH technique adds a relatively slow sinusoidal
frequency modulation to the probing beam and measures the phase of the response relative
to the phase of the modulation. In fig. 2.1 I have illustrated how the reflected intensity varies
with time for a beam modulating around a frequency either below or above the resonance
frequency. Considering a point in time when the modulation signal is rising (the phase of
the sine signal ~ 0), as illustrated by the arrows in the figure, the reflected power will either
be decreasing or increasing, depending on which side of the resonance is probed. This
means the reflected signal will be out of phase with the modulation signal if the frequency
is below resonance, and in phase with it if the frequency is above resonance.

The reflected power is measured by a photodetector, and the DC component of this signal
is removed using a high-pass filter. The resulting signal is vaguely sinusoidal with the same
frequency as the modulation signal. Multiplying the two together with an electronic mixer
gives a slowly varying signal that is positive if they correlate positively, meaning the laser is
above resonance, or negative if they correlate negatively, meaning the laser is below reson-
ance. This error signal is used in the feedback loop to steer the laser frequency towards the
resonance, as shown in fig. 2.2.

Beyond decoupling power and frequency fluctuations, using the reflected signal has the
added benefit of giving a fast response: the transmitted light field reflects the steady-state
of the cavity, and requires a build-up for a frequency change to be measurable. In contrast,
the reflected signal is a more immediate measurement of the phase difference between the
cavity mode and the incident field [27, 28].
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2.2 Pound-Drever-Hall locking
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Figure 2.1: The reflectivity of a cavity mode at frequencies around resonance, probed with a
laser that is modulated around a centre frequency below (green) or above (orange) resonance.
The arrows point in the forward direction of time around the same point in time for each
figure. The top two figures share a vertical axis, and the left two share a horizontal axis.
The correlation (slope) between the modulation signal and the reflectivity is negative below

resonance and positive above resonance.

¥
Laser EOM ,31 Cavity E

Figure 2.2: Simplified circuit diagram for Pound-Drever-Hall locking. The light from a
laser is modulated by an EOM, and then incident on a Fabry-Perét cavity. The reflected
light is picked off onto a photodetector. The measured intensity is high-pass filtered to
remove the DC component, and this signal is mixed with the local oscillator (LO) signal
to yield a DC error signal. A phase shifter (¢) is manually tuned and used to compensate
phase delays in the circuit. Finally, the error signal is fed to a PID regulator, which feeds
back to the frequency control on the laser — keeping it on resonance with the cavity.
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Chapter 3

Dispersion

In this chapter, I will introduce the tool we use to increase the stability of our frequency
reference: Dispersion, and specifically the slow light effect.

3.1 Susceptibility of absorbing media

Real physical systems all display causalizy — they respond to stimuli only after receiving them.
Another property of most real world systems is linear-shift invariance, or time invariance,
meaning that if a stimulus is shifted in time, the response is also shifted in time by the
same amount but otherwise remains equal. Even systems that change slowly over time can
often be modelled as causal and time invariant, and their frequency response then follows
a couple of equations known as the Kramers-Kronig relations [19, appendix B].

) =2 /0 RELECFY

T §2 — 12
2 [ vH'(s) G.1)
H// —
(v) W/o T Szds

where H' and H" are the real and imaginary parts, respectively, of the frequency response
of a causal, linear-shift invariant system and v and s are frequencies. The implication here
is that knowing the real part of the frequency response uniquely determines the imaginary
part and vice versa.

Especially relevant for this thesis is the special case of absorbing ions. Here, the frequency
response corresponds to electric susceptibility, in a sense how much the ions’ electrons are
polarized in response to a light field at the given frequency. The imaginary part of the

13




3.1 Susceptibility of absorbing media
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(a) A single Lorentzian absorp- (b) A 10 kHz wide window. Ion population and absorption coef-

tion line, and the resulting con- ficient (top), and refractive index (bottom). The dashed line in

tribution to the refractive index. the bottom graph is the Taylor expansion of the refractive index
around v = 0.

Figure 3.1: Absorption and refractive index for a single ion and a spectral window.

susceptibility gives the absorption coefficient, and the real part gives the ions’ contribu-
tion to the refractive index. If an ion has a transition at frequency v = 0 and a life-
time broadened absorption with linewidth I',, so that the absorption, «, is Lorentzian
(a o (14 4v%/T}) 1), then assuming causality and linear-shift invariance allows us to
decide a corresponding addition to the refractive index. These are shown in fig. 3.1a.

Adding more ions nearby in frequency, the susceptibility becomes a convolution of the
population distribution and this homogeneous profile, and the refractive index can be cal-
culated by the same method. Of special interest to this thesis is the case of a spectral window
with a square population distribution — where the population p(v) of ions whose absorp-
tion peak frequency is v is zero within a frequency region of width I'y;, around a centre
frequency Vyin and some large population py outside it:

0 |V —rwinl < %

p(v) = (3-2)

po otherwise

as shown in fig. 3.1b (top). The resulting absorption profile, a(1'), given by a convolution
of this population distribution and the homogeneous line shape of width I'y, in fig. 3.1a
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(top), is
1 2 — Vwin) — Fwin 1 2 — Vwin Fwin
a(v) = ag <1 + — arctan < (v = tvin) > — — arctan < (v = thin) + )>

T Iy T I'y

(33)
with a maximum absorption . With a narrow enough homogeneous linewidth, I'y, rel-
ative to the window width, I'y,, the absorption will appear like a slightly rounded square
function. If the window is too narrow, however, the window edges will be less sharp, rel-
atively, and there will be a substantial off-resonant absorption in the centre of the window
from the ions in the edges. The window in fig. 3.1b is intentionally chosen quite narrow,
relative to what is used in the rest of this work, to illustrate the difference. The absorption
in the absolute centre of the window, a, is found by inserting v = 14, into eq. (3.3),

1+ 1 £ Fwin 1 t Fwin
= — arctan | — — —arctan =
Qe = Qg 7Taca T, 7Tacau T,
2 1_‘win
ag | 1 — —arctan = (3-4)
T Iy

2 11h
™ Pwin

Qp .

The last approximation holds when I'y, < T'yip.

Solving the Kramers-Kronig relations for eq. (3.3), as is done in paper I, gives a refractive
index, n(1), that varies around the host refractive index, no, like

CoQXo F% + (Fwin + 2(V — Vwin))z
472y, I‘}zl + (Twin — 2(V — Viin))?

n(v) = no + (.5)

shown in fig. 3.1b (bottom). This was derived from an ideal square window, but holds ap-
proximately for similar, less perfect structures. An intuitive view of this is to consider the
contribution illustrated in fig. 3.1a of each of the ions near the edges. At a frequency just
above a sharp drop in population (right of the left edge), there will be a negative contribu-
tion to the refractive index from the ions absorbing at lower frequencies, and at a frequency
just below a sharp rise in population (left of the right edge), each of the ions absorbing at
higher frequencies will contribute a positive shift.

In an absorbing medium with a sharp transparent region like this, there will be a region of
nearly linear dispersion, and the slope increases with increasing window “depth” (absorption
outside the window) and decreasing window width. Linearizing eq. (3.5) around v = 0
gives

nv)~ng+ 5——5 -V (3.6)
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3.2 Slow light effect

Signal

L

450 -100) - 150
(a) A gaussian pulse recorded on a reference detector (blue), and 39 ps (b) Schematic setup
delayed on a transmission detector — having travelled through 21 mm to measure pulse

of a slow light-enabled crystal at a speed of 540 ms™1. delay.

Figure 3.2: Direct measurement of a pulse delayed by the slow light effect.

3.2 Slow light effect

Dispersion like in eq. (3.6) causes an effect known as the slow light effect, where pulses of
light travel at the group velocity, vy, which can be far below the vacuum light speed, co.
The group velocity in a region around a frequency v with linear dispersion dn/dv is
Co
Vg = ——3— . (.7)
I no + %I/o

A mathematical derivation is available, for example, in Ref. [19] (chapter 5.6) but an intu-
itive understanding can be gleaned from the animation in the bottom right corner of this
thesis. Detailed usage instructions in section 3.2.1.

The simplest way to display the slow light effect in a material is to simply send a light pulse
through it and time its arrival. Section 3.2 shows a pulse that has passed through 21 mm
of our material but is delayed by 39 ps. In this time, light would have travelled 12km in
vacuum. In chapter s I will discuss how this affects cavities, but this picture of extending
the path length for light pulses is accurate in many respects.
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Table 3.1: Parameters for the slow light animation in the bottom right corner of this thesis.
These are arbitrarily chosen to illustrate the effect.

Parameter

Pulse length 9.7 fs
Wavelength range 460 nm — 790 nm
Dispersion coefficient 1.0 - 10714 Hz ™!
Refractive index 1.8
Group refractive index 7.2
Time step between pages 1.5fs

3.2.1 Animation

In the bottom right corner of this thesis, there is a simplified animated illustration of the
slow light effect. By quickly flicking through these pages, you should experience the il-
lusion that this graph is moving. The horizontal axis is space, and the vertical axis is the
electric field. Time increases with decreasing page numbers (for the flip-book functional-
ity). In rainbow colours are drawn the real electric field components for a few light waves
of different wavelengths. Some peaks are marked with dots, to make following the waves
easier. Between these are a continuum of wavelengths, which are not visualized as it would
clutter the image. In black is shown the square sum of these light waves — a Gaussian pulse.
What should be visible here is that as the individual light waves move to the right, the
longer waves catch up with the shorter, and the region where they are in phase moves with
a much lower speed. This region of constructive interference is where the pulse will have
its maximum, so the pulse moves at a much slower speed than the constituent waves.

The parameters of this simulation (table 3.1) are arbitrarily chosen to illustrate the effect, so
that the group velocity is one fourth of the phase velocity, and the length of the pulse is sim-
ilar to the wavelengths. The rainbow colours illustrate the spectral order of the wavelengths
correctly — shorter waves are blue, longer waves are red — but do not correspond to the
actual colour of the waves.

3.3 Fast light effect

One might notice that there is nothing special about the positive sign of the dispersion
coeflicient in eq. (3.7). In fact, it is entirely feasible, albeit more practically difficult, to
create a spectral structure that causes negative slopes, leading to an increase in group velocity
relative to the phase velocity. With careful control of the dispersion coeflicient, the group
velocity can even be made infinite or negative.
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3.3  Fast light effect

In paper V, a structure was created where the dispersion (dn/dv in eq. (3.7)) is large and
negative, leading to a negative group velocity. Intuitively this corresponds to light pulses
propagating backwards through the material, and exiting the far face before arriving at
the near face. As the backwards-propagating pulse reaches the near face, it interferes de-
structively with the incoming pulse, causing both to cancel out. This is also the result
demonstrated in this paper. To do this, we prepared a spectral window like in fig. 3.1b, but
inverted the population outside the window, leading to a region of zero absorption between
regions of negative absorption.

How does this not break causality? Just like with other faster-than-light results, the import-
ant question is not how fast an entity moves, but how fast it can transfer information. In
the case of light pulses, no information can be encoded in whether or not a pulse is present,
as its spectral composition is constant with time — one could measure the spectrum of the
first light waves to arrive and predict the pulse peak, so that information arrives with the
phase velocity of the constituent waves. We might then expect the phase velocity to be
the true information velocity, but in lower-than-unity refractive index materials this also
breaks causality. In fact, a third velocity, the information velocity, or discontinuity velocity,
arises. This is the velocity at which discontinuities in some time derivative of the light field
propagate through the material, and such discontinuities is the only way to truly encode
information in light. [29]

If we create a Gaussian pulse with a discontinuity and send it through an extreme anomalous
dispersion material, the pulse exits early as a whole Gaussian, just like if there was no cut.
Then as the discontinuity arrives with the information that the Gaussian was interrupted,
the output light responds with a strong oscillation. If the information to be transmitted
was at which point the Gaussian pulse was cut, this information can in theory be recreated
from the response, but not until after the arrival of the discontinuity, which gives a total
information velocity lower than the speed of light in vacuum.

Some suggestions have been made for practical uses of this effect, but it is not a settled
matter whether it actually provides an experimental benefit. Instead, we chose to treat it
as a showcase of spectral control — the rare-earth platform introduced in chapter 4 lends
itself well to this kind of tailoring of absorption and dispersion. We demonstrated almost
an order of magnitude improvement over previous attempts at fast light by using well-
developed and generally useful tailoring techniques.
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Chapter 4

Rare-earth metals

4.1 Properties of rare earths

Starting at the end of the 1700s, a number of elements were discovered in minerals from
a mine in Ytterby, Sweden. Like all things upon first discovery, these earths (as scientific
parlance called them at the time) had never been seen before, and they were therefore termed
“rare”. These Ytterby elements, together with a few of their neighbours in the periodic table,
now constitute a set called the 7are earths: Scandium (element 21), Yttrium (39), and the
Lanthanides (57 to 71), marked red in fig. 4.1. About half of them were named for their
connection with Ytterby, Stockholm, Sweden, Scandinavia or the original discoverer, Johan
Gadolin. Contrary to what their name would suggest, they are fairly abundant, though
extracting them is quite expensive. Just last year, for instance, a large deposit of rare-earth
metals was discovered in Kiruna, Sweden [30].

What connects the rare earths, and what makes them useful to information and quantum
technology, is a quirk of atomic physics: For most other elements in the periodic table,
the highest energy orbital also has the largest mean radius. This is not the case for the
rare earths, whose valence electrons in the 4f shell are shielded by higher radius, but lower
energy, filled 5p and 5s shells. This makes them chemically similar, and gives them uniquely
stable excited states, less affected by disturbances in their spatial environment.

For quantum information applications, the long lifetimes and narrow homogeneous linewidths
make rare earths promising candidates for quantum memories and repeaters for long range
quantum communication [31]. If the ions are embedded into a crystalline material, their
valence electrons are shielded from the surroundings, turning the system into a natural ion
trap.
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4.1 Properties of rare earths

Figure 4.1: The periodic table with relevant elements labelled. The outcrop from the main
table are the lanthanides and actinides. The rare earths are marked in red.

In this thesis, the long lifetimes and narrow linewidths are used to control the refractive in-
dex of the material through spectral tailoring, wherein narrow optical absorption structures
are constructed by frequency-selective excitation of certain groups of rare-earth ions.

4.1 Y,SiO; as a host

The host material used in this work is yttrium orthosilicate, Y, SiOs, often abbreviated YSO.
The molecule and the unit cell — formed out of eight molecules — are illustrated in fig. 4.2a.
Each Y atom is placed in one of two distinct sites in the unit cell, labelled site I and II. It
is not settled which of the two sites corresponds to which specific position in the molecule,
though Ref. [32] (Appendix F) makes a good case for the way they are labeled in fig. 4.2a.
It makes little difference to this application, however, the sites are optically distinguishable,
giving rise to separated absorption profiles.

There are two commonly used coordinate systems, one being the unit cell axes a, b, ¢, and
the other being the orthogonal principal symmetry axes Dy, D,, C,. Asshown in fig. 4.2b,
(' and b coincide, and are therefore both labelled b. For the optical properties, it is the
latter coordinate system that matters. Y,SiO; is biaxially birefringent, showing a refractive
index 1.782, 1.806 and 1.785 with polarization parallel to D1, D,, and b respectively at
633 nm [33].
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Y1 Y2 Si O

(a) Unit cell of the yttrium orthosilicate crystal. The two distinct ~ (b) Unit cell axes a, b, ¢ and

sites for yttrium are marked Y1 and Y2 respectively. The assign-  symmetry axes Dy, D,,C,. a

ment of the sites is a best guess based on crystal field splittings, ~ and ¢ are orthogonal to b, and

but sources disagree. Ions are connected by lines to distinguish ~ are separated by an angle 122°.

the eight molecules in the unit cell, these lines hold no other Dy, D, and C) are orthogonal

significance. Figure generated using coordinates from Ref. [34].  to each other. C; is parallel to
b. D lies 21° from a in the ac
plane.

Figure 4.2: The host material, Y,SiO;.

4.1.2  Praseodymium

One promising dopant candidate for quantum information applications is praseodymium,
Pr3*. Thanks to a long coherence time and narrow homogeneous linewidth, as well as a
large oscillator strength leading to large absorption, this ion is interesting as a platform
for quantum information storage [35, 36]. For this reason, the community including the
quantum information group in Lund has been working with this material for decades.
When slow light frequency stabilization was proposed, it was therefore natural for us to
begin our investigations in this material. The methods for spectral tailoring in praseody-
mium had already been developed, and the group possessed some expertise in working with
it. Not to mention already owning a crystal of appropriate composition and dimensions.
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4.2 Spectral tailoring

4.1.3 Europium

The dopant primarily used for this thesis is europium, Eu?*. It is better for the slow light
stabilization scheme for a couple of reasons. One advantage is the narrow homogeneous
linewidth, measured to be I', &~ 400 Hz in our crystal, which allows for narrower and
sharper spectral features than can be created in praseodymium. Another advantage is the
long hyperfine lifetimes, where spectral holes have been observed to remain for up to 50
days [37]. This long lifetime means the same spectral structure can be studied in a longer
experiment without deteriorating, and more importantly that the slow light frequency sta-
bilization scheme is not limited by passive drift, as will be discussed in chapter 5. The main
drawback of europium compared to praseodymium is a much smaller electric dipole mo-
ment, leading to lower absorption. Europium naturally occurs in two isotopes, *'Eu and
3Eu, which are roughly equally abundant.

4.2 Spectral tailoring

Our primary tool for manipulating these ions is spectral tailoring. To demonstrate how
this works, I first propose the simpler case of an ion with two hyperfine ground states, |1)
and |2), and a single excited state |e), illustrated in fig. 4.3. If the ion is in |1), and the
|1) — |e) transition is driven optically, it is excited to |e). The ion now has a probability
to relax to either of the ground states. If it returns to |1), it can once again be excited by
a pulse at the same frequency. If it ends up in |2), it is no longer available to absorb at
that frequency. In this process of optical pumping or optical hole burning, the population in
either state can be depleted over time through repeated excitation.

Because of inhomogeneous broadening, different ions can be resonant with different trans-
itions at the same frequency. We call these overlapping groups of ions ion classes, and
fig. 4.4 illustrates how an ion system with two ground states and two excited states can
have 2 X 2 = 4 classes. This added complexity does not affect the core idea of optical
pumping, however. As a frequency region is continuously illuminated, any ions which pre-
viously absorbed at that frequency is moved out to absorb somewhere else, and a spectral
window is opened where nothing absorbs.

Spectral tailoring is a selective application of optical pumping to control the absorption
profile over a frequency range. It is complicated by the fact that real ions have more than
two or four ion classes — europium with no external magnetic field, for instance, has three
ground states (|3 9), |£3g), |£39)) and three excited states (|£1e), |£3e), |£2€)), and
the splittings vary between the two isotopes as shown in fig. 4.5, leading to 3 X 3 x 2 = 18
ion classes. In practice, it is necessary to computer simulate the resulting spectrum from
any hole burning operation beforehand to identify and mitigate unintended side effects.

22



Rare-earth metals

i) if) iii) iv)

Excitation pulse
Relaxation
Repeated excitation
Transparent

oo |1) S 1) oo |1) 1)
-0 |2) L& |2) JH |2) 000000 |2)

Figure 4.3: Optical pumping in a simplified three-level model. i) Ions are excited from |1)
to |e) by an excitation pulse. ii) lons in |e) rapidly relax into either |1) or |2) with some
probability distribution. iii) Ions in |1) are continuously pumped into |e), until ... iv)
only |2) has any remaining population. The material is now transparent on the [1) — |e)
transition energy.

A simple method to create a spectral window is to repeatedly scan across the frequency
region with a chirped square pulse. The problem with this is twofold: Firstly, a pulse that is
square in time has a sinc part to its shape in frequency, in practice widening the pulse and
therefore the burned window. The burn pulse will need to be made very long to get the
sharp edges we want for strong dispersion. Secondly, the transfer efficiency near the edges
of the window will be sensitive to the absolute intensity of the pumping beam. A solution
to both these issues comes in the form of sechyp and sechscan pulses.

4.2.1  Sechyp pulses

The complex hyperbolic secant pulse, or sechyp, developed originally for nuclear magnetic
resonance experiments [40], and later used for quantum information applications [41—43],
provides a way to coherently drive a population to full inversion, which is insensitive to
absolute intensity. This insensitivity technically requires an ideal implementation, but ma-
terializes approximately even in experimental conditions.

The pulse combines a hyperbolic tangent frequency chirp

v = e+ pftanh(B(t — to)) (4.1)
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Figure 4.4: All four ion classes of a simple four-level model, pumped until transparent at
the marked transition energy.

with a hyperbolic secant intensity envelope
Q = Qgsech(B(t —ty)) . (4.2)

Here /3 and f are pulse parameters related to the desired duration and frequency width of
the pulse respectively, v is the centre frequency of the pulse and €2 is a peak Rabi frequency.
The Rabi frequency €2, proportional to the square root of the intensity, must be above a
certain threshold to invert the structure, but beyond this threshold changes in intensity will
have no measurable effect on transfer efficiency.

4.2.2  Sechscan pulses

A development of the sechyp pulse is the sechscan pulse, introduced as Hyperbolic, Square,
Hyperbolic (HSH) by Ref. [44]. The idea is to extend the effective frequency width of a
sechyp pulse while keeping the required bandwidth low. This is accomplished by inserting
a linear-chirp square pulse of duration 7" between the halves of the sechyp pulse,

Ve — ,uﬁzg + pB tanh(St) t<o0
v={ve+ub(t—7%) 0<t<T (4.3)
Ve + uBL + pBtanh(B(t - T)) T <t
Qg sech(ft) t<0
Q=< 0<t<T (4.4)

Qosech(B(t—T)) T <t
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A certain amount of fine-tuning comes into deciding which parameters, how many pulses
and what repetition rate should be used to get optimal tailoring. Especially for large crystals,
where the absorption from ions in their initial state means that very little power reaches all
the way to the end, it can take many pulses to burn all the way through the crystal.
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Figure 4.5: Optical and hyperfine energy transitions in both isotopes and both sites of
Eu:YSO. Numbers from Ref. [38, 39]. The vertical scale has been truncated, as the optical
transition frequency is much larger than the hyperfine splittings.
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Chapter s

Slow light frequency stabilization

We arrive, finally, at the heart of the thesis. In this chapter I will discuss the experiments
that went into (mainly) papers I and II, the equipment and techniques we developed for
these experiments, and some of the results.

5.1 Our crystals

Our experiments were primarily performed in two slow light enabled cavities, one doped
with praseodymium and one doped with europium. In this section they will be described
in greater detail.

s.1.1 Praseodymium crystal

The exploratory experiments (paper I) were performed in a cylindrical 6 mm x 12 mmo
YSO crystal, shown in fig. 5.1, doped to 0.05 at.% with praseodymium. The front face of
the crystal is split by a chord into a clear disk segment and a region with a 95 % reflective
coating. The back face is split into three regions, an uncoated disk segment opposite that
on the front face, one half of the remainder coated 95 % and the other half coated 99.7 %
reflective. The crystal was polished so the faces were close to parallel, leaving a wedge angle
of 41 prad between the front and back face at the position where these experiments were
performed.

In order to facilitate side-burning (section 5.3.4), we cut off a small part of the crystal along
a chord using a rock saw, and hand-polished the resulting face until acceptably transparent.
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5.1 Our crystals

95 %

(a) A sketch of the crystal, viewed from the back  (b) A photograph of the crystal in its final shape,
face. Reflective coated faces marked green, and  viewed from the front face.

transparent regions blue. The back face is split

into a high reflectivity and a lower reflectivity

region. For side burning, the crystal was sawed

off along the red dashed line, leaving some of

each region intact.

Figure 5.1: The Pr?*:Y,SiOy crystal used in paper 1.

s.1.2  Europium crystal

In 2019, work began on growing a crystal boule of YSO doped with 1 at.% europium ions
in natural abundance — about 50 % each of “"Eu and 3Eu. The crystal for this project
cut from this boule is quite large for this type of sample, at 14 mm by 15 mm by 21 mm,
aligned with b x Dy x D,, shown in fig. 5.2. The crystal was grown by Scientific Materials
in the US, using the Czochralski method.

Once grown, the crystal was mechanically polished by Edmund Optics in the US which
achieved a 7.9 prad parallelism (large-scale length variation), followed by ion beam forming
to reduce surface roughness and further increase parallelism to 1.37 prad by Neue Techno-
logien in Germany. Finally, the front face of the crystal was coated by ion beam sputtering
t0 90 % reflectivity and the back to 99 % by Optoman in Lithuania.

The choice of these properties — the dopant concentration, the axis alignment, the physical
dimensions, the parallelism and surface roughness, and the reflectivity — was a multidimen-
sional and iterative problem which took us a long time and hard work to figure out. Follows
a breakdown of this process.
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99 %

(a) Sketch of the crystal. (b) Photograph of the crystal.

Figure 5.2: The Eu?*:Y,SiO; crystal used in papers II, IV, and V.

When choosing a dopant concentration, our main concern was inhomogeneous linewidth,
I'i, which scales linearly with dopant concentration [45]. I will discuss in section 5.2.5 the
necessity to have a cavity mode near the peak of the inhomogeneous profile, but the worst
case scenario is that the distance from the peak is half a free spectral range, or about 2 GHz.
Given the 22 GHz wide Lorentzian profile reported in Ref. [45] for 1 at.% concentration,
this means a drop in absorption of about 3 %, which we deemed acceptable. In hindsight,
the increased hyperfine linewidth resulting from a large dopant concentration caused some
trouble when developing our RF erasure method (section 5.3.5), and it might have been
worth the trade-off to pick a lower concentration and risk a lower absorption.

For slow light frequency stabilization we want to maximize the dispersion, and therefore
the absorption outside the spectral window. For site I in 1at.% Eu?*:Y,SiOs, Ref. [45]
cites the maximum absorption coefficient as arp, = 390 m ™! with the polarization along
Dy, ap, = 80m™! along D; and oy, = 0 m ™! along b. We therefore knew we needed the
D; axis parallel to the mirror faces to maximize absorption. This still leaves one degree of
freedom, which we could use to reduce the frequency noise due to variation in polarization:
If the absorption in the orthogonal polarization direction was comparable to the absorption
in the one we intended to use for locking, it would also experience the slow light effect.
This would in turn reduce the linewidth and free spectral range of the modes along this
direction, and any uncertainty or variation in polarization could then cause noise from
light coupling to modes in both polarizations. Choosing to turn b parallel to the mirror
face, the linewidth and free spectral range of the orthogonal polarization are maximized,
minimizing this frequency-polarization noise coupling. Additionally, as will be discussed
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5.1 Our crystals

in section 5.3.4 the spectral tailoring light we illuminated the crystal with from the side
would be unpolarized, and so by having two absorbing polarization axes parallel to the
burner face, the burning efficiency is somewhat increased.

A long cavity length is generally good for frequency reference cavities, as discussed in
chapter 2. In the slow light stabilization scheme it also increases the interaction volume,
which reduces intensity dependent drift. We also wanted a large crystal face because we
wanted to be able to lock using a large area beam in order to reduce the locking beam
intensity, and have the option to use more than one beam at the same time.

What we ended up with for the physical dimensions was limited by two things primarily:
The size of the sample chamber of our new cryostat, which had at that point not yet ar-
rived, and the size the growers could realistically extract from a boule without including
imperfections. The asymmetry in the front face dimensions was just a way to easily orient
the crystal with respect to its optical axes.

In order to minimize intensity-induced drift (expanded on in section 5.2.3), we want to
probe as many of our ions as possible at once, which means using a large mode volume.
For this purpose, we wanted flat, parallel mirrors, so that we could couple a wide beam
with flat wavefronts to it. Apart from the reduced intensity from an increased beam radius,
an additional benefit is that the Brownian length uncertainty is averaged down, scaling with
the beam radius [21].

Parallelism and surface roughness refer to large and small scale variations in cavity length
respectively. Parallelism means the path length through one side of the crystal is longer
than through the other side, and that the path length varies across the width of the probing
beam. The main effect of an error in parallelism is to widen the cavity mode, so we wanted a
degree of parallelism where the resulting widening was small relative to the expected cavity

width.

Surface roughness means variations in length on a small scale, where the main effect is losses
through scattering rather than length uncertainty. Roughness is quoted as a length, the root-
mean-square deviation, o, from a flat plane within the area of a probing beam. Surface
roughness causes a round-trip scattering loss 3, so that the intensity of light is multiplied
by a factor exp(—/3) every round trip through the crystal, given by

2
B=2 (4”‘”) (5.1)

A

with RMS surface roughness o, and wavelength A [46]. Again, we wanted this factor
to not be limiting, meaning it should be small relative to the centre-of-window residual
absorption 2ai. L. Once more, these requirements were on the edge of what processing
companies were prepared to quote us for, especially since to many of them Y,SiO; was an
unfamiliar material.
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Figure 5.3: Approximate surface roughness over 1.5 mm circular regions on the face of
the europium crystal. Lower is better. The black rectangle is an approximate outline of
the entire crystal face, and the dashed lines are guides to find one’s position relative to the
centre. The white regions lie beyond discontinuities or missing data.

In order to measure the parallelism and surface roughness, the ion beam forming company
performed white-light interferometry. The distance from a known flat reference surface to
the surface under investigation was measured using interference fringes from a white light
source. In this process, they discovered that the result was different depending on whether
the surfaces were measured in direct reflectivity or through the crystal. The conclusion was
that there was some refractive index inhomogeneity in the crystal, which meant there was a
conflict between making the cavity oprically flat, versus making each mirror separately flat.
Because we primarily intend this crystal to be probed as a cavity, we made the decision to
make what would become the high-reflectivity face absolutely flat, and then form the low-
reflectivity face so that the cavity was optically flat. Figure 5.3 shows the root-mean-square
length variation within a 1.5 mm disk around coordinates on the crystal. From this figure,
we conclude that there are certain spots where the total surface roughness across such a
beam is around 1 nm. This corresponds to a loss factor 3 = 13 - 1073 (eq. (5.1)), two
orders of magnitude lower than the expected round-trip centre-of-window absorption for
our typical window widths. This means mirror scattering is unlikely to have an impact on
locking performance in those spots. To judge the impact of the parallelism, we can consider
two small spots on each side of a 1.5 mm diameter beam. 1.37 prad means that the length
of the cavity varies by AL = 1.37 prad - 1.5 mm = 0.2 nm over the beam. The resonance
frequency at each spot will differ by vy AL/L = 49 MHz (without dispersion). This can
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be considered an estimate of wedge angle mode widening, and should ideally be a small
portion of the total cavity linewidth.

With these parameters nailed down there was one main choice left to be made for the
design of the cavity itself: Mirror reflectivities. For this choice, there is a bit of a trade-off
between long- and short-term stability of the lock. Higher reflectivity leads to narrower
cavity modes which means better short-term stability, but higher intra-cavity power which
increases power-induced drift (section 5.2.3). The back mirror reflectivity in principle de-
termines the cavity linewidth (eq. (2.1)), but because the total cavity losses were likely to
be dominated by absorption, we determined that there was no reason to make this value
extreme, so we chose 99 %. As discussed in section s5.3.1, the impedance matching criterion
links the front mirror reflectivity to the window width, in that the absorption in the middle
of the window times the back mirror transmission should equal the front mirror transmis-
sion, leading to minimum reflectivity and maximum transmission at resonance.

In order to finally make a choice of front mirror reflectivity, I calculated the group refractive
index and estimated a locking time for a number of window widths, using the method in
paper I, Appendix E, and chose a pair that represented a good compromise between long-
and short-term stability. If we pick a large window width, the off-resonant excitation is
decreased which lowers the rate by which we expect the window to degrade. This maximizes
the long term stability. But a wider window also leads to a lesser slow light effect, which
decreases the short-term stability. In the end, we elected to pick a reflectivity of 90 %,
which corresponds to a window width of 40 kHz. This is the region where the previously
discussed wedge angle mode widening starts to become a substantial part of the cavity
linewidth, impacting short-term stability.

5.2 Properties of the slow light stabilization scheme

Having introduced the crystals used for the slow light stabilization scheme, in this section
I will discuss the properties of the scheme, theoretically derived as well as measured experi-
mentally. I will discuss and derive the sensitivity of the cavity mode frequency to variations
in cavity length and angle of incidence. Then I will walk through the main sources of long
term drift and the frequency stability of the locking scheme.

s.2.1 Length insensitivity

The limiting factor to state-of-the-art laser frequency stabilization is cavity length uncer-
tainty due to Brownian motion in the cavity mirrors. The overarching idea of slow light
stabilization is to use strong dispersion to reduce the length sensitivity of the resonance
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Figure 5.4: Wave stretching heuristic of slow light length insensitivity. A wave on resonance
with a cavity of length Ly (top) fits a whole number of wavelengths between the mirrors. If
the cavity gets a factor k longer, the wavelength could stretch by the same factor (middle).
Because of dispersion, the wavelength inside the cavity is extended more than a factor k,
and the light is no longer on resonance. Somewhere in-between these two wavelengths
(bottom), there is one where the dispersion and length change cancel out — meaning that
the necessary wavelength response to stay on resonance is reduced by dispersion. Length
and colour changes exaggerated for illustration purposes.

frequency — the amount the resonance frequency changes for a given change in length.
Heuristically, the insensitivity can be thought of as an artificial increase of the cavity length.
Pulses travel through the cavity with a group velocity vy = ¢o/ng, so each trip through
the cavity takes a factor n4/ng longer time, just as if the cavity was that much longer. This
explanation is intuitive but somewhat unsatisfying, given that frequency stabilization is im-
plemented using continuous-wave light, not pulsed. Another heuristic is to consider the
wavelength of light on resonance with the cavity, as the cavity length varies, as illustrated
in fig. 5.4. If the cavity becomes a factor k longer, the wavelength could “stretch” by &
to maintain the same number of wavelengths in the cavity. But thanks to dispersion, the
refractive index at this new wavelength is lower, meaning that the in-material wavelength
stretches by more than k, and we overshoot the target. The required change in vacuum
wavelength is that much smaller than the relative length change. This second heuristic is
closer to the way the effect is utilized, but requires us to imbue the light wave with an
unfortunate amount of agency and intention.

The effect of dispersion on frequency changes due to length changes is derived more strin-
gently below, but it predicts the same behaviour as each of these pictures, namely that
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Figure 5.5: Length sensitivity of a praseodymium cavity, adapted from data reported in
paper L. The straight line is the predicted sensitivity in eq. (5.2). Inset: The inhomogeneous
profile of praseodymium, and the points along it where the data was taken. The break in
the horizontal axis signifies a large frequency shift, as this data was captured far off the
absorption line, with no spectral window.

changes in length by a factor AL/ L translate into frequency changes

Av=————1p, (5.2)
ng Lo
where vy is the original frequency, ng is the host refractive index and n, is the group re-
fractive index.

In paper I, we confirmed this length insensitivity by translating the probing beam across
the face of our praseodymium crystal and measuring the resonance frequency. Because the
crystal has a 40 prad wedge angle, a translation corresponds to a predictable change in cavity
length. This experiment was performed at two different points on the inhomogeneous
profile, as well as one far off the profile, giving three different values of the dispersion
coethicient. The results of this experiment are illustrated in fig. 5.5, and the data matches
eq. (5.2) well. If anything, the sensitivity was reduced more than expected, a discrepancy
we attributed to potentially imperfectly tailored windows.

Derivation

To derive the length sensitivity mathematically, I consider the phase addition ¢ of a wave
with frequency v travelling a distance z through a crystal with refractive index n:
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Figure 5.6: Geometric definitions for the derivation of length sensitivity.

2
Az, n, v) = oz (5-3)
Co

Assuming normal incidence (z = L), illustrated in fig. 5.6, I search for frequencies v such
that the phase remains constant with changing cavity length, that is

2T 2
& Lo, no, o) = AL, n, v) = C—OnOVoLO = C—OnuL . (5.4)

I introduce a (small) length change AL:

L=Ly+AL, (5.5)
a corresponding frequency change

v=1y+Av, (5.6)

and linear dispersion, with a dispersion coefficient n':
dn
n=mngy+ E(V — 1) =ng+n'Av. (5.7)

Combining egs. (5.4) to (5.7) gives

vo+ Avng+n'Av Lo+ AL
20 no Ly

=1, (5.8)

which can be simplified to

Av AL n' Av
(l—i-—)(l—i-—)(l—l- )=1. (5.9)
IZ0) L() )

Expanding the product and collecting Av,

Av  n/Av  n/AvV? AL\ !
I+ —+ + =1+ — (s.10)

0] o ol
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If Av /vy, W’ Av/ng, and AL/ Ly are all < 1, the second degree term is negligible and I
-1

can use the first degree Taylor expansion (1 + )~ ~ 1 — z to get

Av n'vy AL
— |14+ — . (5.11)
2 o Ly
Therefore,
Av o AL ng AL
o ab_ mab (5.12)
v nog +n'vy Lo ng Lo

with group refractive index ny = ng + n’vy, which is the expression I was looking for.

As a sanity check, I test the case of zero dispersion. If n’ = 0,

Av AL (5.13)

IZ0) o LO ’ 513
which is unsurprisingly the normal response to cavity length changes. This is equivalent to
the wavelength stretching by the same proportion as the cavity length.

s.2.2  Angle insensitivity

As previously described, we want a large beam with flat wavefronts for locking, in order
to reduce the intensity induced drift, and this means that our cavity needs flat mirrors.
Flat mirror cavities are not normally used for laser frequency stabilization, as they have
degenerate transversal modes. This means the mode frequency v will vary continuously

-1
sin? 6
V=1 1— 2 . (5.14)

Here I have adjusted the usual expression for off-axis transmission for a Fabry-Perét cav-

with incidence angle 6 as

ity [19, eq. 10.1-37] to include a cavity refractive index n via Snell’s law and the Pythagorean
identity. For comparison, from the testing data of Thorlabs’” Polaris mounts [47], I estimate
that their pointing angle varies on the order of 5 prad as the temperature varies by 1°C
around room temperature. This tiny fluctuation alone, inserted into eq. (5.14), would trans-
late into a frequency shift of 2 kHz, not to mention other angle fluctuations like those from
mechanical vibrations.

In order for this scheme to be feasible, we need to show that the slow light effect helps in
this regard, that the angle sensitivity is reduced with large dispersion. As derived below, the
frequency shift Av for a given incidence angle 6 indeed comes out to

ny sin® 6

Av = v .
ny 202 0 (5.15)
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with host refractive index n and group refractive index ngy. To compare to the case with
no dispersion, eq. (5.14) can be rewritten for small , with v = vy + Av and n = ng, and

using the taylor expansion (v/1 — ) Tl x/2

sin® 6 sin® 6
—Vy=—=101. (5.16)

2 2
2ng 2ng

Auzu0(1+

Just like with length changes, the addition of dispersion causes the sensitivity to reduce by
a factor ng/ngy! This is why locking to a flat cavity is feasible using the slow light effect,
while it is impractical without it.

As a verification of this result, I used a wave propagation simulator developed by Adam
Kinos (described in Ref. [48]) to calculate the transmission through a slab at various fre-
quencies and various angles numerically. The simulator is given only the absorption profile
of the crystal, that is either complete transmission or a square spectral transparency window
as shown in fig. 3.1b, a cavity length and a pair of mirror reflectivities. It then simulates
plane waves in a range of frequencies propagating through this structure at angles between
0 prad and 200 prad, and registers the total reflected intensity. The result of the simula-
tions is shown in fig. 5.7, together with the theoretical predictions in eq. (5.14) and eq. (5.15).
It is clear that, for these angles, the numerical result of adding up complex valued waves
matches the theoretical prediction. An experimental verification was planned, but never
came to fruition because of practical issues.

Derivation

In analogy with the derivation for length insensitivity, I use the expression for the phase
addition through the cavity in eq. (5.3), but this time with constant length L, an incident
angle 0, and an angle of refraction f3, as illustrated in fig. 5.8.

I introduce a small 0, and through Snell’s law, n, sin(#) = nsin j3, and the Pythagorean
identity, sin? 8 + cos? 8 = 1,

. 29
z=Lcosf=L\l1~— sz . (5.17)
n

Like before, I use the corresponding frequency change

v=uvy+ Av, (5.18)

and linear dispersion
n=ng+n'Av. (5.19)
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Figure 5.7: Numerical simulation of cavity reflection at various angles of incidence, in a
cavity without slow light effect (top) and with slow light effect (below). Note the difference

in scale between the vertical axes: The sensitivity to angle changes is reduced by more than

five orders of magnitude in the lower plot.

To have no change in phase, I set

¢(L) = ¢(Lcosf) ,

and combining egs. (5.17) to (5.20) gives

21 21 1 .
?OnOVOL = ?O(no + n/Al/)(VO + AV) <L\/1 — m Sin 9) .

I divide both sides by the left-hand side,

n'Av Av sin? 6
1+ 1+ =) J1-—— =1
no 20 (ng +n'Av)

For small @ and n > 1, the Taylor expansion /1 —z ~ 1 — 3 gives

( n’AV) < AI/> < sin® 6 )
1+ 1+ =) (1-————— ) =1.
o 0 2 (ng +n'Av)

Ignoring the higher order terms like before,

<n'u0 + 1> Av sin? 0

No v Zn(z)

>
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Figure 5.8: Geometric definitions for the derivation of angle sensitivity.

and finally

Av o sin®f  ngsin? 6

(5-25)

v (no +n'vp) 2n} ng 2nk

with group refractive index ng = 1y + n'vy, just as expected.

s.2.3 Drift

In paper I, we demonstrated two main sources of long-term drift in prasecodymium slow
light-enhanced cavities, both causing deterioration of the spectral structure: A constant
drift rate due to asymmetric hyperfine cross-relaxation, and a power and locking-frequency-
dependent drift due to off-resonant excitation of ions outside the window.

Hyperfine cross-relaxation

In rare-earth metal ions, the lifetime of the hyperfine transitions in the ground state are
comparatively long, but they are not infinite. After a spectral transparency window has
been prepared, the ions that were pumped away have a finite probability per unit time to
relax into their original state, figuratively filling up the window. Because the composition
of ion classes can vary over the window, this process may be asymmetric. The total effect is
a constant deterioration, and potentially a constant frequency drift.

Changing material from praseodymium to europium was largely motivated by this effect,
as the lifetime of spectral structures are on the order of minutes in prascodymium [49],
but weeks in europium [37]. This factor 20 000 increase practically eliminates hyperfine
cross-relaxation as a concern.
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Off-resonant excitation

The homogeneous profile of individual ions is Lorentzian [so, Chapter 3], and as illustrated
in fig. 3.1, this means the ions near the edges of a spectral transparency window are weakly
absorbing inside the window. As we lock a laser to a cavity mode inside the window, it will
cause a certain rate of excitation in the ions that make up the edges, effectively pumping
those ions away. The effect is a gradual widening of the window, reducing the slow light
effect. The closer the mode we lock to is to a window edge, the faster this deterioration
happens. In addition, a mode closer to one edge than the other will cause a first-order drift
in that direction, while off-resonant excitation from a perfectly centred mode-lock widens
the window symmetrically. For these reasons, it would be advantageous to be able to control
the mode frequencies relative to the centre frequency of the window. Section s5.2.5 dives
into the method by which we do this.

The other contributing factor to the off-resonant excitation drift rate is, of course, locking
intensity. In paper I, we demonstrated a linear relation between locking intensity and drift
rate, up to a limit. The off-resonant excitation drift rate can therefore be reduced by in-
creasing the beam area, as discussed in section 5.1.2, and by using the minimum necessary
locking power.

In paper 11, the total drift for a lock onto a mode 2 kHz from the centre of a 40 kHz wide
window in europium was 3.66 Hzs ™!, compared to the 550 Hzs™! minimum measured
in praseodymium in paper I. We expect to be able to achieve much lower drift than this,
by centring the modes better.

The best centred mode we managed to get a good lock to in our first experimental run was
2 kHz from the centre of the window. The reason we could not get closer to 0 kHz was lack
of time — this was the last lock established during the last hours of a long lab run. With
some experimental tweaks, we should be able to move the window to any frequency on
the inhomogeneous line with kHz precision. As discussed in section s.2.5 this in principle
allows us to place the cavity mode with a few mHz relative precision, in theory reducing
the drift from off-resonant excitation by up to six orders of magnitude.

5s.2.4 Short-term stability

The locking stability can be measured using the Allan deviation. In short, it is a meas-
urement of how much the frequency of your system varies when averaged into bins of
some averaging time 7. The Allan deviation is typically reported as a graph and shown for
a number of 7’s. The most commonly used variant of the Allan deviation is overlapping
Allan deviation, where the bins are not disjoint partitions of the dataset, but every data
point counts towards several bins. This increases the statistical confidence at the cost of
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some computing power. Linear frequency drift is often subtracted before calculating the
deviation [s1, 52].

Figure 5.9 shows the overlapping Allan deviation with drift subtracted for our locking
scheme, both in praseodymium and europium. The goal is to push this curve as low as
possible. The record in the literature is oy = 8 - 1017, realized in a 48 cm long ULE
cavity with highly optimized suspension and thermal control [26]. More typical high-
performance cavities are around o, = 1- 10~ 1. In this context, the number we measured
in paper II, o, = 6 - 1071, is not all that impressive, but it is important to keep in mind
that stability will always be measured against some other reference. In order to measure
the true stability of a system you will need to know that the instability of your reference is
negligible compared to that of your system, or that they are equal.

We believe that in this experiment, the frequency instability of our reference laser, including
fibre phase noise, is considerably larger than the actual instability of the slow light cavity,
and that we are rather measuring the Allan deviation of the laser-fibre combination. In
order to get a more accurate assessment of the slow light cavity’s frequency stability, one
could either cancel out the fibre noise through active feedback, or compare the frequency of
two copies of the same setup. In active fibre noise cancellation, a small portion of the light
that passes through the fibre is reflected back and the reflected light’s phase is compared to
the incident. An acousto-optic modulator can then adjust the phase accordingly, to cancel
out any phase addition from the fibre [53—57].

An alternative approach to assess the stability of a frequency reference is to compare the
frequency of two separate but similar references, which eliminates common noise sources
like reference laser noise. In this project, the plan for the future is to do a variation of this
idea, where two separate laser beams will be individually locked to separate spots on the
same crystal. With this method several noise sources might be correlated, like vibrations
and pressure, but the Brownian noise from the mirrors will be uncorrelated. This will let
us assess the stability, without requiring full environmental shielding. We have not yet
tried either of these methods, but there are plans for both, and the cavity was specifically
designed to allow the two-beam locking setup.

Of note in fig. 5.9 is that the europium experiment displayed an order of magnitude lower
deviation than praseodymium in a directly comparable measurement. This improvement
can be attributed to the narrower homogeneous linewidth and the longer hyperfine lifetimes
in europium.

Between 7 = 10725 and 107! s, there is some periodic structure. This is indicative of
an oscillating frequency, and the oscillation here appears to be around 55 Hz — potentially
acoustic noise in the setup, as we have previously seen nearby mechanical oscillations, as
discussed in section 5.3.3.
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Figure 5.9: The overlapped Allan deviation reported in paper II.

5s.2.5 Mode frequency control

As discussed in section 5.2.3, an important step to reduce the drift of the slow light cavity
is to position the mode near the centre of the window, minimizing off-resonant excitation
from ions in either edge.

In paper I, mode positioning was achieved using the wedge angle between the mirror faces
of the crystal. By translating the beam on the face of the crystal, the cavity length could be
controlled, and with it the mode frequencies. The other side of this coin is, unfortunately,
that a wedge angle this large also makes the locking scheme sensitive to variation in locking
beam position. For the europium crystal we decided on a much more parallel cavity, and
so we required a new method of mode positioning.

The frequency of the cavity modes, Ve, relative to the centre frequency of the window,
can be controlled by changing the frequency where the window is burned, vy, relative
to the peak of the inhomogeneous profile (fig. 5s.10 shows these definitions visually). The
exact relation is derived in paper II, but as a quick rule of thumb, if you have a window with
centre frequency Vyin, 1, and it has a mode at frequency Vpode, 1, then erasing the window and
burning a new one at Vyin 2 = Vyin,1 + Alyin will give you a mode at Viode 2 = Viode,1 —
(10/ng) Alin. Because of the susceptibility contribution from the inhomogeneous line
itself, this approximation is about 10 % off, but it is good enough for iterating in small
steps. Importantly for the stabilization scheme, if you can change the frequency one or
more free spectral ranges in steps of Av, then you will be able to place a mode within
noAv/ng of the zero-drift frequency in the middle of the window.

To verify this method, we burned windows at numerous frequencies V4, along the inhomo-
geneous profile, and measured the mode frequency V04, as shown in fig. 5.11.
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Figure s.10: A spectral window burned at a frequency V4, from the centre frequency v of
the inhomogeneous absorption profile. In the inset, the cavity transmission is marked in
orange. Not to scale.

5.3 Experimental details

In order for this scheme to work, a number of requirements on the cavity and the equipment
needed to be fulfilled. In this section, I will go into some of these practical considerations.

5s.3.1 Impedance matching

As described in section 2.2, in Pound-Drever-Hall stabilization a locking beam is reflec-
ted off a cavity and the reflectivity measured. On resonance the cavity reflectivity will be
minimal, so any increase in reflectivity is interpreted as a shift in frequency. For optimal
locking, it is important to maximize the contrast between signal on resonance with the
cavity mode and non-resonance. The maximum contrast for this is when the immediately
reflected electric field amplitude from the front mirror is approximately equal to that of
the light leaking out of the cavity. That way they can cancel out perfectly upon destructive
interference, leading to no total reflected field. In analogy with electrical resonance circuits,
this condition of optimal interference is called impedance matched.

For a normal cavity with no losses beyond the transmission through the mirrors, the im-
pedance matching criterion simply means that both mirrors should have equal reflectivity.
In reality, the intracavity field suffers losses from absorption in the medium and, to some
degree, scattering at the surfaces, in addition to the transmission through the mirrors. The
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Figure s.11: Top: Inhomogeneous profile of europium. Bottom: The mode frequency vy o4e
as a function of window centre frequency Vyin. Best fit of the theoretical model in grey lines.
The dashed grey line is the centre of the window, where the drift is theoretically zero, to
first order.

front mirror transmittivity should then be chosen to equal the total loss through absorption,
scattering and transmission through the back mirror. If the back mirror has (near) unity
reflectivity, the total absorbed power will then be (nearly) equal to the incoming power at
resonance [58].

To calculate the effective reflectivity of the cavity, I will use the electric-field transmittivity
and reflectivity t, r. For the mirrors, these are the square root of the intensity values, r; =
VR;, t; = \/1—R;, and the round-trip absorption can be baked into a gain grT =
exp (—aL). Note that the electric field absorption is /2, but that the round-trip length
is 2L, so the 2’s cancel out. To get the complete reflectivity of the cavity, Rcay, I look at
the electric field reflected immediately off the first mirror (£ o< ry). Then I add the light
which has passed through the first mirror once, reflected off the second mirror once and
then passed through the first mirror again (E o< (it;)*rogrr, with a phase shift 7/2 for
every mirror transmission [so, Chapter 11]). I keep going with light going & round-trips
through the cavity, squaring the final sum to get intensity reflectivity from the cavity.

2 2

o0
r
1 - t%QRTE E I'IFQIE{TI'}; (5.26)
k=0

_ W2
=r]

o
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Rcav = |r1 — tl ry grrI;
k=1
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The summation is a geometric sum, with a closed-form simplification (provided an absolute
value < 1)

2 2
r) 1 l—-r
Ry =17 |l —tigpr———| =17 |1 - 15 (5.27)
ri 1 — rigrrr: Py 1
Expressing this in the more intuitive intensity variables
2
1 - Ry
Ry = Ry |1 — (528)

,/%exp (aL) — Ry

Impedance matching occurs when this reflectivity is 0, and this occurs when the numerator
of the fraction equals the denominator, meaning
R,

1
L==-In== )
o 2nR1 (5.29)

Even if all ions within the spectral window are removed through optical pumping, there
will be some residual absorption in the centre of a window, just from off resonant absorp-

tion of ions at the edge. This absorption is roughly a, = % arctan ( %) (derived in
section 3.1). For a 40 kHz wide window, given 99 % back reflectivity and assuming no

other losses, this calculation told us we wanted the front mirror to be 90 % reflective.

5s.3.2 Cooling and temperature stabilization

In 2020, we installed a pulse tube cryostat from MyCryoFirm, with an additional closed-
cycle Joule-Thomson helium loop to cool samples down to below 2 K. A unique feature
of this specific cryostat is an inner gas cell, into which a small amount of helium can be
inserted as a transfer gas. Using this transfer gas, the entire crystal can be thermalized to
the cell, without specially designed heat transfer components.

The inner cell can be cooled to 1.5K, and has a cooling power at that temperature of
4.5mW and an RMS temperature stability of 50 pK without and 3 pK with heating tem-
perature regulation. Surrounding the inner cell is an optical plate and thermal shield kept
at 4 K, with 289 mW of cooling power. It has an RMS temperature stability of 0.9 mK
without and 50 pK with temperature regulation. Outside the 4 K shield is another thermal
shield, at 50 K, before the outer shell of the cryostat. Everything between the outer shell and
the inner cell is connected in a common vacuum, cryopumped to below 1-10~¢ mbar. [59]

The complete cooldown process takes roughly 30 hours, though we have at times seen
slower cooldowns, especially when there is a large amount of cabling connecting the stages.
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Figure 5.12: Crystal assembly for experiments in europium cavity.

5.3.3 Mechanical isolation

The crystal was suspended in a custom-made cradle, pictured in fig. 5.12b, where it was
mechanically isolated from the rest of the setup. It was designed in a way that allowed
us to fine adjust its position and angle, without placing the crystal in rigid mechanical
contact with the rest of the cryostat. A stainless steel platform was screwed to the bottom
of the cryostat cell lid. To the platform, a polyether ether ketone (PEEK) part, which I
will be referring to as the assembly’s zor50, was attached via a spring. The spring was kept
in tension by three set screws, which formed a kinematic base: One screw indexed against
an indentation in the platform, and another against a groove, completely restricting sliding
and rotation between the two parts. This way, the three screws could be individually turned
to control the precise angle and height of the torso.

In a central cavity in the torso lay a dampening pillow, and on top of that pillow rested a
PEEK bracket, which extended down below the torso. Between the ends of this bracket, a
pair of filed down set screws formed a shelf, where the crystal was placed for experiments.
In this way, the crystal was only in mechanical contact with the cryostat and the rest of
the environment through the dampening pillow. Two pairs of set screws were fixed in the
torso, and one pair that could be affixed in the transverse direction. These screws could be
used to minutely nudge the top of the bracket and then retracting to stay out of contact,
allowing fine control of its position relative to the torso. In hindsight, most of the built-in
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positioning mechanics were over-engineered. Especially the position of the bracket relative
to the torso was mostly done by hand and by eye, and in the end the precision mostly
seemed down to how carefully one could lower the entire assembly into the cryostat cell.

Separate to the torso, the circuit board used for RF erasure was mounted to a pair of PEEK
mounts, in turn hanging off nuts, fixed to bolts screwed directly to the platform. The height
of the circuit board could be adjusted by turning the nuts. This separation was necessary as
the RF coil needed to surround the crystal, while maintaining as small an area as possible
to maximize the magnetic field output. In order to position the crystal inside the coil and
out of mechanical contact with it, we needed them to be positioned separately.

During exploratory experiments, an issue was discovered wherein the crystal was rocking
back and forth on a 47 Hz frequency. The source of this noise was never conclusively iden-
tified, though it could be measured in the lab with a microphone. It appeared as if this fed
some resonance in the holder causing quite large (= 100 prad) horizontal gyrations. This
rotation caused issues both for alignment of the reflected beam and for measurements of
the cavity modes. Since the resulting frequency shifts were on the order of 10 kHz, long
and repeatable stabilization experiments would have been difficult. Our hypothesis is that
the ball of thin copper wire we had until then used as a dampening pillow either did not suf-
ficiently dampen acoustic vibrations, or even introduced a pivot around which the bracket
could rotate, creating a new mode of vibration. In order to combat this, the copper pillow
was replaced by a 3 mm thick square of dampening open-cell (“high temperature”) poly-
imide foam from McMaster-Carr. After this replacement, the magnitude of this vibration
was much lower, though some mechanical noise could still be identified in the feedback
signal when locked.

5.3.4 Spectral tailoring

In previous experiments using spectral tailoring for quantum information purposes, the
same beam could often be used for both creating the spectral structures by hole burning
and experimenting on those structures. When introducing the reflective cavity, however,
burning along the optical axis turned out to be ineffective. Not only was much of the in-
tensity lost in reflection off the first mirror but, more importantly, the cavity modes caused
spectral and spatial high and low intensity spots due to standing waves in the cavity. To-
gether with slow light-induced non-linearities, this led to a highly unrepeatable experiment:
a recipe that lead to good hole burning one day might, due to miniscule changes in position,
angle and focus, be completely unusable the next.

Instead, the experiment geometry was updated to allow an orthogonal beam to irradiate
the entire crystal. This side burning made it possible to repeatably tailor the whole crys-
tal, without cavity effects. Initial experiments with this geometry discovered that simply
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Figure 5.13: A 30 kHz wide spectral window burned in europium, using the fibre coupled
side burner. The two colours correspond to measurements taken using two different de-
tector gain settings, to capture the large dynamic range. The black line is the theoretical
absorption profile for a perfect square population window.

expanding a burning beam and illuminating the entire crystal did not quite lead to perfect
removal of the ions throughout. We hypothesized that the cause of this residual population
was interference effects near the mirrors. Coherent light at grazing incidence will cause a
band of low intensity near the mirror, where the ions will simply never be excited. We dis-
covered that the residual population could be removed to a large degree if the side burning
beam was diffused and spatially modulated — in the prascodymium experiment this was
realized by inserting a piece of lens tissue in the beam path and dithering the beam angle.

In the new cryostat, described in section 5.3.2, only one optical axis was available, making an
open air beam geometry impossible. Even if such a geometry could be used, the europium
crystal is prohibitively large, and it would be difficult to effectively burn it in its entirety.
In order to still utilize the side burning geometry, a fibre-coupled burner was designed,
shown in fig. s.12a. Light is coupled into a multimode fibre, which is threaded through
fibre throughputs on the cryostat. On the output, the light is collimated by a GRIN lens,
reflected by a prism and directed onto an engineered diffuser. This engineered diffuser
spreads the light into a sheet (in the plane orthogonal to the burning direction). Finally,
a rectangular piece of diffusive plastic, part of a commercially available LED backlight
module, scatters the light diffusely, some of it into the crystal, and some of it towards the
back and sides. Surrounding the diffusive plastic is a sheet of reflective material, to give this
lost light more chances to help the burning process. What comes out is a physically wide,
diffusive light. This geometry worked well, allowing us to burn structures like fig. 5.13.

In order to ensure that no speckles remained over time we also designed and built a fibre
mode scrambler, inspired by Ref. [60]: A brushless motor with an offset weight load was
tied up in a web of elastic cords, such that it would shake when the motor spun. Wiring the
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fibre between the elastic cords would cause a fluctuation in which fibre modes are excited,
which would hopefully over time average out the speckle effects on the output of the side
burner, like the dithering did for the praseodymium experiment. Unfortunately, this mode
scrambler could never quite be shown to work — it always left worse windows rather than
better. Our leading hypothesis is that the scrambler vibrated at too high a frequency and
amplitude, even when the motor was running on the lowest speed, widening the spectrum
of the burning laser and attenuating the transmitted light. The measurement of the mode
matching criterion in paper II, performed without the mode scrambler, gave an estimate
of remaining absorption in the middle of the window. The results indicate that a very
small portion, probably less than 0.02 %, of the ions remained unburned anyway, so we
left further experiments with mode scrambling to the future.

5.3.5 Erasure

After a successful lock, or any other probing of the spectral structure, it will be perturbed
by resonant and off-resonant excitation, and with time the structure also degrades by hy-
perfine relaxation — though this effect will be very small in europium thanks to its long
hyperfine lifetimes [37]. This degradation is the source of the first order drift as discussed
in section 5.2.3. In order to achieve repeatable experiments, and in the end a sustainable
stabilization scheme, it is important that the spectral structure can be reset. Simply burning
at the same frequencies again is not sufficient, as it will not affect ions which have relaxed
to other frequencies.

Time erasure

The simplest way to reset the structure is to just wait for hyperfine relaxation to bring the
ions back into their natural distribution. In many atomic species there is no choice, as this
will inevitably happen over the course of an experiment. But the property that makes our
specific materials, prascodymium and europium, especially useful for laser stabilization —
their long hyperfine lifetimes — is a problem for this idea.

The natural lifetime of structures in Pr’*:Y, SiO; is a few minutes [49], though this was in
our experiments intentionally increased by applying a magnetic field. Waiting that long
between runs in an experiment is an inconvenience. In Eu**:Y,SiOj, the corresponding
lifetime has been measured to be on the order of weeks [37]. Anecdotally, it was not unusual
during our lab runs to return to the lab after a good night’s sleep, or to a specific frequency
days after it was last used, to find a spectral window already in place. Clearly, time erasure
is not a viable method for this application.

i, A
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Thermal erasure

The lifetime is heavily temperature dependant, and above 20 K, the lifetime in europium
is less than a second [45]. This is of course short enough that one could realistically ther-
mocycle the crystal to erase all structure in the absorption profile.

Unfortunately, this kind of short term changes in temperature still takes some time to
perform in a cryostat like ours, on the order of half an hour both ways. Additionally, there
is always a risk that thermal cycling incurs some thermal or mechanical hysteresis, reducing
the repeatability of experiments.

Optical erasure

One possible solution is to use a laser that is tunable over a wide enough portion of the
inhomogeneous profile and iteratively exciting all the ions, allowing them to settle in their
natural distribution. A version of this optical erasure scheme has been used in previous
spectral tailoring experiments. Unfortunately, as discussed in section §.3.4, there is func-
tionally no optical access for this kind of operation along the locking axis because of the
mirror coating. Instead, this erasure scheme would need to be carried out in the orthogonal
direction, and over the entire crystal.

Y,SiO;has a unit cell with volume V, = 0.8805 nm?, in which resides sixteen Y3* atoms,
eight in each of two optically distinguishable sites (as discussed in section 4.1.1). Of these

Y?* jons, our crystal has 1 % replaced with Eu?*, which across the entire crystal means N =

 @21x14x15mm’
1%:8 0.8805 nm3
those ions lie within the frequency region where they would need to be excited at least once

to erase the structure. The total energy absorbed would be E g = N - 10% - hv = 14J
for each excitation pulse, of which we would need several. To put this in context, the total

= 4-10%° Eu?* ions in each site. For simplicity, let’s say about 10 % of

available cooling power of the cryostat’s inner cell is 4.5 mW, and it would therefore take an
hour just to dissipate the heat of one of the erasure pulses. Even in the best case, erasing like
this would take several hours of continuous irradiation. With an inhomogeneous profile as
wide as that in our europium crystal comes the additional issue that the erasure laser would
need an extremely wide sweep range. While we can tune our laser over tens of nanometres,
we can not seamlessly tune it this far, without manual intervention and a certain amount
of hysteresis.

RF erasure

To get around these problems, we opted for an erasure scheme as described in paper IV,
where a field is directly coupled to the ground state hyperfine transitions, rather than indir-
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ectly across the optical transition. The field is generated by a coil surrounding the crystal,
which is driven by an electronic oscillator. In the prasecodymium crystal, this was tested
in a broadband configuration, where all transitions were driven in tandem by a broadband
RF field — really a sample QPSK communication signal, but effectively a pseudorandom
phase modulated signal. This RF signal was amplified and fed through a coaxial cable into
the cryostat where the cable was separated out into two leads, coiled one turn each around
the crystal. We made sure that the coiling direction for each of the leads was correct, so
that the generated magnetic field would add constructively. A coaxial cable then carried
the signal out of the cryostat and into a 20 dB RF attenuator and a 50 §2 terminator, to
ensure a potential difference between the two leads. We determined experimentally that
20 ms of this treatment was sufficient to satisfactorily reset our structures.

For the europium experiments, this broadband scheme became less viable for a number of
reasons: Europium has larger hyperfine splittings and smaller magnetic dipole moments,
and the crystal is larger. This means the antenna needs to cover a larger frequency range and
output more power. Instead of the simple broadband antenna, a tunable antenna was cre-
ated, described in paper III. The resonance frequency of this antenna could be successively
tuned using switched capacitor banks to in turn be resonant with each of four transitions
— two per isotope — and was therefore capable of generating a larger magnetic field without
dumping that much more power as heat in the cryostat. Simultaneously, the impedance of
the circuit was tuned to be impedance matched with the signal generating circuit outside
the cryostat, avoiding losses in the cables.

Paper III concerns the electronic device in itself, and we evaluate the operating frequency
range, quality factor and magnetic field at room temperature and 1.5 K. In paper IV we
studied the effect this erasure had on our ions. By burning spectral windows in europium
and burning back specific ion classes, we measured the linewidth for each of the four ground
state hyperfine transitions. We could then calibrate RF pulses to perform 7 /2-transfers
between the ground state hyperfine levels, erasing the majority of a structure with a handful
of pulses. The remaining structure, unfortunately, took many pulses to erase. This is likely
due to the [+£3g) — [+3g) transition in Eu, which was so broad and had such low
absorption that it was difficult to detect and calibrate. The pulse area for this transition
appears to have not been very close to g, and if we underestimated the spin broadening our
sweep range may have been a bit too small. On top of this, the quality factor and efficiency
of the antenna decreases at large frequencies, meaning that the magnetic field strength was
lower at this transition frequency, where we would have needed it more. Running many
shots of erasure was nevertheless a practical, if somewhat slower than hoped, solution to

the problem.
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Figure 5.14: Schematic sketch of the optical and electrical setup for the laser locking exper-
iments in europium.

5.3.6 Servo

In the praseodymium experiment, PDH locking was performed using an analogue laser
servo (Vescent D2-125) driving a voltage controlled oscillator for the feedback. For the
europium experiment, we realized it would be more flexible and future-proof to use a Field-
programmable gate array (FPGA). Since we would be locking to such narrow and stable
modes, we could accept the downside of lower bandwidth for a digital solution. A mostly
ready-made solution for this had already been designed at NIST [61], using an FPGA from
Koheron.

Figure 5.14 shows the general setup for these experiments, including a rough schematic of
the optics. An acousto-optic modulator (AOM) shifted the frequency of the incoming laser
light by 40 MHz. Part of the light was split off for the locking loop, while the majority was
fed to the side burner assembly (section 5.3.4) for spectral tailoring. A 10 kHz modulation
signal from the FPGA drove an electro-optic modulator (EOM), which applied sidebands
to the locking laser before it was reflected off the cavity. The reflected light was captured by a
photodetector and digitized, and a Pound-Drever-Hall error signal generated as described
in section 2.2, mixing the reflection signal with a phase-shifted copy of the modulation
signal to create a slowly varying variable representing the phase difference between the
two signals. After low-pass filtering, this error signal was fed to a digital PID controller,
the output of which controlled the output frequency of a numerically controlled oscillator
(NCO), which in turn drove the frequency-shifting AOM, closing the feedback loop.
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5.3.7 Laser source

These experiments were all performed using a Coherent 699-21 ring laser with a 6 W diode
pump laser and rhodamine 6G as the gain medium. This laser was locked to a ULE cavity
and stabilized to a linewidth believed to be on the order of 10 Hz, using an intracavity
EOM, a piezo tweeter mirror and a galvo controlled interferometer (in order of decreasing
frequency bandwidth).

5.3.8 Locking power

Minimizing drift includes minimizing the locking power used, as this causes off-resonant
excitation (section 5.2.3). At the same time, there is a minimum power necessary to stabilize
a laser to a specific level, given by noise sources in the setup.

Appendix C of paper I uses Ref. [28] to derive an expression for the shot-noise limited Allan
deviation o, (note that paper I uses a convention with a non-normalized Allan deviation,
I am correcting by a factor v here to be consistent with Ref. [52]):

() = 1 /hl/ AV (5.30)
oy\T \/274 v ’ 5-30

where 7 is the averaging time, h is Planck’s constant, v is the laser frequency, P, is the

carrier power of the locking beam and Av,, is the cavity linewidth. Isolating P, gives

1 1 hAVZ,
27’ 16 yo'y( )2 '

c (5-31)

Setting a target Allan deviation of o(1s) = 1- 107! allows me to calculate a necessary

carrier power given a linewidth Avg,, = 3kHz, P, = 1.2nW.

This power should be raised to compensate for detector noise, which is quoted for our de-
tector as y1 = 15 fA /v/Hz at our modulation frequency Vpoq = 10 kHz. The modulation
depth is set to the optimum derived in Ref. [28], so the power in each of the sidebands
Py = 0.42P,. This gives rise to a signal current

. 2Pygq
s = hv

= 0.47nA (5.32)

with elementary charge ¢, assuming unity quantum efficiency. To get the same signal-to-
noise ratio including the amplifier noise, the detector current must increase to

is 2 4

Z.comp = + Zs + fﬂ = 0.86nA . (533)
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Using the quoted diode responsivity for our diode p = 0.35 A W™, the sideband power

required to achieve this current is Ps comp = %comp/(2p), and the total locking power
becomes
1
Pcomp = (2 =+ 042) Ps,comp =54nW . (5-34)

In experiments, we predicted narrower cavity modes than this, and therefore used less lock-
ing power (approximately 2.5 nW). Together with poor cavity coupling, this means the
stability of the lock could likely be improved with increased locking power.
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Chapter 6
Conclusions and outlook

Wer viel misst, misst viel Mist
(English: Whoever measures much, measures much manure)
(Scanian: Mdter man méed, méiter man méed mig)

— German proverb

6.1 Conclusion

The goal of this project was to establish, improve and evaluate slow light laser frequency
stabilization, locking the frequency of a laser to the modes of a slow light-enabled cavity.
By spectral tailoring, we established semi-permanent spectral transparency windows in a
rare-earth ion doped crystal, causing large dispersion. In a cavity constructed by depositing
mirrors onto the faces of this crystal, the cavity mode widths were narrowed by this disper-
sion, to the point where they were comparable with those of a thousands or hundreds of
thousands times longer cavity.

I have shown that this method reduces sensitivity to length changes, which suggests that it
may help combat the limiting factor to state-of-the-art laser frequency stabilization, Brownian
length uncertainty. The slow light stabilization scheme introduces new sources of frequency
drift, primarily a power-independent drift from hyperfine cross-relaxation deteriorating the
transparency windows, and a drift caused by off-resonant excitation in the window edges
by the locking beam, but I have demonstrated methods by which these drift sources can be
minimized.

An important step on the way to perfecting this scheme was the creation of a cavity with a
spacer made from Eu?*:Y,SiOs, a material where the hyperfine cross-relaxation is essentially
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negligible due to its long hyperfine lifetimes. Additionally, the ions’ narrow homogeneous
linewidth means spectral windows can be made very narrow and with steep edges, increasing
the slow light effect. In creating this cavity, we decided a number of design parameters
through iterative calculations and measurements.

In order to use this cavity we developed a side-burning geometry, and built a fibre coupled
burner which allowed us to efficiently create spectral structures throughout the entire crystal.
We also designed and evaluated an RF erasure circuit to quickly reset these structures for
repeated experiments.

The resulting cavity modes display a @ factor in excess of 10'!. When stabilizing a laser
to these modes using Pound-Drever-Hall locking, we measured a drift rate at the Hzs™!
level, and the currently limiting source of drift can potentially be reduced by five orders of
magnitude with appropriate experimental means.

6.2 Delays and complications

I started this programme in April 2019, with an initial plan to finish in 4.5 years (4 years
of studies and research, plus 10 % teaching). As evident from the fact that 'm writing this
document 5.5 years later, complications appeared along the way.

One of those complications was the fact that I enjoy teaching. This is a dangerous thing to
admit in a department that desperately needs lab and exercise supervisors.

The second, more serious, complication appeared in 2020 with the COVID-19 pandemic.
This caused slow-downs in every part of the project: Lab work was cancelled or slowed down
to accommodate social distancing rules. Teaching was forced to take on new shapes, which
increased the time requirements. Deliveries from and communications with international
suppliers and collaborators were delayed — Sweden’s famously lax position does not help,
when your cryostat is being manufactured by a company in locked-down France. I count
myself among the lucky ones who did not catch the disease itself until after vaccines became
available, but my productivity was certainly hampered by slowdowns in communication
within the group, as we all needed to work from home for months.

Finally, this is a complicated experiment, with many interlocking parts. Many times we
found ourselves locked behind one broken piece of equipment or another. It was only when
the laser, cryostat, crystal mount, optics, and electronics were simultaneously available and
operational that we could take any measurements.

For these reasons, and because of a few experimental missteps which do not need to be
recounted, many of them mine, my involvement in this project ends short of the initial
goal: To truly demonstrate a record-breaking laser stabilization scheme. The data we did
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collect (presented in papers II to IV), all came in at the last hour — literally, for some of
it. As disappointing as it is to be this close to the finish line, believing without conclusive
evidence to have already crossed it, at least I know there are people continuing the research.

6.3 Outlook

A true evaluation of the slow light laser frequency stabilization scheme would require a more
stable reference than the laser used in our experiments. Every measurement of frequency
is really only stable relative to a reference, and the limiting factor in our case has mainly
been the fact that the input laser passes through a long optical fibre. This broadens the
linewidth to the point where our experiment mostly measured the laser’s stability. One
way around this problem is fibre noise cancellation [57], in which the noise induced by
the fibre is compensated using an AOM. Another possibility, which we have planned for
from the start, is to not compare your sample to a better reference, but to another identical
sample. In our scheme, this would take the shape of placing one locking beam on each of
two distinct spots on the crystal face, and doing separate PDH locking on each of them.
Then their drift and variation could be measured relative to each other. This will cancel
out all common error sources such as input laser linewidth and slow mechanical noise, but
allows us to measure the Allan deviation resulting from Brownian frequency noise, as this
will be completely uncorrelated between the two spots on the crystal.

In future experiments, it will be crucial to get the mode better centred in the window. The
best centred mode we managed to lock to was 2 kHz from the middle of the window, but
it should in principle be possible to get it under 1 Hz. This would only require more lab
time, a commodity we sadly ran out of.

An experiment which we prepared for several times but which never came to fruition for
practical reasons is an experimental verification of the slow light reduction of angle sensit-
ivity. The setup to measure this would consist of two flat mirrors and two identical lenses
arranged as mirror, lens, mirror, lens, crystal, such that the distance between each pair of
components is the same, equal to the focal length of the lenses, f. Because the total distance
covered is 4 f, this device is called a 4 f-setup. The purpose is to uncouple the angle and
position of the probing beam — adjusting the angle of the first mirror will only affect the
angle at the crystal face, and adjusting the angle of the second will only affect its position.
To measure the angle sensitivity, we can put the first mirror in a motorized mirror mount,
and measure the PDH feedback signal for a locked beam while varying the mirror angle.
The difficulty in this experiment comes down to guaranteeing that the frequency shifts res-
ult from angle changes, which requires a carefully assembled and calibrated 4 f setup. For
this reason this experiment was often scrapped for time.
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We mostly treated the fast light effect as an opportunity to develop our spectral control, and
did not spend too much energy evaluating potential practical uses. From the success of this
experiment, it seems Eu’*:Y,SiO; is a good candidate for implementing any such uses that
arise. Investigating a fast light cavity as a white-light interferometer with increased, rather
than reduced, sensitivity to length changes could be an interesting future project.

It is worth noting that the slow light stabilization scheme is not in direct conflict with the
other strategies to decrease frequency noise under investigation, discussed in section 2.1.
Slow light frequency stabilization could, for instance, very well be performed in a longer
cavity with crystalline mirrors, and both colder temperatures and larger beam areas are
beneficial rather than detrimental to the technique.
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Abstract

Length changes due to thermo-mechanical noise originating from, for example, Brownian motion
are a key limiting factor of present day state-of-the-art laser frequency stabilization using
Fabry—Pérot cavities. We present a laser-frequency stabilization concept using an optical cavity
with a strong slow-light effect to reduce the impact of cavity length changes on the frequency
stability. The resulting noise-reduction factor is proportional to the ratio between the light phase
and group velocities in the highly dispersive cavity spacer. We experimentally demonstrate a
proof-of-principle implementation of this laser-frequency stabilization technique using a
rare-earth doped crystalline cavity spacer in conjunction with semi-permanent spectral tailoring
to achieve precise control of the dispersive properties of the cavity. Compared to the same setup in
the absence of the slow-light effect a reduction in frequency sensitivity of four orders of magnitude
was achieved.

1. Introduction

Precision frequency stabilized lasers are a fundamental component of modern metrology. They serve as a
local oscillator in optical atomic clocks [1], and are at the heart of interferometer based tests of fundamental
physics, such as gravitational wave detection [2] and tests of relativity [3, 4]. State-of-the-art frequency
stabilization is performed using Fabry—Pérot (FP) cavities in conjunction with the Pound—Drever—Hall
(PDH) lockin