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ABSTRACT

Software engineering practices, including continuous integration, continuous test-
ing, and continuous deployment, aim to streamline and automate the software de-
velopment process. A cultural and professional movement that builds upon con-
tinuous practices, DevOps, seeks to bridge the gap between development and op-
erations. By fostering a collaborative environment, DevOps supports faster, more
frequent, and reliable software releases, inherently promoting agile methodologies
throughout the software development lifecycle.

By introducing agility, there is a higher risk of operational failures in cloud-
based software systems. Recognizing this challenge, the objective of this thesis
is to understand and present approaches for mitigating the cascading effects of
operational failures across interconnected system components. In collaboration
with two Swedish companies, we investigated how proactive monitoring strategies
inspired by state-of-the-art machine learning (ML) solutions can prevent failure
propagation and ensure seamless system operations.

The conducted research activities span from practice to theory and from prob-
lem to solution domain, including problem conceptualization, solution design, in-
stantiation, and empirical validation. This complies with the main principles of
the design science paradigm mainly used to frame problem-driven studies aiming
to improve specific areas of practice.

The main contributions of this thesis are threefold. First, an in-depth overview
of operational challenges and matching solutions in cloud-based software systems,
focusing on alert management and monitoring data through two case studies and
extensive literature reviews. Second, a proactive alert strategy called autonomous
monitors to enhance early detection and prevention of operational failures. Finally,
the practical applicability of these monitors is confirmed via empirical studies,
highlighting their effectiveness in various industrial contexts.

We demonstrated the practical effectiveness of the proposed ML-based moni-
toring solution to pave the way for its widespread adoption for enhancing DevOps.
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THE SECRET TO A SMOOTH
DIGITAL EXPERIENCE

Adha Hrusto, Department of Computer Science, Lund University

In today’s digital world, everyone expects websites and applications to work
seamlessly without any glitches or downtime. But behind every click, swipe, and
tap is a complex infrastructure that needs to run smoothly. However, ensuring this
smooth digital experience is a complex challenge. Imagine this as a bustling city
where data, like people, moves around seamlessly. Yet, just like in any city, things
can go wrong – traffic jams (slowdowns), power outages (crashes), or roadblocks
(errors). My research focuses on creating an intelligent system that acts as the
world’s best city planner and traffic monitor rolled into one, ensuring everything
in our digital city flows perfectly.

Traditional methods wait for a problem to happen before fixing it, like waiting
for a car to break down in the middle of the road before deciding to do regular
maintenance checks. This reactive approach can be costly and frustrating for ev-
eryone relying on these digital services. In my work, I propose and implement a
smarter, proactive strategy. It is a technical solution that predicts where and when
the digital city’s flow might get disrupted, allowing us to fix potential problems
before they even occur and escalate. This is like having sensors and cameras all
over the city that alert the maintenance crew to a potential issue, a flickering street
light or a developing pothole, so they can address it during the night, preventing
any disruption to the city’s daily life.

This innovative approach brings several benefits. For users, it means fewer
interruptions while shopping online, streaming videos, or scrolling through social
media, creating a smoother and more enjoyable digital experience. For businesses,
it translates into higher customer satisfaction and trust, including savings from
avoiding the high costs associated with fixing emergencies and compensating dis-
appointed customers.

Looking forward, the implications of this research extend beyond just keep-
ing our digital experiences smooth. They lead to a future where technology self-
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adjusts and improves continuously, making our reliance on digital services more
seamless and integrated into our lives. Just as urban planners dream of cities where
traffic flows without congestion and services are always available, my research en-
visions a digital world free from disruptions, where technology anticipates and
meets our needs effortlessly.

As we move towards this future, my research work opens up exciting possi-
bilities for how we design, manage, and interact with the digital landscapes that
have become central to our daily lives. The secret to a smooth digital experience
resides in anticipating and preventing problems before they arise, ensuring our
digital world is as resilient, reliable, and responsive as the best-planned cities.
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INTRODUCTION

Continuous software engineering (CSE) embraces continuous practices such
as continuous integration, continuous testing, continuous deployment, continuous
run-time monitoring, to support and enhance the entire software life-cycle all the
way from the business strategy to the final software product. Another term, closely
related to continuous practices and more often used in industry, DevOps, stands for
cross-functional collaboration between development (Dev) and operations (Ops)
and complements continuous practices by stressing the importance of collabora-
tion and culture in software development environments. Automation and moni-
toring are additional dimensions of DevOps [145], also highly important within
CSE. Thus, automation infrastructure is a means of achieving continuity of CSE
activities while run-time monitoring in operations monitors the health and perfor-
mance of the deployed software through continuous measurements. Accumulated
monitoring data may provide particular insights into development, e.g., timely ex-
posing unusual discrepancies in performance metrics. Accordingly, analyzing and
managing operational data is of high importance for providing fast and valuable
feedback to development, which was the focus of the research we conducted in
this thesis.

While continuous integration and continuous deployment (CI/CD) practices
significantly reduce the time to market for new features by enabling more frequent
releases, they can introduce challenges in maintaining consistent quality due to
insufficient testing [189]. This consideration is even more critical in the context of
complex, cloud-based software ecosystems with possible dependencies on third-
party services. Here, a minor quality issue in one component can trigger a domino
effect, potentially compromising the functionality and reliability of the system as a
whole. Thus, development and operation teams mainly rely on various monitoring
tools and dashboards to discover bugs, glitches, or performance degradation before
they escalate and cause more severe consequences. However, monitoring highly
complex software systems, e.g., consisting of dozens of microservices, might be
challenging as the volume and complexity of monitoring data increase over time
with the software system evolution. Therefore, collected monitoring data in such
systems may burden operations and cause information overflow, e.g., alert flooding
or storm [252] in the feedback loop to development.
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The main objective of this thesis is to understand and address challenges on
the borderline between development and operations related to monitoring data
overload and alert management with an overarching goal of enhancing DevOps
practices. The solution focus was on applying state-of-the-art machine learning
(ML) approaches in order to achieve proactive monitoring. This included con-
tinuous monitoring of multidimensional cloud-based software systems to identify
and resolve potential issues before they impact performance or availability. For
this purpose, anomaly detection (AD) techniques were employed to discover de-
viations in high-volume data [50, 96] and to identify early signs of operational
failures. This was complemented with the prediction for root cause analysis by
the large language model (GPT-3.5) utilizing log data. All relevant information
regarding detected anomalies in specific performance metrics, including their cur-
rent values, thresholds, and suggestions on how to approach resolving raised is-
sues, were reported in the form of the smart alert to development. In this way, by
timely reporting interpretable alerts, cascading effects of operational failures could
be prevented.

The research was designed to integrate insights from both the practical chal-
lenges faced by the industry and theoretical perspectives from existing literature,
aiming to address these challenges with ML solutions for proactive monitoring.
A valuable aspect of the research project was the collaboration with two Swedish
companies, providing a unique opportunity to conduct the studies in real-world
industrial settings. These companies are referred to as the first case company and
the second case company throughout the introduction for clarity and confidential-
ity. The first case company operates in the public transportation sector, focusing
on ticket management and sales. The system analyzed here exemplifies a mi-
croservice architecture with distributed monitoring capabilities, offering a specific
context to explore monitoring challenges and data management in operational set-
tings. The second case company specializes in developing Product Information
Management (PIM) software solutions. Their system enables customers to manage
product information efficiently, enhancing their online sales and marketing strate-
gies. Despite differences in functionality, this system shares cloud architecture and
environmental similarities with the first, allowing for a comparative analysis that
extends the research’s applicability across different operational contexts.

Through these collaborations, the research was able to bridge theoretical knowl-
edge with practical industrial applications, leading to a comprehensive exploration
of ML-based solutions tailored to proactive monitoring within these two distinct
yet technically interconnected environments. It combines novel frameworks for
advanced alert management with practical engineering implementations to address
monitoring challenges and data overload in continuous software engineering. Con-
tributions of this thesis are threefold:

• C1: A comprehensive understanding of operational challenges in the con-
text of large-scale software systems through two case studies. These studies
led to the definition of problem constructs focusing on alert management
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strategies and monitoring data usage, which is crucial for designing match-
ing solutions. Extensive literature reviews enabled a theoretical understand-
ing of the problem domain and provided the foundation for developing cor-
responding solutions.

• C2: A novel proactive alert strategy, named autonomous monitors, inspired
by detailed observations of cloud-based software systems and most recent
academic findings. This strategy aims to detect operational failures early and
ensures continuous monitoring, enhancing the ability to predict and prevent
anomalies before they disrupt operations.

• C3: The effectiveness and applicability of autonomous monitors were val-
idated through empirical evaluations in two case companies and a survey
assessing their use in various industrial settings. This research confirms the
utility and adaptability of the proposed solution, marking a significant con-
tribution to the field by demonstrating its potential benefits in real-world
industrial, cloud-based environments.

1 Background and Related Work

This section provides a comprehensive overview of foundational concepts shap-
ing modern software engineering according to the state-of-the-art literature. The
scope of presented concepts spans from problem to solution domain, as studied in
this thesis. The problem domain includes continuous engineering activities, with
a primary focus on continuous monitoring and the challenges associated with bal-
ancing fast releases and software quality while considering the complexity and
dimensionality of software systems. The solution domain examines proactive alert
strategies based on anomaly detection, emphasizing the significance of early iden-
tification and mitigation of potential failures. This is particularly critical for high-
dimensional software systems, where a failure in one component may trigger a
cascade of issues impacting other components and the system’s overall health. Ac-
cordingly, we present the most recent and relevant solutions in this domain, which
guided our research towards practical implementations and evaluations within the
studied context of two case companies.

1.1 Continuous Software Engineering

Continuous software engineering provides a set of continuous activities needed for
an iterative software development process with accelerated delivery. As shown in
Figure 1 by Fitzgerald and Stol [55], CSE spans across three domains: business
strategy, development, and operations.

The software product creation starts with business strategy and planning, fol-
lowed by technical implementation, deployment, and continuous execution in op-
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erations. This is accomplished in several cycles, where BizDev and DevOps, con-
necting the three domains, ensure a continuous flow of information between busi-
ness strategy and development, and development and operations, respectively. In
this way, any discontinuities between sales/marketing expectations, development
decisions, and users’ satisfaction are eliminated [55].

DevOps gains more attention than BizDev as it is more frequently used within
both academic and industrial circles. A common interpretation of DevOps [207]
is that it is about culture, tooling, and processes and aims to improve collaboration
and integration between team members, including developers, managers, opera-
tional personnel, and everyone involved in product creation and deployment. This
means that DevOps is defined by four principles: collaboration, automation, mea-
surement, and monitoring [146].

As shown in Figure 1, the three domains are represented with continuous prac-
tices required for planning, developing, and operating software. In the conducted
research work, the focus was on the linkage between development and operations,
thus, the corresponding continuous practices are further explained:

• Continuous Integration (CI) is an automatically triggered process of inter-
connected steps, including code compilation, execution of automated tests

Business Strategy Development Operations

Continuous Improvement

Continuous Exper imentation and Innovation

Continuous Evolution

Continuous Compliance

Continuous Secur i ty

Continuous Testing

Continuous Deliver y

Continuous Integration

Continuous Deployment

Continuous Budgeting

Continuous Planning

Continuous Use

Continuous Trust

Cont inuous Run-Tim e 
Moni tor i ng

BizDev DevOps

Figure 1: A holistic view on the continuous activities adapted from Fitzgerald and
Stol [55]
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on unit, integration, system and acceptance level, validating code coverage,
and building deployment packages [208].

• Continuous Testing (CT) is an uninterrupted process of running automated
tests on the latest version of the software. Its main purpose is to help reduce
the time between the introduction of errors and their detection.

• Continuous Deployment (CD) is an automatic process of reliable deliver-
ing software to the customer environments as soon as new code is devel-
oped [208]. According to Rodríguez [177], the CD has roots in Agile Soft-
ware Development (ASD) as agile methodologies are based on the same
principles of delivering valuable software continuously while accelerating
development processes.

• Continuous Delivery ensures that code is always in a deployable state after
automated testing, but the decision to release is manual. Unlike continu-
ous deployment, which automatically releases updates, continuous delivery
allows teams to decide when to release updates [55].

• Continuous Run-Time Monitoring (CM) is a continuous activity of moni-
toring running software services, which may enable tracking their health sta-
tus and timely detection of various malfunctions [55] while collected moni-
toring data may serve for improving development processes [30], generating
or prioritizing test cases [170, 211], or detecting anomalies [96].

• Continuous Improvement is a data-driven activity for improving software
quality and increasing customer satisfaction by utilizing data generated in
the CI/CD pipeline to drive decision-making and eliminate waste.

Another term, mostly used among practitioners, that encompasses the afore-
mentioned continuous activities is continuous integration/continuous deployment
(CI/CD) pipeline. It is considered a set of automated steps designed to streamline
and accelerate the delivery of software. The effectiveness of the CI/CD pipeline
is further enhanced by DevOps principles [207], which promote a shared cultural
mindset among development and operations teams. These principles are essential
for maintaining a seamless and uninterrupted flow of responsiveness within the
pipeline, enabling teams to rapidly address issues and implement changes without
compromising quality or stability. By integrating CI/CD with DevOps, organi-
zations can achieve a higher degree of efficiency, agility, and reliability in their
software development and delivery processes [199].

Implementation of the continuous practices may bring various benefits to soft-
ware development environments such as [177]: 1) shorter time-to-market due to
the higher frequency of release cycles; 2) improved release reliability achieved
with a narrower test focus since each deployment introduces only a limited amount
of code while also relying on rollback mechanisms; 3) instant feedback from auto-
mated infrastructure that enables discovering, locating, and resolving issues more



6 INTRODUCTION

rapidly, utilizing both pre-deployment extensive testing and post-deployment run-
time monitoring; 4) increased developers’ productivity as they can only be oriented
on the development of new features while relying on the automation infrastructure
and feedback from operations for discovering bugs and various anomalies.

In the next subsection, we briefly present various cloud deployment models
and their significance in contemporary software architecture, setting the stage for
understanding the systems analyzed within the case companies studied in this the-
sis. Further, we narrow our focus to continuous run-time monitoring since it has
an important role in the feedback from operations to development and providing
valuable alerting notifications to development in case of detected anomalies, which
was recognized as crucial in addressing identified problem instances in case com-
panies.

1.2 Cloud Deployment Models

In today’s rapidly evolving technological landscape, the adoption of cloud comput-
ing has become increasingly common for modern software systems. Cloud com-
puting offers various deployment models that provide flexibility, scalability, and
cost-effectiveness for organizations. One widely used deployment model is the
public cloud, where services and infrastructure are provided by third-party cloud
providers, such as Amazon Web Services, Microsoft Azure, and Google Cloud
Platform [203]. With public clouds, services are available through a public cloud
service provider that hosts the cloud infrastructure, and customers don’t have any
control over the located infrastructure. Another deployment model is the private
cloud, which is dedicated to a specific organization and hosts applications that are
relevant to its business operations. Private clouds offer organizations more con-
trol over their infrastructure and data, as it is not shared with other organizations.
Community clouds are a shared deployment model between organizations with
similar requirements and business objectives. Community clouds are maintained
and managed by all participating members of the community [178].

In addition to these deployment models, there is also the concept of hybrid
clouds, which combines elements of both public and private clouds. Hybrid clouds
allow organizations to leverage the benefits of both public and private clouds, en-
abling them to utilize public cloud services for scalability and cost-efficiency while
keeping sensitive or critical data on their private cloud for security and compliance
purposes. These different cloud deployment models offer organizations the flex-
ibility to choose the most suitable model based on their specific requirements,
resources, and goals [178].

Organizations can utilize various deployment solutions to implement these
cloud deployment models. Some widely used deployment solutions include [191]:

• Infrastructure as a Service: This solution provides virtualized comput-
ing resources, such as virtual machines, storage, and networks, enabling
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organizations to deploy and manage their applications and data in the cloud
infrastructure.

• Platform as a Service: This solution provides a platform for organizations
to build, deploy, and manage their applications without the need to worry
about underlying infrastructure details.

• Software as a Service: This solution allows organizations to access and use
software applications over the internet without the need for installation or
maintenance.

• Serverless Computing: This deployment solution allows organizations to
run their applications without managing the infrastructure. The cloud provider
takes care of all the infrastructure and resource management, allowing orga-
nizations to focus on developing and running their applications.

Overall, the choice of cloud deployment model depends on factors such as
security requirements, resource needs, cost considerations, and organizational ob-
jectives. Additionally, the selection of the deployment model is significantly influ-
enced by the system architecture of the software. Different system architectures
have varying requirements that may align with specific cloud deployment mod-
els [77]. Several software system architectures are widely adopted today, with
microservices, cloud-native, and layered (N-Tier) architectures being particularly
prominent. Microservices architecture is favored for its scalability and flexibility,
aligning well with the dynamic nature of cloud environments [45]. Cloud-native
architecture leverages microservices, containers, and continuous delivery to maxi-
mize cloud benefits, such as elasticity and resilience. Layered architecture is pop-
ular for its modularity and maintainability.

The selection of architecture significantly impacts cloud deployment models.
For instance, microservices and cloud-native architectures are ideal for distributed
cloud environments, facilitating efficient resource use and high availability [10].
In contrast, a monolithic architecture may be better suited for a private cloud
deployment model, providing the organization with full control over the entire
stack [119]. Choosing the right architecture ensures optimal performance, cost
efficiency, and scalability in cloud deployment, aligning with application and or-
ganizational needs. Furthermore, the system architecture also impacts the choice
of deployment solutions within the selected cloud deployment model. For exam-
ple, a system built on microservices architecture might benefit from a serverless
computing deployment solution to offload infrastructure management, whereas a
monolithic architecture may require Infrastructure as a Service for more control
over virtualized computing resources.

It is essential for organizations to carefully analyze their system architecture
and its requirements to make informed decisions about the most suitable cloud
deployment model and deployment solutions. This alignment ensures efficient
utilization of cloud resources and maximizes the benefits offered by cloud.
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1.3 Continuous Monitoring

The main idea of the term continuity is to ensure an uninterrupted software devel-
opment life cycle, even after deployment. When a software product has been de-
ployed, it is important to continue with post-deployment activities, such as contin-
uous monitoring. Suonsyrja et al. [202] studied the importance of post-deployment
activities and how automatically collected data from operations could be used as
feedback for requirement modifications and further development processes. They
reviewed the literature that relates to the evolution of software development meth-
ods and created a questionnaire to examine if companies are interested in collect-
ing usage data and what they think the data could be used for. The results show
that practitioners are interested in adopting post-deployment activities and that
these activities are important for gathering data about performance, time, and the
way of using the software product but also for discovering system failures. Addi-
tionally, continuous monitoring ensures that software systems remain reliable and
functional after deployment, complementing traditional testing, especially when
time-to-market pressures reduce the scope of pre-deployment testing.

Monitoring data, also referred to as operational data, is a primary means of
achieving full observability. This predominantly abundant data can vary signifi-
cantly in structure and format and take various forms, including logs [101], met-
rics [159], and traces [24]. The use of monitoring tools is crucial for gathering and
interpreting the diversity of data, allowing for the prompt identification of perfor-
mance issues and anomalies. These tools offer powerful capabilities for aggregat-
ing and visualizing data, providing essential insights that support proactive data
management [65]. Monitoring data has a wide range of applications and is crucial
for improving various aspects of the software development life cycle. For example,
using feedback based on monitoring data aggregation, integration, and mapping
for determining analytical and predictive relationships to development processes
has been reported by Cito et al. [29, 30]. The testing phase may also benefit from
monitoring data, such as improving the reliability of testing through iterative esti-
mation of the operational profile, as presented by Pietrantuono et al. [170], or for
the automatic generation of test cases, as reported by Deepika et al. [211]. More-
over, security and privacy issues can be addressed utilizing monitoring data [163].
Thus, monitoring data is essential for identifying and addressing various perfor-
mance, security, and testing concerns in software development.

Beyond improving performance and security, monitoring data plays a key role
in decision-making and operational efficiency. Some operations data has been
used for decision-making and detecting harmful release candidates [20], while Fu
et al. presented how to use clusters of system logs to infer dependencies that are
used for failure prediction and root cause analysis [59]. Additionally, the richness
of log data was leveraged to detect abnormal behavior and performance issues,
as emphasized by Candido et al. [36]. Their Contemporary Logging Framework
categorizes essential aspects of logging and monitoring, emphasizing structured
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approaches to manage the vast and heterogeneous data generated by modern soft-
ware systems. Advanced monitoring solutions, such as IntelligentMonitor, inte-
grate real-time data collection, intelligent analytics, and machine learning to en-
hance monitoring capabilities. According to Thantharate [209], these technologies
effectively manage data overload, reduce alert fatigue, and improve system visibil-
ity, thereby enhancing overall system performance and reliability. Hence, continu-
ous monitoring aids in identifying and resolving issues that arise post-deployment
but also provides critical insights that drive ongoing software improvement. The
integration of advanced analytics and machine learning in monitoring practices, as
demonstrated by recent research, highlights the potential for continuous monitor-
ing to significantly improve the resilience and efficiency of software development
and operations.

One of the initial aims when collaborating with the DevOps and CloudOps
teams from the case companies was to understand the current monitoring practices
and specific needs of each company. By engaging closely with these teams, we
wanted to gain a comprehensive overview of the existing monitoring frameworks,
tools, and data collection methods. In this way, we could further explore solutions
for advanced analysis of operational data in order to address identified problem
instances and enhance the monitoring capabilities of the case companies.

Initial insights gained from this collaboration highlighted several critical areas
for improvement. One of the key findings was the need to prioritize anomaly detec-
tion as a primary method for utilizing monitoring data. This focus emerged from
our observations and discussions during the early stages of the project. It became
evident that while the companies had established monitoring systems, there were
significant shortcomings in the way alerting events were reported and managed.
This hindered the effectiveness of the monitoring systems and often led to unnec-
essary disruptions and challenges in identifying relevant issues. As a result, there
was a recognized need for a new and improved approach to discovering unusual
and unexpected deviations in software behavior, specifically through the detection
of anomalies.

1.4 Anomaly Detection

Anomaly detection is a research area with growing attention across numerous
domains such as cybersecurity, healthcare, bioinformatics, industrial fault detec-
tion, genetics, and many more [181]. An observation that significantly and un-
expectedly deviates from the normal pattern in the observation data is considered
an anomaly [14]. However, the concept of anomaly detection may be context-
dependent, and different approaches may be needed for different types of data.
According to Hagemann et al. [75], the three most common approaches to anomaly
detection entail classical machine learning, deep learning, and statistical methods.
The selection of the approaches substantially depends on the available data, its
type, and volume. Moreover, the data available for the learning of normal and
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anomalous dependencies may define the selection between unsupervised and su-
pervised methods. Labeled data for applications of anomaly detection are rarely
available, and even when there are at least partial annotations, they might be in-
sufficient and unreliable since anomalies in most of the industrial context do not
appear often and periodically [181]. Thus, they are hardly detected and require
special treatment. Moreover, a careful selection of suitable approaches for their
analysis is needed.

In this context, semi-supervised and unsupervised learning methods are par-
ticularly valuable as they minimize the need for labeled data. For example, in
microservice environments, integrating natural language processing (NLP) with
distributed tracing data has proven effective [117]. This approach analyzes spans
within traces, detecting anomalies based on deviations without requiring extensive
labeled datasets. This method demonstrates the flexibility and adaptability of semi-
supervised learning, leveraging the structure of the data to identify performance is-
sues and differences introduced between software releases. Additionally, the use of
large language models (LLMs) to automate the configuration and interpretation of
anomaly detection systems exemplifies the power of unsupervised methods [241].
These models can analyze historical data, extract patterns, and identify anomalies
without explicit labels, simplifying the monitoring process. This approach en-
hances the system’s ability to adapt to new and evolving anomalies, facilitating a
more efficient and robust detection process.

These examples illustrate how semi-supervised and unsupervised methods ef-
fectively address the challenge of limited and unreliable labeled data in anomaly
detection. Our attention was also oriented towards such approaches due to the lack
of annotated data. However, we initially focused on classical machine learning
approaches for labeling the data and predicting anomalies, but due to data com-
plexity and untrustworthiness of the labeling process, we shifted focus towards
advanced unsupervised approaches for anomaly detection such as deep learning.
More specific selection of anomaly detection approaches has been defined by the
software system and environment in case companies. Thus, we focused on ap-
proaches for treating multidimensional time series data as the monitoring data,
indicating the health of the software, consists of multiple numerical observations
captured within a specific time range across multiple services or system compo-
nents. This type of data, known as multivariate time series, is quite challenging
for analysis, especially if there is no ground truth data. Consequently, we relied
on the latest advancements and widely recognized techniques to ensure effective
monitoring and anomaly detection in complex systems within case companies.

1.5 Alerts

Alerts are warning or error notifications reported based on detected software mal-
functions or performance degradation. They are a convenient way of notifying
development teams about the state and the health of the software running in oper-
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ations. Alert rules can be configured through a heuristic method involving manual
threshold setting for monitored data or by using advanced algorithms like anomaly
detection to process the raw data. However, there might be some variations de-
pending on the industry domain, such as a large-scale service system of a com-
mercial bank [253], cyber-physical systems [134], process plants e.g., an offshore
oil gas separation plant [144] or large-scale enterprise IT system [131], on how
alerting events are triggered.

Alerts play a crucial role in the timely diagnosis of critical failures. However,
without proper management, they can overwhelm development teams with exces-
sive information, leading to confusion and inefficiency. Ensuring that alerts are
well-calibrated and relevant helps maintain clarity and focus. For instance, Zhao
et al. [253] report a case where the development team had wasted time debugging
non-severe alerts while severe ones were missed. Thus, they propose an effective
ML-based algorithm that utilizes both reported alerts and key performance indica-
tors (metrics) to trigger high-priority alerts more accurately. Similarly, to support
manual alert examination, Lin et al. [131] propose an unsupervised ML approach
for clustering alerts based on their content.

To tackle the challenges posed by excessive and often irrelevant alerts, refining
alert mechanisms in cloud monitoring systems is imperative for maintaining focus
and operational efficiency. One approach, as discussed in research on mitigat-
ing alert fatigue [219], involves leveraging ML techniques to filter and prioritize
alerts, ensuring that only critical notifications reach administrators, thereby alle-
viating the cognitive burden of handling irrelevant alerts. Furthermore, studies on
alert filtering in cloud systems propose a binary classification method to distin-
guish between significant and non-essential alerts, utilizing data-driven models to
enhance the relevance of the alerts presented [218]. Additionally, an investigation
into the anti-patterns of alerts in industrial cloud environments reveals common
issues like unclear descriptions and misleading severity levels, which can compli-
cate diagnosis and delay resolutions [238]. To address these issues, the adoption
of preventative guidelines and the development of personalized alert strategies are
suggested, aiming to tailor alert systems to specific system conditions and user
roles.

These aforementioned combined efforts strive to create a more efficient and
responsive cloud monitoring environment, where practitioners can promptly and
accurately address critical issues without being sidetracked by non-essential in-
formation. Similarly, we aimed to enhance monitoring and alert strategy in case
companies in order to optimize the responsiveness of the DevOps teams and the
reliability of their systems. This new strategy emphasizes a proactive approach,
continuously monitoring the system’s health and identifying anomalies in real-
time monitoring data. These anomalies promptly trigger alert notifications, pro-
viding actionable suggestions for the practitioners to ensure timely awareness and
response.
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1.6 Operational Failures

A failure denotes the inability of a system or one or more of its components (ser-
vices) to perform one of the functionalities [195]. This is an unwanted epilogue
of any system perturbation we want to avoid. Early detectability of observations
that significantly deviate from the normal pattern, namely anomalies, might be
crucial for preventing the roll-out of severe system failures. Further, an anomaly
detection service that provides early warning of impending failure can reduce the
costs associated with reliability and downtime. Reflecting the need for early fail-
ure detection, Cotroneo et al. [34] present a practical solution by implementing
non-intrusive event analysis and monitoring rules, which significantly improve the
system’s ability to detect and manage anomalies in a timely manner.

By addressing the complexities of monitoring and alerting in DevOps, this the-
sis aims to develop solutions that mitigate the risk of widespread system failures.
The goal is to ensure that potential issues are identified early through anomaly de-
tection, preventing them from escalating into significant failures that could disrupt
multiple parts of the system.

2 Research Approach

This thesis aims to enhance DevOps practices and address the challenges inherent
in fast-paced development environments by applying ML-based solutions. Central
to our research approach is the collaboration with two case companies, providing
a unique opportunity to ground our research in real-world industrial settings. This
partnership enriches our research with practical insights and ensures the relevance
and applicability of our findings to the software industry domain. Our research
is organized into sequential goals, each designed to build on the insights and de-
velopments of the previous through multiple iterations. The research goals are
defined as follows:

• RG1: Understand challenges in the feedback loop from operations to devel-
opment concerning overflow of monitoring data and alert management.

• RG2: Define problem constructs and envision matching solution designs
according to the state-of-the-art literature.

• RG3: Implement and evaluate proposed solution designs in multiple indus-
trial contexts.

• RG4: Examine wider applicability of implemented solution instances and
overall acceptance of ML-based solutions for enhancing DevOps practices.

Accordingly, the overarching goal of this thesis is to understand and improve
certain aspects of the socio-technical industry practice, which aligns with the main
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Figure 2: An overview of conducted research mapped to the research goals and
outcomes

principles of the design science paradigm [82]. To achieve these goals, different
research approaches were employed under the design science frame to understand
problem instances and develop and evaluate design artifacts. The essence of the
design science research contributions is encapsulated in a technological rule [49],
typically expressed in the following format: To achieve <Effect> in <Context>,
apply <Intervention>. This formulation is suitable for matching problem in-
stances and corresponding solutions, offering prescriptive recommendations for
practice [4] that can be applied to similar problems in different contexts. Thus, it
transforms the knowledge gained from the research into a pragmatic, actionable
format that can guide practice and contribute to the broader knowledge base in
software engineering, in our case, the DevOps context. More detailed reflection
on the contributions of this thesis expressed through technological rules, including
their formulation, is given in Section 3.

The overview of conducted research in this thesis is shown in Figure 2, vi-
sualizing the relationship between the studies, papers, and research goals. The
RG1 was mainly investigated in the first case company, studying a microservice
system developed and operated in the DevOps environment and gathering insights
from experienced practitioners. In the subsequent studies, identified problem in-
stances were further examined by reviewing the relevant literature and state-of-the-
art ML-based solutions applicable to identified problem instances. Thus, the sec-
ond research goal, RG2, was investigated in both case studies in order to discover
matching solutions for addressing challenges concerning monitoring data overflow
and alert management in the context of cloud-based software systems. The scarcity
of publications that map corresponding problem contexts (e.g., multivariate metric
data) with matching solutions (e.g., ML techniques for anomaly detection) moti-
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vated conducting of the mapping study. Thus, this study also played a crucial role
in achieving RG2 by systematically aligning specific challenges in managing high
volumes of different monitoring data types with effective ML solutions.

The second case study extended the validity of the technological rule defined
in the first case study by instantiating an improved version of the solution instance
in a different but similar industrial context. Therefore, the RG3 was addressed in
both case studies, while implementation and evaluation in a new cloud-based envi-
ronment enabled defining more generalizable contributions (see Section 3.6). The
outcomes of the second case study complemented with the survey study results,
led to accomplishing the research goal RG4. This included further examination of
the applicability of the proposed and implemented ML-based solution in diverse
industrial contexts, including different types of cloud-based systems and tools used
for their development and operations. The collective findings from Papers III and
IV contributed to defining a more general technological rule grounded in empirical
evidence and rigorous evaluation (Thesis TR, Section 3.6).

As shown in Figure 3, the design science (DS) frame entails four main ac-
tivities: problem conceptualization, solution design, instantiation, and empirical
validation [182]. Problem conceptualization is a fundamental constituent of de-
sign science research, but it is not necessarily the first step. However, it may be
a starting point of problem-driven research as the problem first needs to be un-
derstood in order to envision potential solutions. Solution design is an activity of
mapping identified problem to a matching solution [49]. Instantiation refers to the
implementation of the solution design in a specific industrial context while empir-
ical validation aims at evaluating the solution instance and examining how well it
addresses identified problem instances [182].

The previously introduced research goals are achieved by conducting the afore-
mentioned DS activities. The first case study resulted in three papers (Paper I, II,
and VI), where Paper VI is not included in the thesis as its main findings were
presented in Paper II. Each of the research approaches in Paper I and Paper II
include activities shown in arrows (see Figure 3) that span from problem to solu-
tion and from practice to theory domain. Interviews and observations were used
in Paper I to explore the problem domain in the first case company to identify
problem instances and formulate a general problem construct considering related
work in the field, which adds to the contribution C1. Further, the matching solu-
tion was designed considering previous research and available solutions to similar
problems. It served as a proof of concept for further work since the complexity of
the industrial context hindered a full-scale implementation. As presented in Paper
I, we managed to execute a partial empirical validation of the initial solution in-
stance, considering time and environment constraints. Thus, the cycle, shown in
Figure 3, is not fully complete and only partially adds to C3.

The outcomes of the first study (Paper I) were complemented by conducting
another cycle of DS activities within the same case, whose results were published
in Paper II. As shown in Figure 3, the problem conceptualization step in the second
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study (Paper II) was less extensive, including brief discussions with practitioners
and investigation of relevant solutions to formulate a more condensed problem
description. Moreover, in Paper II, we advanced the proposed solution design,
presented in Paper I, with respect to the state-of-the-art deep learning solutions in
order to capture all notions of anomalousness in operations data (C1). The goal
was to provide a more robust and reliable solution than the initial one, which com-
plements contributions from Paper I and adds to C2. These contributions related
to the problem conceptualization and solution design activities in the DS cycles
were presented in both Paper II and Paper VI. However, in Paper VI, the focus was
mainly on the exploration of approaches for advancing the solution design pre-
sented in Paper I. Additionally, actual implementation and empirical validation of
the advanced solution instance in a cloud environment was presented in Paper II,
adding to contribution C3.

Similarly, we employed the design research in Paper III to enhance alert man-
agement practices within a second case company, aiming to extend the validity
of prescriptive recommendations for anomaly detection in multivariate data. The
problem conceptualization phase was shorter according to Figure 3 as we only
needed to confirm hypotheses from previous studies regarding the problem con-
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text. However, it still required close collaboration with DevOps and CloudOps
teams, including interviews and observations of monitoring and alerting practices
to precisely define the scope of identified operational challenges. The next phase
involved the creation of an automated workflow to enhance monitoring and alert
reporting. The solution leveraged cutting-edge ML technologies, including deep
transformer networks for anomaly detection and GPT-3 models for log interpre-
tation, aimed at producing interpretable alerts from complex multivariate data
streams. The instantiation of the proposed solution was realized through the de-
velopment and deployment of autonomous monitors using Microsoft Azure ser-
vices, ensuring compatibility and integration with the company’s existing cloud
infrastructure. This phase was crucial for transitioning from theoretical designs
to practical applications within the operational environment of the case company.
Finally, empirical validation was conducted to assess the effectiveness of the im-
plemented solution, which contributes to both C2 and C3. Feedback was collected
from the DevOps and CloudOps teams through surveys and direct observations of
alert notifications in the MS Teams channel.

An industrial survey study presented in Paper IV focused entirely on empirical
validation and problem conceptualization, which perfectly fits within the DS frame
as shown in Figure 3. The survey study was designed and conducted following the
recommendations and guidelines presented by Molléri et al. [155], Kasunic [112],
and Linåker et al. [136]. The research approach encompassed a comprehensive
sequence of steps, beginning with clear documentation of the research objectives
and questions, focusing on identifying the frequency, mechanisms, and types of
operational failures encountered by software development companies. Sampling a
diverse group from the industry allowed capturing a broad spectrum of experiences
and data practices. As the primary tool, the questionnaire is thoroughly designed
and validated to ensure accuracy and relevance. Following data collection, a de-
tailed analysis enabled uncovering patterns and insights regarding the role of ML-
based anomaly detection and smart alerts, elaborated in Paper III. This step was
crucial in evaluating the practicality and effectiveness of such technologies across
different organizational contexts. Finally, the findings were synthesized and re-
ported, offering a comprehensive overview of current practices and the potential
impact of AI/ML tools on software development and operations, adding to C3.

The final systematic mapping study reported in Paper V significantly con-
tributes to the theoretical aspect of the problem-solution domain as visualized in
the design science framework shown in Figure 3. The study employs a system-
atic approach based on the guidelines of Kitchenham and Charters [116], aiming
to provide a comprehensive overview of the use of monitoring data for anomaly
detection in cloud-based software systems. The methodology involves a rigorous
search and selection process, using a search string optimized through a Quasi-
Gold Standard approach, primarily utilizing the Scopus database for broad litera-
ture coverage. The study includes 104 papers, which are methodically reviewed
to categorize monitoring data types and the tools employed for data collection.
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The analysis extends to preprocessing techniques and anomaly detection methods,
mapping them to different data categories and assessing their practical applicabil-
ity in real-world scenarios, which overall contributes to C1.

3 Summary of Results

The overall contribution of this thesis is related to the goal of improving feedback
from operations to development in cloud-based and large-scale software systems
developed and operated in DevOps environments. Through detailed case stud-
ies, this research provides a comprehensive understanding of the operational chal-
lenges faced in large-scale software systems, specifically addressing alert man-
agement strategies and monitoring data usage. A novel proactive alert strategy,
named autonomous monitors, has been developed, inspired by both detailed ob-
servations of cloud-based software systems and the latest academic findings in the
field of anomaly detection. This strategy aims to detect operational failures early,
ensuring continuous monitoring and enhancing the ability to predict and prevent
anomalies before they disrupt operations. The effectiveness and applicability of
these autonomous monitors have been validated through empirical evaluations in
two case companies, complemented by a survey assessing their use across various
industrial settings. A more detailed overview of specific results and contributions
per paper is given below.

3.1 Closing the Feedback Loop in DevOps

The research in this thesis was initiated in collaboration with case companies,
which directed the project towards addressing practical challenges and industry-
specific needs. The goal of the first study, presented in Paper I, was to explore the
problem context in the first case company and design a solution for a conceptual-
ized problem, which is later instantiated and evaluated as a proof of concept for
further work. Among the three problem constructs of the general alert flooding
problem, we focused on optimization problem, which we identified as the most
critical and impactful. This problem concerns the difficulty in distinguishing be-
tween high-priority alerts indicating significant system failures, and less critical
alerts that point to temporary, non-disruptive glitches. The lack of clear differen-
tiation often led to an overwhelming volume of alerts, causing unnecessary load
and inefficient resource allocation.

To tackle the optimization problem, we proposed a conceptual design introduc-
ing an additional element, a smart filter, within the feedback loop from operations
to development as shown in Figure 4. As part of our second contribution (C2), this
solution design acts as autonomous monitors that detect performance anomalies
in near-real-time. The smart filter analyzes metrics from multiple systems com-
ponents, triggering alerts based on sophisticated rules created from multiple input
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Figure 4: Overview of the solution in Paper I

variables. This approach allows for the identification of unusual system behaviors,
facilitating rapid and accurate responses to the most relevant system issues.

Building on this design, we developed and tested a prototype, contributing to
C3. The prototype utilized basic machine learning techniques, specifically tree-
based methods [56, 61], to generate advanced decision rules. We used a custom
labeling process based on exceeding thresholds for individual features and con-
sidering factors like service vulnerabilities and alert frequency. The evaluation of
our prototype against the existing alert system in the case company, as well as
an unsupervised multivariate anomaly detection (MAD) method [130], revealed
significant improvements. While the MAD model maintained a similar level of
noisy alerts as the existing system, our smart filter greatly reduced false positives.
This enhancement simplified the root cause analysis and refined the alerting pro-
cess, ensuring that only relevant and actionable alerts were communicated, thereby
improving the efficiency of the system’s response to critical failures.

Throughout this study, we identified several challenges that impacted our fur-
ther decision-making about the future work in the case company. A key challenge
was the ongoing uncertainty caused by the lack of a clear resolution path for fired
alerts, which were communicated through both Slack and email without a clear
resolution strategy. Additionally, it became evident that determining the criteria
that trigger developers to respond to alerts was complex, making it difficult to
define a “real anomaly” and evaluate new detection approaches accurately.

The previously presented solution design included a labeling process, which
is, in general, a very thorny process and highly sensitive in case of anomaly detec-
tion problems. Hence, we decided to shift our focus towards unsupervised deep
learning approaches for anomaly detection in multivariate data, governed by the
existing solutions in the state-of-the-art literature. The final aim was to create a
unique technical solution that would overcome all aforementioned challenges and
enable timely reporting of the most relevant alerts to only one of the communica-
tion platforms.



3 Summary of Results 19

3.2 Towards Optimization of Anomaly Detection

In the following study conducted within the same case company, we addressed
shortcomings of the solution design shown in Figure 4 and explored state-of-the-
art deep learning (DL) approaches for its improvement (C1). We were inspired
by the results achieved using the unsupervised DL methods in addressing anomaly
detection tasks [96, 138, 148]. Unsupervised learning does not require data label-
ing, which is preferable due to the ambiguity of fired alerts in the case company,
while deep learning enables capturing highly complex and nonlinear dynamics in
the multivariate data. Furthermore, we decided to explore approaches for the eval-
uation of the ML-based solutions without any ground truth data.
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Figure 5: Overview of the solution in Paper II

Within the next design cycle, we implemented the smart filter using the reconst-
ruction-based deep learning model (C2), specifically LSTM autoencoder (see Fig-
ure 5). This model proved effective in identifying anomalous behaviors in mul-
tivariate time series data without requiring prior data labeling. The key strength
of using autoencoders lies in their ability to learn the distribution of normal ob-
servations and subsequently identify deviations from this norm. By reconstructing
expected system behaviors, the autoencoder model highlighted instances where the
actual system behavior deviated significantly from the reconstructed output, sig-
naling potential anomalies. This technique was robust against parameter changes
and demonstrated consistent performance in detecting both high and low-impact
anomalies.

A significant aspect of our research was the evaluation of this technique (C3)
without labeled data, a common challenge in real-world applications. To address
this, we relied on feedback from development teams to assess the model’s perfor-
mance. During the implementation phase, the smart filter sent alerts to the devel-
opment team, who then provided qualitative assessments of the alerts’ relevance
and impact. This feedback loop, shown in Figure 5, was critical in fine-tuning the
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detection thresholds, refining the model, and improving its accuracy. We refer to
this process as optimization because it aims to achieve the best-performing model
through multiple iterations. Thus, the feedback supported by expert insights, can
serve as a viable substitute for traditional ground-truth data in model evaluation.

Our findings indicated that the model was particularly effective in reducing
false positives, which are a major source of noise in alert systems. Reduction of
unnecessary alerts allowed development teams to concentrate on resolving relevant
anomalies, enhancing the overall efficiency of the failure response process. The
feedback mechanism also revealed that the smart filter occasionally identified low-
impact anomalies that, while not immediately critical, provided early warnings of
potential issues, offering a proactive approach to system maintenance.

Furthermore, the research recognized the importance of a flexible and scal-
able infrastructure for deploying machine learning models in a DevOps context.
The cloud-based solution we developed facilitated the seamless integration of the
smart filter into existing workflows, enabling real-time data processing and model
updates. This infrastructure is crucial for maintaining the relevance and accuracy
of the ML models as the operational environment evolves.

Contributions of this study expressed as the technological rule:

TR 1.1 To improve alert management in DevOps, integrate a DL-based
solution for anomaly detection in operations and iteratively refine it using
feedback-generated labeled data.

3.3 Detecting Early Signs of Operational Failures

By continuing further research in this thesis, the goal was to examine how identi-
fied problem-solution instances were common in other similar cloud-based indus-
trial contexts. Therefore, we initiated collaboration with the second case company
to confirm the hypothesis that identified challenges in monitoring and managing
operational data are widespread. Additionally, this study aims to develop a more
sophisticated solution that combines deep learning models for anomaly detection
with a powerful language model to interpret logs and generate detailed, actionable
alerts. This approach detects anomalies more accurately but also helps operations
teams understand the root causes and implications of these anomalies, enabling
faster and more effective resolutions. Expressed as the technological rule:

TR 2.1 To report highly relevant and clear alerts in DevOps, integrate a com-
bination of the DL-based solution for anomaly detection with LLMs for gen-
erating interpretable notifications.
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Figure 6: Overview of the solution in Paper III

As shown in Figure 6, the smart filter consists of two DL models, LSTM
Autoencoder (LSTMAE) and Transformer-based Anomaly Detection (TRANAE).
Thus, in addition to the LSTMAE model used in the first case study, there is an
additional model with advanced architecture and the ability to capture complex
temporal dependencies (C2). The TRANAE model demonstrated superior perfor-
mance in detecting both short-term and long-term anomalies. However, it had not
been previously evaluated in industrial contexts. The combination of these models
ensured a comprehensive monitoring solution that could identify a wide range of
anomaly types.

A significant innovation in this study was the integration of the GPT-3.5 Turbo
language model to analyze logs and provide detailed, interpretable alerts. This in-
tegration transformed raw anomaly detection outputs into actionable instructions.
The generated alerts included information about detected anomalies as well as con-
textual information about the potential root causes and suggested resolution steps.
This feature greatly assisted operations teams in understanding the nature of the
detected anomalies, reducing the cognitive load required to interpret the alerts, and
facilitating quicker and more effective responses. The ability to deliver clear, ac-
tionable insights significantly improved the operational workflow, making it easier
for teams to prioritize and address early signs of operational failures. Outlined as
the technological rule:

TR 2.2 To increase developers’ responsiveness to fired alerts, implement in-
tuitive alert interfaces, allowing for immediate interpretation and action.

The evaluation of the autonomous monitors involved both quantitative and
qualitative assessments (C3). The quantitative assessment of the DL models demon-
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strated their effectiveness in detecting anomalies within multivariate time series
data. The TRANAE model’s higher precision, with a notable 11.5% improvement
over LSTMAE, highlighted its robustness and effectiveness in dynamic threshold-
ing and anomaly detection. Overall, the evaluation confirmed the effectiveness of
both models, with TRANAE showing a considerable advantage in precision and
reliability for real-time monitoring in cloud-based environments.

In parallel, a qualitative evaluation was conducted through feedback collected
from the operations teams who actively assessed reported alerts. The teams pro-
vided insights into the usability of the generated alerts, focusing on their relevance,
clarity, and actionability. While the feedback was predominantly positive, noting
the system’s effectiveness in early detection and response, it also highlighted areas
for improvement, such as further refining threshold settings to enhance the accu-
racy of critical alerts. Overall, the qualitative feedback confirmed the system’s
value in operational contexts and provided a roadmap for future enhancements.

This study demonstrated that the developed solution could be adapted to differ-
ent industrial contexts, provided the monitoring data types and operational require-
ments are similar. This innovative solution represents a significant step forward
in proactive monitoring and management of complex cloud environments. Fu-
ture research will focus on further refining proposed and implemented techniques
and improving the interpretability of detected anomalies, potentially incorporating
more advanced LLM models.

3.4 ML-Driven Alert Management Strategies in Industry

To be able to examine the wider applicability of ML-based solutions for alert man-
agement beyond the scope of the two case studies, we initiated an industrial quan-
titative survey study (C3). We collected the data using a structured questionnaire
as shown in Figure 7. The survey gathered insights from 25 respondents across
11 software companies, aiming to understand current monitoring practices, chal-
lenges, and the future trajectory of ML adoption in this domain. Moreover, the
goals of this study were to assess the current challenges in handling operational
failures, understand the utilization of monitoring data and tools, and evaluate the
readiness of different roles to adopt and rely on AI/ML technologies. This ap-
proach allowed us to gather empirical data that reflects the varied experiences and
insights of practitioners working in different industrial environments.

The study identified a range of operational failures dominant across various
companies, highlighting a critical area of concern in the software development
domain. These failures include system outages, performance degradation, data
integrity issues, and security vulnerabilities. These failures often result from com-
plex interactions within different system components due to integration or compat-
ibility issues. The impact of these operational failures extends beyond immediate
technical setbacks, affecting development time, costs, product quality, and cus-
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Project title
Research team

Purpose of the survey
Data pr ivacy

Infomation about 
the survey

Questionnaire form

Respondent Profile

Operational Failures and Monitor ing 
Data Usage

ML for Smart Monitor ing &  Aler ts

6 questions

9 questions

8 questions

Adoption of ML-based Solutions 7 questions

Figure 7: Structure of the questionnaire

tomer satisfaction. This diversity and frequency of failures emphasize the critical
importance of developing advanced monitoring solutions.

The survey results revealed that monitoring data is extensively utilized across
various professional roles to ensure system health and diagnose operational issues.
Key data types, such as performance metrics and log files, are important in track-
ing system performance, identifying vulnerabilities, and resolving issues. DevOps
engineers and quality assurance (QA) teams, in particular, rely heavily on this
data to manage continuous integration processes and maintain high software qual-
ity standards. In contrast, managers rely on monitoring data for decision-making,
while CloudOps engineers and software developers (DEV) use it to track perfor-
mance trends and identify vulnerabilities. Among the monitoring tools, Amazon
CloudWatch, Azure Monitor, and Grafana are widely accepted due to their robust
features and seamless integration. The survey also indicated a consistent distri-
bution of different types of monitoring data across various tools, suggesting that
performance metrics and log files are always prioritized regardless of the tool used.

Despite the availability of advanced monitoring tools, many companies still
employ basic alert strategies (threshold-based). Moreover, the survey findings
highlighted varied perspectives among roles regarding the need for advanced ML-
driven monitoring solutions. Some of them are eager to adopt such solutions (DEV
and QA) while others prefer to stick with existing basic monitoring strategies
(DevOps and CloudOps), possibly due to concerns about implementation com-
plexities. However, there is a recognized need for more advanced analysis of
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monitoring data where the main benefits anticipated from adopting ML include
faster detection of anomalies, reduced manual monitoring efforts, and more ac-
curate root cause analysis. In contrast, challenges such as the integration of ML
solutions with existing systems, the cost of implementation, and concerns over
data privacy and security were emphasized as significant barriers.

Finally, the readiness to adopt AI/ML solutions as well varies across differ-
ent roles and companies. The study found that while there is general optimism
about the future impact of these technologies, current adoption levels are rela-
tively modest. For instance, roles such as software developers and quality assur-
ance practitioners showed a higher degree of openness towards these technologies,
recognizing their potential to streamline processes and improve accuracy in failure
detection. On the other hand, roles more closely tied to infrastructure management,
like DevOps and CloudOps engineers, exhibited a more cautious stance, possibly
due to concerns about the operational complexities involved in integrating these
technologies. The survey revealed a gap between the minimal current impact of
AI/ML tools on development and testing and the anticipated future benefits, such
as faster development cycles and better operational efficiency. This indicates a
transitional phase where companies are beginning to explore AI/ML capabilities
but have yet to fully integrate them into their workflows.

3.5 A Mapping Study of Monitoring Data for Anomaly De-
tection

While working on case studies and exploring anomaly detection techniques for the
types of data identified in case companies, we encountered an unexpected chal-
lenge in identifying techniques that had been evaluated in real-world operational
contexts. Moreover, many studies did not provide sufficiently detailed information
on the data used for training and evaluating the implemented techniques. This lack
of transparency and practical applicability motivated the initiation of this mapping
study (C1), which aims to bridge the gap in existing research. By focusing on the
use of actual operational data and its characteristics, this study seeks to provide
practitioners and researchers with comprehensive insights into the practical appli-
cation of anomaly detection techniques, ensuring their relevance and effectiveness
in real-world cloud environments.

The analysis of 104 papers included in a review revealed that monitoring data
is crucial for maintaining system observability and reliability, with significant em-
phasis placed on the structure, types, and origins of this data. The study identified
the importance of both structured and unstructured data, with a predominant fo-
cus on structured data due to its ease of analysis. Monitoring data encompasses
three primary categories: 1) metrics, providing quantitative performance measure-
ments; 2) logs, capturing a record of events and transactions; 3) traces, illustrating
the path of requests through the system. In terms of data origin, the study showed
a strong preference for primary data from operational environments, utilized by
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85% of the reviewed studies. This focus ensures that the findings are grounded
in practical, real-world contexts. Secondary data, found in 27% of the papers,
contributes to the research by providing additional validation through publicly ac-
cessible datasets and standardized benchmarks.

In examining the monitoring tools employed in cloud-based systems, we dis-
covered several key tools, such as Prometheus, Sysstat/Perf, and Amazon Cloud-
Watch, each serving vital roles in ensuring system observability. These tools are
widely recognized for their ability to provide real-time data monitoring, system di-
agnostics, and alerting, which are essential for proactive system maintenance and
timely failure resolution. In addition, according to the findings, there is a growing
trend towards the adoption of custom monitoring solutions, which are developed
to meet the specific needs of different cloud environment setups. These custom
tools offer more flexibility for implementing specialized and adaptable monitoring
infrastructures that can handle unique system requirements and complexities.

The findings include various data preprocessing and anomaly detection tech-
niques that are thoroughly cataloged, specifying their application in cloud-based
systems. Preprocessing techniques like normalization, data formatting, feature
selection, and dimensionality reduction were identified as crucial for preparing
data for analysis, ensuring consistency, and improving the performance of ma-
chine learning models. Additionally, the study acknowledges the variability in
data preprocessing needs, specifying that extensive preprocessing is not required
in some cases, particularly when data is already in a suitable format for analysis.

Anomaly detection techniques are systematically mapped and categorized into
statistical, machine learning, and deep learning approaches. The mapping of these
techniques revealed their applicability across different types of data, providing
a comprehensive overview for practitioners and researchers to select appropriate
techniques tailored to specific data characteristics and operational requirements.
This study recognized the importance of aligning preprocessing and anomaly de-
tection techniques with the nature of the data, ensuring effective anomaly detection
and enhancing the reliability and performance of cloud-based systems.

The final results of the mapping study focused on the representativeness of
monitoring data for real-world cloud environments. The findings showed the im-
portance of using data that accurately reflects real-world conditions for evaluating
anomaly detection techniques. According to the results, 71% of the papers utilized
data sources that were more representative of actual operational contexts, coming
from deployed production systems and benchmarks. However, only 27% of the
papers reported usage of labels that were considered more representative, often
lacking expert validation and including artificially generated data or labels result-
ing from common issues like infrastructure problems. This discrepancy shows that
the data itself may be realistic, but the labels used to evaluate anomalies may not
fully capture the complexities of real-world scenarios.

The results of this study also highlighted various anomaly detection techniques
and their application to either more or less representative data. Techniques like
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custom statistical methods and sequential models (using LSTM, GRU, and RNN)
were more frequently evaluated using representative data, emphasizing their ro-
bustness in practical settings. In contrast, techniques like decision trees and ran-
dom forests were often tested in controlled environments, potentially limiting their
generalizability to real-world conditions. Thus, validating AD techniques with
data and conditions that closely mirror actual operational environments is crucial
for confirming their robustness and applicability in real-world scenarios.

3.6 Synthesis

The research synthesized from the five papers indicates that the challenges related
to monitoring and managing operational failures are common across various cloud-
based industrial contexts. The problem instance of alert flooding, coupled with the
challenge of prioritizing critical alerts over non-critical ones, is the most significant
concern that hinders operational efficiency. This was consistently observed in both
case studies and was confirmed by the survey findings. This synthesis explores
the generalizability of the proposed solution, autonomous monitors, and outlines
the necessary adaptations and efforts required for their implementation in diverse
operational contexts.

Autonomous monitors are designed to automatically detect and alert on anoma-
lies within complex operational environments, primarily in cloud-based systems.
The main functionalities of autonomous monitors include near real-time data mon-
itoring, anomaly detection, and generating actionable alerts that provide clear in-
sights and recommended actions. While the overall concept of autonomous mon-
itors is broadly applicable across various industrial contexts, their successful im-
plementation largely depends on an organization’s readiness to adopt cutting-edge
technologies and its ability to allocate the necessary resources.

In addition, the successful generalization of autonomous monitors requires
consideration of several factors in collaboration with organizations willing to inte-
grate autonomous monitors into their workflows.

Data. When implementing autonomous monitors across different industrial
contexts, the adaptation of data handling processes is crucial. The types and
sources of data can vary significantly between organizations, requiring customized
approaches to data collection, preprocessing, and analysis. Additionally, it is es-
sential to tailor data preprocessing steps, such as formatting, normalization, fea-
ture selection, and dimensionality reduction, to suit the specific nature of data
(format, volume, frequency). Furthermore, organizations may need to address is-
sues related to data quality and completeness, which are important for the accurate
functioning of machine learning models.

Model Adaptability. The adaptability of ML models used for anomaly detec-
tion is key to wider industrial adoption. Required efforts include extensive model
training and validation using representative data sets from the target environment.
Additionally, the parameters and thresholds of anomaly detection models must
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be fine-tuned to align with the operational patterns and behaviors. This involves
adapting the models to recognize what constitutes normal versus anomalous activ-
ity within the context of that particular environment. Moreover, ongoing monitor-
ing and iterative refinement are necessary to maintain model performance as the
system evolves.

Integration with existing systems. Autonomous monitors must be capable
of interfacing with current monitoring tools, databases, and alerting mechanisms,
such as Amazon CloudWatch, Azure Monitor, or on-premise solutions, to collect
and analyze data effectively. This often requires developing custom connectors or
adapters that facilitate smooth data flow and communication between systems. In
addition, organizations need a scalable and flexible technical infrastructure capable
of supporting real-time data processing and ML model deployment. This includes
investing in cloud-based solutions that can handle dynamic data loads and enable
continuous model updates.

Feedback Loop. The feedback loop for iteratively refining ML models with-
out traditional labeled data has proven to be an effective strategy. This mecha-
nism leverages the expertise of operations and development teams to fine-tune the
ML models used within autonomous monitors. Implementing such a feedback-
driven optimization process in different organizations would require establishing
clear communication channels and protocols for collecting and utilizing feedback.
This collaborative approach also helps address the unique regulatory, privacy, and
security concerns that may arise in different operational contexts. For example,
feedback loops allow teams to monitor how personal data is being used and rec-
ommend changes to limit exposure, such as anonymizing or minimizing sensitive
data used in training or predictions.

Therefore, the implementation of the autonomous monitors requires careful
consideration of the unique aspects of each operational context even though the
core functionalities are broadly applicable. By addressing these factors, autonomous
monitors can provide significant improvements in operational efficiency and reli-
ability across a wide range of cloud-based environments, making them a versatile
addition to the modern DevOps toolkit.

The summary of presented insights and approaches is encapsulated in the the-
sis’s technological rule:

Thesis TR To enhance operational efficiency in DevOps, employ autonomous
monitors to proactively monitor, detect, and alert initial signs of critical fail-
ures.

This rule synthesizes the overarching goal of the research — to create a re-
silient and efficient operational environment through proactive monitoring sys-
tems. By leveraging autonomous monitors, software development companies can
streamline their alerting processes, reduce noise from non-critical alerts, and focus
resources on addressing the most significant anomalies in monitoring data.
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4 Discussion

In the domain of software engineering research, particularly when engaging with
industrial partners, a critical challenge is balancing the need for realism with the
demands for control and precision [200]. This trade-off is especially relevant in
empirical studies that aim to validate advanced technological solutions in real-
world environments. Our research prioritizes realism by instantiating our studies
within the operational environments of case companies, capturing the complexities
and challenges faced by industry practitioners. For instance, our implementation
and evaluation of the autonomous monitors were carried out in a live production
environment, where the complexity of cloud-based systems and the variability of
operational conditions provided a robust test bed. This approach provided valuable
insights into the operational effectiveness of the proposed monitoring solution,
enabling a wide range of scenarios that would be difficult to achieve in a controlled
laboratory setting.

However, this emphasis on realism introduced challenges related to the vari-
ability of industrial environments, such as fluctuations in system load, diverse data
distributions, and configuration changes, which introduced noise and complexity.
This variability made it challenging to control all conditions and isolate the direct
impact of the implemented monitoring solution. Moreover, the noisy and dynamic
nature of data from real-world environments might have impacted the precision
of the results. Despite these challenges, we successfully balanced the trade-off by
collaborating closely with case companies, refining our solutions based on con-
tinuous feedback, and integrating state-of-the-art solutions for anomaly detection
and log analysis. While the variability in real-world settings may have led to some
inconsistencies, it also provided valuable insights into the performance of our so-
lutions across different operational contexts.

The aspect of realism differentiates our research from many recent publica-
tions in the same domain. Some of them use controlled environments [67, 234] or
simulated operational failures [149, 212] for evaluation purposes. In contrast, our
work exposed the tough realities of conducting empirical evaluation in real-world
settings, where we experienced and addressed challenges related to the shortage
of ground truth data and the interpretability of detected anomalies in monitoring
data. Compared to the most similar solutions, such as MonitorAssistant [241]
and IntelligentMonitor [209], our contributions still stand out with unique find-
ings. MonitorAssistant [241] uses historical failures and their impact on metrics
to guide anomaly detection and provide recommendations based on past patterns.
As such information was not available within our case companies, we developed
the autonomous monitors capable of detecting unforeseen anomalies and report-
ing actionable alerts that are tailored to the current operational context. Although
the IntelligentMonitor [209] successfully addresses data overload and visibility of
system health, our solution goes a step further by addressing the challenge of alert
fatigue through the use of interpretable alerts generated by using LLMs. This en-
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sures that the alerts are issued timely with clear and meaningful guidance, making
them more practical and useful in real-world cloud operations.

Autonomous monitors offer significant advantages over the built-in anomaly
detectors available in commercial monitoring tools [65] by providing a higher
level of customization and precision tailored to the specific needs of a system.
While commercial tools often rely on generic thresholds or basic algorithms, au-
tonomous monitors use advanced ML models specifically trained on the system’s
monitoring data. Additionally, industry practitioners may be uncertain about how
well these generic anomaly detectors will perform in their specific environments.
Therefore, this thesis offers valuable insights into how to build custom solutions
that integrate near-real-time data collection, anomaly detection, and the reporting
of interpretable alerts, thereby providing evidence on how some state-of-the-art
ML models perform in real cloud environments. This may help practitioners and
researchers develop more effective and reliable monitoring systems that are ad-
justed to their operational contexts.

Building on the findings of this thesis, several future research directions can be
pursued to further enhance and refine the proposed solutions. First, expanding the
evaluation of the autonomous monitors across a wider range of industrial contexts
would provide deeper insights into their adaptability and robustness. Additionally,
exploring the integration of different and more advanced machine learning models
could enhance anomaly detection capabilities. Investigating the use of real-time
feedback loops with automated adjustments could improve the accuracy and ef-
ficiency of the monitors over time. Moreover, a deeper exploration of what con-
stitutes an anomaly in different cloud-based contexts is essential, as operational
norms and thresholds can vary significantly across industries and systems. Finally,
addressing the scalability and performance of autonomous monitors in highly dy-
namic cloud environments, as well as ensuring compliance with regulatory and
security standards, will be crucial for their widespread adoption and success in
diverse operational settings.

5 Validity of research

In this section, we discuss the overall limitations of the design research in Papers
I-III, using the assessment criteria of relevance, rigor, and novelty as outlined by
Engström et al. [49]. We focused on balancing all three aspects to produce re-
search that is both credible and practically valuable. The discussion on rigor will
be enriched with an examination of potential threats to validity according to the
definitions used by Feldt and Magazinius [54]. Both Paper IV and Paper V in-
dependently elaborate on their respective validity threats. Moreover, this section
provides a brief reflection on the ethical considerations taken into account through-
out the thesis.
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5.1 Relevance

The relevance of the research conducted in Papers I-III is evaluated based on its
applicability and benefit to both practitioners and the research community [182].
From the practitioners’ perspective, the contributions offer practical solutions to
real-world problems related to alert management in cloud-based systems. By ad-
dressing specific challenges identified through case studies, the research provides
insights and solutions that can be adapted or directly applied in similar industrial
contexts. The solutions proposed are designed to enhance operational efficiency,
making them highly relevant to organizations facing similar issues. From an aca-
demic standpoint, the relevance is highlighted by the generalizability (see Section
3.6) of the findings, which contribute to the broader body of knowledge on ma-
chine learning applications in software engineering.

Additionally, in each of Papers I-III, the related work section critically ana-
lyzes previous studies that have explored similar research phenomena, identifying
the research gaps. In this way, we demonstrate the significance and relevance of
conducted research by showing how its main contributions build upon and extend
the existing body of knowledge. Moreover, the survey study (Paper IV) conducted
as part of this thesis provides a broad perspective on current monitoring practices,
challenges, and the adoption of ML-based solutions. This study validates the rel-
evance of the autonomous monitors but also highlights the industry’s readiness
and barriers to adopting such innovations, making the findings highly relevant to
practitioners seeking to enhance their cloud-based systems.

5.2 Rigor

The rigor of the design science studies presented in this thesis is determined by
assessing the knowledge-creating activities: problem conceptualization, solution
design, and empirical validation [182]. Regarding the problem conceptualization,
we used interviews, observations, documentation analysis, and informal discus-
sions with practitioners to collect qualitative data and identify the most challeng-
ing problem instances of monitoring data flow and overflow in operations. These
methods were systematically applied, following best practices in qualitative re-
search, to ensure the reliability and validity of the data. Moreover, they provide
direct insights into the studied phenomenon as they require quite close collabora-
tion with the practitioners.

We assess the rigor of the design activity by estimating to which extent the
proposed design builds on the prior designs from state-of-the-art solutions [49]. In
Paper II, we provide an overview of the most relevant deep learning approaches
that we considered for improving the initial version of the smart filter from Paper I.
This involved a comprehensive review of a variety of anomaly detection techniques
and their ability to capture complex, nonlinear relationships in multivariate time
series data in real operational contexts.
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Furthermore, the empirical validation of the proposed solution, the autonomous
monitors, was conducted in a real-world environment using operational data to ver-
ify their effectiveness in a practical context. The feedback loop established with
industry practitioners, who provided qualitative assessments of the smart filter per-
formance, further enhances the rigor by incorporating real-world expertise and
practical insights into the validation process. In addition, the survey findings con-
firmed the practical benefits of this ML-based monitoring solution in real-world
settings.

In addition, we address several key aspects of validity threats to ensure the
credibility of its findings. Internal validity is achieved by employing structured and
systematic research approaches across the thesis, ensuring that observed outcomes
are directly linked to the interventions. This is accomplished through iterative
design cycles and empirical validations that rigorously test the interventions in
real operational environments. However, researcher bias during interviews and
observations poses potential threats, which were mitigated by using triangulation
and incorporating expert (practitioner) feedback.

Construct validity is approached by ensuring that the concepts being investi-
gated and measured, such as “an anomaly” are grounded in theory and practice.
The use of diverse data sources, including interviews, observations, and literature
reviews, ensures that they are accurately captured and assessed. Furthermore, the
design and evaluation of the solutions were iteratively refined based on qualitative
feedback from practitioners. Despite these efforts, we acknowledge that certain
limitations exist, such as the potential for varying interpretations of what consti-
tutes a “real anomaly” across different industrial contexts.

External validity is supported by diverse case studies (Papers I-III) and an in-
dustrial survey (Paper IV), enhancing the generalizability of findings across differ-
ent contexts. Despite potential limitations due to specific company characteristics,
the inclusion of various company sizes and sectors in the survey study aids in
broadening the applicability of the results.

Conclusion validity is ensured through a robust data collection process, empir-
ical validation, and careful documentation of the research methods. The iterative
nature of the design science cycles, particularly in developing and refining the au-
tonomous monitors, strengthens the reliability of the conclusions drawn. However,
threats such as potential biases in the interpretation of qualitative data and the sub-
jective nature of feedback mechanisms are acknowledged. We mitigate these by
employing a systematic approach to data analysis and involving multiple stake-
holders in the feedback process.

5.3 Novelty

The novelty of this research is evident in its innovative approaches and contribu-
tions to the field of cloud-based system monitoring. It particularly stands out for its
fusion of machine learning, natural language processing, and software engineer-
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ing principles to develop an advanced framework for system monitoring. Unlike
many theoretical studies, this research goes beyond simulations and controlled ex-
periments by deploying the proposed solutions in operational environments. This
practical application allowed a thorough assessment of the models’ performance in
detecting anomalies within actual industrial data, providing concrete evidence of
their utility and robustness. The integration of state-of-the-art solutions into oper-
ational workflows represents a significant innovation in how these models perform
in real-world scenarios.

Additionally, the contributions of design research in the thesis were captured
in technological rules. They provide guidelines that synthesize theoretical insights
with practical applications supported by empirical evidence from case studies.
These rules are designed with an emphasis on contextual relevance, making them
applicable to a wide array of settings by allowing practitioners to adjust the so-
lutions to fit the unique challenges and characteristics of each environment (see
Section 3.6).

5.4 Ethical Considerations of the Thesis

Throughout the research conducted for this thesis, several ethical considerations
were addressed to ensure integrity and ethical rigor. Confidentiality agreements
were established to protect sensitive operational data and proprietary informa-
tion, ensuring strict adherence to data privacy and intellectual property regula-
tions. These agreements were important for maintaining the confidentiality of the
case companies involved, and that all research activities adhered to strict corporate
and academic standards. This included rigorous data protection protocols, ensur-
ing that all collected monitoring data was securely stored and exclusively used
for research purposes. For the qualitative components, including interviews and
observations, informed consent was obtained from all participants. They were as-
sured of confidentiality and anonymity, reinforcing the trust and privacy of those
involved. In the survey component of the research, participants were informed
about data privacy policies directly on the questionnaire form. This included de-
tailed information on how their responses would be used, stored, and protected,
ensuring transparency and securing informed consent. The ethical guidelines fol-
lowed in this thesis reflect a dedication to responsible and respectful collaboration
with all stakeholders.

6 Conclusions

In this thesis, we addressed one of the main challenges identified in DevOps,
alert flooding (RG1). By leveraging available monitoring data and advanced ma-
chine learning solutions, this research has developed smarter alert mechanisms
that provide critical insights into system operations (RG2). The introduction of
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autonomous monitors, which employ both advanced ML and natural language
processing (NLP) techniques, has significantly improved early failure detection.
These autonomous monitors effectively reduce the volume of false positives, thereby
enhancing the efficiency of the system’s response to true anomalies. Through de-
tailed case studies and empirical evaluations, the practical applicability and adapt-
ability of these solutions have been validated across various industrial settings,
showcasing their potential to transform and improve operational workflows in
cloud-based environments (RG3).

The results also revealed a growing yet cautious interest among industry prac-
titioners in adopting AI/ML technologies to enhance DevOps processes (RG4).
While there is a clear recognition of the benefits, such as enhanced detection of
operational failures and reduced manual efforts, concerns around implementation
complexities and integration with existing systems persist. Moreover, the findings
from this thesis highlight the importance of continued exploration and develop-
ment in this field, particularly in refining anomaly detection models and expand-
ing their application across different cloud-based environments. As the industry
evolves, the adoption of advanced monitoring and alerting systems will be crucial
for maintaining robust and reliable software systems, ensuring that DevOps teams
can effectively manage and prevent potential failures. This research provides a
foundational framework for these advancements, offering valuable insights into
the integration of AI/ML in modern system operations.
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PAPER I

CLOSING THE FEEDBACK
LOOP IN DEVOPS THROUGH
AUTONOMOUS MONITORS IN

OPERATIONS

Adha Hrusto, Per Runeson, Emelie Engström

Abstract

DevOps represent the tight connection between development and operations. To
address challenges that arise on the borderline between development and opera-
tions, we conducted a study in collaboration with a Swedish company responsible
for ticket management and sales in public transportation. The aim of our study
is to explore and describe the existing DevOps environment, as well as to identify
how the feedback from operations can be improved, specifically with respect to the
alerts sent from system operations. Our study complies with the basic principles
of the design science paradigm, such as understanding and improving design so-
lutions in the specific areas of practice. Our diagnosis, based on qualitative data
collected through interviews and observations, shows that alert flooding is a chal-
lenge in the feedback loop, i.e., too many signals from operations create noise in
the feedback loop. Therefore, we design a solution to improve alert management
by optimizing when to raise alerts and accordingly introducing a new element in
the feedback loop, a smart filter. Moreover, we implemented a prototype of the pro-
posed solution design and showed that a tighter relation between operations and
development can be achieved using a hybrid method that combines rule-based and
unsupervised machine learning for operations data analysis.

Springer Nature Computer Science (2021)
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1 Introduction

The software industry has gone through several revolutionary changes over the last
decades. A major change is that software is no longer delivered as a box product.
Technological advancements and availability of cloud computing platforms have
enabled continuous delivery of software systems leveraging the flexibility and reli-
ability of various cloud delivery solutions [171]. Moreover, cloud providers offer
an infrastructure for developing and operating large-scale software systems em-
powered by continuous practices and DevOps, the latest industry concept based
on principles of collaboration, automation, measurements, and monitoring [199].
However, it also comes with an abundance of data to be managed as it is considered
to be the fuel of the DevOps process [20].

The software life cycle includes continuous integration, continuous testing,
and continuous deployment practices [55]. During deployment, software systems
are transitioned from development to operations, to be continuously used by end-
users. The connection between development (Dev) and operations (Ops), known
as DevOps, ensures faster development cycles and frequent releases. However,
keeping the same level of software quality becomes challenging due to shorter
testing cycles. Run-time monitoring of services in operations [53], which is the
focus of this study, is of high importance for gaining confidence in a software
system and providing feedback to the development.

Through the run-time monitoring system, a vast amount of data is continuously
collected and saved for manual or automatic analysis. The data analysis serves as
feedback to development teams and provides deep and quick insight into the status
of the software system during operational execution [20]. Consequently, develop-
ers and project managers can act as soon as they are notified about anomalies. The
notification is typically implemented as alerts sent through a messaging platform,
like Slack, triggered by alert rules, which are defined as functions of the opera-
tional data. However, the abundance of data and particularly alerts from minor or
major malfunctions in system components, tend to flood over the developers and
create noise that drowns the important alerts.

In the literature, there are examples of various methods for the analysis of oper-
ations data but only a few are addressing real industrial needs and challenges com-
panies are facing in relation to the feedback from operations to development [252].
Consequently, there is a limited choice of potential solutions available in the liter-
ature for designing more context-specific solution designs based on the identified
industrial needs. Thus, with our research, we aim to fill this gap by addressing
challenges related to the flow – and overflow – of data from operations to devel-
opment. We intend to explore and improve existing solution designs in the context
of the case company’s feedback loop from operations to development. Thus our
study complies with the principles of a design science paradigm [182].

We conducted a study in collaboration with a Swedish company responsible
for ticket management and sales in public transportation. Their main product is
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the back-end system for ticketing and payments, developed and operated in a Dev-
Ops environment using Microsoft services and tools. Following design science
principles, we explore and describe the existing DevOps environment and identify
the main challenges on the borderline between operations and development, us-
ing qualitative data collected through interviews and observations. To address the
identified challenges, we design a solution for more effective processing of data
available through the monitoring system in operations by introducing a smart filter
in the feedback loop. Thus our research adds to the new research and innovation
discipline called AIOps, artificial intelligence for IT operations [37]. Moreover,
we present a prototype implementation and validation of the proposed design. It
includes a description of the labeling process of unlabeled operations data, us-
ing unsupervised anomaly detection and considering the service vulnerabilities, as
well as learning new advanced alert rules using a supervised, decision tree-based
Python module.

The contributions of our paper are threefold:

C1. Problem conceptualization. We identified alert targeting, signal to noise
optimization, and system interoperability as being three important problem
instances of the general alert flooding problem in the feedback from opera-
tions to development.

C2. Solution design. We present a unique technical solution that combines var-
ious systems’ and applications’ metrics for learning advanced alert rules
within the new element in the feedback loop, a smart filter.

C3. Prototype implementation. We performed a pilot implementation of the
proposed solution in the case environment as a proof of concept for further
work.

The rest of the paper is structured as follows. In Section 2 we present the
background and previous work in this field. In Section 3, we elaborate on the
research approach, while in Section 4, we describe the case company. Identified
problem instances are introduced in Section 5. The solution proposal is presented
in Section 6. Prototype implementation of the proposed solution and empirical
validation are given in Section 7, while Section 8 discusses the contributions and
concludes the paper.

2 Background and Related work
Ståhl et al. [199] conclude in their systematic mapping study on continuous prac-
tices and DevOps, that the concepts of continuous software engineering practices
and DevOps are ambiguous in the literature. We adhere to their proposed definition
that “Continuous deployment is an operations practice where release candidates
evaluated in continuous delivery are frequently and rapidly placed in a production
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environment”. In contrast, “Continuous release is a business practice where re-
lease candidates evaluated in continuous delivery are frequently and rapidly made
generally available to users/customers”. Depending on the environment, a release
may be achieved through deployment, for example in most SaaS (Software as a
Service) environments. On the contrary, for user-installed software, continuous
deployment is not an applicable concept, as the user must take actions to install a
new version. However, continuous releases may still be offered to the users.

Ståhl et al. [199] find DevOps be a broader term, including culture and mindset.
It also comprises tools, processes, and practices. We adhere to this broad definition
of DevOps, as we want to investigate “the interplay between specific continuous
practices and DevOps principles, processes and methods” [199], which aligns well
with Fitzgerald and Stol’s scoping of continuous software engineering [55].

Despite the observed ambiguity, there are additional research summaries. Lau-
kkanen et al. [122] presented a literature review of problems, causes and solutions,
when adopting continuous delivery. They build on a previous literature review by
Rodriguez et al. [177], and summarize topics related to build design, system de-
sign, integration, testing, release, human and organizations, and resources. How-
ever, the operational aspects are not included. Similarly, Shahin et al. [189] do
not cover practices beyond continuous deployment in their review and Mishra and
Otaiwi [153] only briefly mention operational feedback as contributing to software
quality in DevOps, in their systematic mapping study.

There is, however, research related to post-deployment activities. Suonsyrjä
et al. [202] studied how automatically collected data from operations could be
used as feedback to the development. They reviewed the literature and surveyed
practitioners’ interest in such activities. They conclude that topics related to post-
deployment monitoring appeared in the scientific literature during the 20th century
but, not during the last two decades [202]. As an exception, Orso et al. [164] pre-
sented the GAMMA system 2002, as an approach to support monitoring software’s
behavior during its lifetime.

Monitoring is not only focused on the software. According to Pietrantuono et
al. [170], monitoring of the software product in operation can be used for collect-
ing usage data. The data is afterward analyzed and reused for selecting the most
representative test cases, based on usage profiles, which are used in their approach
to “continuous software reliability testing”.

Moreover, monitoring has also been part of alarm systems used for triggering
warning signals in case of unusual rises in systems’ metrics. Xu et al. [237] pro-
posed a Process-Oriented Dependability (POD)-Monitor for reducing the number
of false alarms focusing on sporadic and infrequent operations. Their approach
utilizes process-context information and the Support Vector Machines (SVM) al-
gorithm for learning when to suppress alarms and reduce the overload on opera-
tors.

Alerts is another term used for denoting the same or similar events as alarms
and according to Zhao et al. [252], they represent a key source of anomalous events
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in operations. Zhao et al. [252] reported an approach for handling alert storms con-
sisting of alert storm detection using Extreme Value Theory (EVT), alert filtering
using the ML Isolation Forest method, alert clustering using Similarity Matrix
Construction, and representative alert selection. Furthermore, Zhao et al. [253]
published another study on enhancing the quality of services by utilizing the mon-
itoring data. Similarly, they analyzed alerts but with the aim of identifying the
severity level. They proposed a framework AlertRank for extracting severe alerts
based on textual and temporal alert features as well as features extracted from
monitoring metrics. Since there are two different terms in the literature, in the rest
of the paper we use alerts to denote signals of unexpected systems’ behaviors in
operations.

Monitoring in operations can be utilized even without alert rules, thus con-
sidering raw operations data. Cito et al. [30] identified three main categories of
operations data: system metrics, application metrics, and application system met-
rics [30]. Recently, researchers and practitioners have devoted significant effort
to the analysis of aforementioned operations data considering, among others, ma-
chine learning techniques and the development of various applications. Anomaly
detection is one of the available applications for early detection of a system’s ab-
normal behavior. It has been used for detecting deviations in software releases
based on the data generated by a DevOps toolchain [19]. Further, Du et al. [46]
presented DeepLog, a model based on deep learning for natural language process-
ing, which is used for learning patterns in logs and detecting anomalies in log
data. More thorough research on anomaly detection has been undertaken by He et
al. [80] where they provide an overview of supervised and unsupervised machine
learning techniques used for log analysis. In addition, logs have been studied
for several other applications. Clustering log sequences into groups, identifying
causal dependencies, and creating failure rules are the main steps in the root cause
analysis and failure prediction approach proposed by Fu et. al. [59].

More attempts at problem identification by log analysis can be found in papers
by He et al. [79] and Lin et al. [133] where KPI (Key Performance Indicators) are
used in combination with logs. In both papers, the authors deal with clustering-
based techniques, but their solutions differ in the second phase of the proposed
approaches. In the solution by He et al. [79], the second phase consists of corre-
lation analysis of identified clusters with system KPIs, while the second phase by
Lin et al. [133] includes extracting most representative logs from clusters and com-
parison of clusters created in test and production environment for simpler problem
identification. Furthermore, feedback from operations has been used for decision
making and improving feature planning [30] as well as for feedback-driven devel-
opment where monitoring data has been used for improving developer’s tools [29].

In summary, operations data has been studied and analyzed for different pur-
poses but still, there is more to be explored in DevOps contexts, to improve the
feedback from operations to development. State-of-the-art solutions [19, 96, 252]
address relevant challenges in managing operations data. However, situations of
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Figure 1: Overview of the design science approach

alert flooding in DevOps environments are not extensively explored. Thus, we aim
to contribute to the design of solutions that better manage alerts in DevOps.

3 Research Approach

Our study, as shown in Figure 1, is a problem-driven design science approach [182].
Thus our starting point was to gain deeper insights into the specific challenges of
our case company. As a first step, we explored how the general problem of in-
corporating feedback from operations in the development manifests as a problem
instance in the industrial context under study. For that purpose, we conducted six
interviews and performed observations in the case company to identify and articu-
late the main problem instances on which to focus further improvements.

To obtain a comprehensive overview of the issues, we selected interviewees in
senior positions with different responsibilities within the team, including a product
owner, a test manager, a test developer, a system architect, and two developers.
During the interviews, we asked general as well as more specific questions related
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to the DevOps cycle. The interviews were semi-structured since we wanted to
flexibly explore the interviewee’s opinions and let them speak about their main
issues. Focus areas and examples of questions used in the interviews are shown
in Table 1. All collected qualitative data, notes, and video records were analyzed
using the NVivo tool. Furthermore, we observed their processes in operations and
the way they were handling operations data. This enabled uncovering insights and
defining problem instances.

In the problem conceptualization step, we described three identified problem
instances (Section 5) through the lens of envisioned matching solutions, i.e., we
formulated three high-level technological rules. However, in this paper, we refined
only one of them in the conceptual solution design. Hence, we improve the feed-
back loop from operations to development by introducing a new element, a smart
filter, for optimization of alert to noise ratio. In the design process, we considered
the insights gained through interviews, results of the intensive discussions with the
development team, and state-of-the-art solutions for alert management [252, 253].

Table 1: Topic areas and examples of questions used in the semi-structured inter-
views

Focus area Examples of questions

CI/CD pipeline
- Could you describe the CI/CD pipeline?
- What are the shortcomings and how can they be addressed?

Continuous
monitoring

- Which parts of the system are monitored?
- Which signals are the most critical and good candidates for monitoring?

Alerts
- How does the current alert system look like?
- In which periods do you experience the highest number of alerts?

Accessibility of
operations data

- Which types of operations data are available for analysis?
- Which types of operations data are used for setting the alert rules?

Potential
improvements - How/what would you improve in your current monitoring system?

Moreover, alongside the proposed solution design, we implemented a proto-
type instance to get a better understanding of the opportunities of the available op-
erations data, its type and characteristics as well as the constraints of the context.
In the implementation of the prototype solution, we used unsupervised anomaly
detection throughout the labeling process of unlabeled operations data while also
considering the service vulnerability and observed metrics frequency. Further, for
generating new advanced alert rules, a supervised tree-based machine learning
technique was used. Regarding the empirical validation, there were time and en-
vironment constraints that hindered a full evaluation of the implemented solution.
However, we were able to perform a partial evaluation using a limited data set
for the implementation of the multivariate anomaly detection in a prototype envi-
ronment. In this way, we were able to compare the results obtained by using the
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smart filter in the feedback loop with the results of using the pure unsupervised
ML technique for predicting alerts based on the multivariate unlabeled data set.

4 Case Description

The system under study is a backend system of an application for ticketing and
payments used in public transportation. It is a cloud-based system developed and
operated in a DevOps environment using Microsoft tools and services. The system
architecture is leaning towards a microservice architecture, which consists of 20
services that are highly maintainable, testable, and independently deployable.

Throughout the entire CI/CD cycle, shown in Figure 2, new features or up-
dates of each service are tested on: 1) unit level, every time the build process of
the system under test with its dependencies is triggered; 2) API and UI level, every
time the master branch is updated as well as every night on the latest build version
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Table 2: Types of operations data mapped with configured alerts

Operations data Configured alerts

Logs
Exceptions /
Traces /
Requests /

Application metrics

Dependency Failures
An unusual rise in the rate

of dependency failures
Exceptions /
Failed Requests /
Server Exceptions /

System Metrics

CPU Time /

Errors Http 4xx
An unusual rise in the rate of

failed HTTP requests

Server Errors 5xx
Whenever there is
a server error 500

Response Time /
Requests /

from the master branch. Moreover, the candidate version for the release is used as
a reference version by other teams in the company for a week, which is called the
“hardening process”. If necessary, the latest version is tested in the acceptance-test
environment, which serves as a production-like environment. The release cycle is
weekly and ends by deploying to three production environments. Hence, the exis-
tence of several independent environments enables smooth development, testing,
and deployment activities but also multiplies the complexity of the entire system.

The health status of each service is monitored using the Microsoft data plat-
form, Azure Monitor. Azure Monitor collects the data from several sources, such
as applications or Azure resources, into a common platform to be used for anal-
ysis, alerting, and visualization. Within this data platform, two types of data are
available, metrics and logs. Metrics are numerical values denoting specific sys-
tem’s observations captured within a defined timestamp. Logs are represented by
both numerical and textual values, and they describe specific events that happened
at a particular moment in time. Both metrics and logs can be used for setting alert
rules that signalize that something unexpected is detected in the observations of
the targeted resources. The case company has implemented simple rules for de-
tecting failed requests with error 500 and unexpected raises of dependency calls
and failed Http requests, as shown in Table 2. When these rules are satisfied, alerts
are triggered, and alert notifications are sent either to a dedicated Slack channel or
via email.

Operations data shown in Table 2 represent only a small portion of all avail-
able data in Azure Monitor, but in this paper, we focus on the selected logs and
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metrics. Among all accessible observations of different system components, we
chose metrics and logs related to the data types used for setting current alert rules
and the ones used in debugging in case of detected anomalies. Alert rules, shown
in Table 2, are configured for all 20 services, and notifications about raised alerts
are sent on two different platforms. Alerts that detect internal server error 500 are
sent to the Slack channel, while unusual rises in the rate of dependency failures
and failed requests are sent via email.

The development team has already reported various challenges in managing
and responding to fired alerts with this configuration. Moreover, their everyday
development tasks are filled with the uncertainty that every alert brings into their
development environment due to an overload of non-relevant alerts. Consequently,
this might cause a bottleneck in the information flow from operations to develop-
ment. The flaws identified within the monitoring and alert system are elaborated
in the next section.

5 Problem Conceptualization

In this section, we present three main problem instances, identified in the problem
conceptualization step, with respect to the general goal of better incorporating
feedback from operations into development. Based on observations made in the
case company, alert flooding is identified as the main cause of all three problems.
Alert flooding is a phenomenon that appears in the case of a high number of alerts
that are not properly managed. In this paper, we focus on the specific aspects of
this phenomenon namely, targeting, optimization, and interoperability problems.

5.1 Alert flooding as targeting problem

The first problem is defined as a targeting problem. This means that the distribution
of alerts to target recipients, between the teams and individual assignment of a
single or group of alerts within the team, is not fully transparent. Moreover, a lot
of time is spent on discussions on how to resolve alerts and who is going to take
the responsibility. Currently, three teams can be assigned when an alert is fired.
Each team consists of four or five members, mainly developers, and every team
is responsible for one of the domains, which consist of multiple services. Alert
notifications are sent to a dedicated Slack channel, but no one is tagged or directly
assigned to the raised alerts. Individual responsibilities within the team are not
clear and team members usually discuss specific alerts in the same Slack channel.
Sometimes they tag each other and ask if that person has already looked into raised
alerts. As acknowledgment, they usually write that they will look at it right away
or later. If they agree that an action should be taken, a ticket is created and added
to a backlog of the board in Azure DevOps. Hence, two different platforms for
communicating alerts are used but the information is not synchronized.
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While observing the team and their current practices, we noticed that some
team members showed more interest than others in resolving alerts and that some
look into alerts that are related only to services they are developing or they are
familiar with. Consequently, there is an increasing number of alert notifications
because no one takes full responsibility for looking into alerts that frequently ap-
pear every day. After talking to some team members, it was clear that they would
like to see some structured way of alert management and assignment but they also
pointed out that acting on every alert would take too much time since their main fo-
cus is development. Because of that, designing a solution for the targeting problem
becomes even more challenging.

5.2 Alert flooding as optimization problem

The second problem instance represents an optimization problem, which addresses
optimization of a signal to noise ratio. In this case, the signal consists of high pri-
ority alerts while the noise represents low priority alerts, which frequently appear
every day. Hence, the main question is how to differentiate between alerts that
cause failures and alerts that cause temporary glitches that don’t affect the sys-
tem’s performance.

While observing the current practices in alert management, we noticed that all
alert notifications come to the Slack channel with the same priority. Over time,
developers learned which alerts are reoccurring occasionally, and they consider
them as “normal alerts”. Normal alerts are mostly caused by glitches in an external
or internal service or represent a consequence of a failure related to the central
service. The central service represents the heart of the system and all alerts related
to this service have the highest priority. This priority is not specified as a part of
an alert notification, but is something that developers know since they developed
the system and they know how vulnerable each of the services is. “Normal alerts”
are not normal since they signalize that something might be wrong in the specific
service, but they are normal as they occur frequently, and the team got used to
them. They also produce noise in the channel used for communicating alerts and
because of that some critical things may pass unnoticed. The team raised concerns
about this and agreed that addressing and solving this particular problem might
help in faster and better response to other more important alerts. One more reason
to do so is because they currently do not act upon normal alerts unless there is a
high number of occurrences.

The majority of current alert rules aim at discovering internal server errors
with error code 500 while a significantly higher number of logs still remain unex-
plored, Table 2. Hence, there is a need for adding more alert rules. However, the
team decided to stick with the existing alert rules since the current ones are not
successfully managed. Recently, the team reported that they missed over 20 000
failed Http requests with error code 400. They did not notice this anomaly because
they were overwhelmed with other alert notifications but also due to the fact that
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they do not usually analyze logs or fix issues before they cause severe problems.
Hence, designing new or redesigning existing alert rules to optimize the signal to
noise ratio, is another challenge that they are facing while at the same time it is
important that the number of non-relevant alerts is not increased and that the most
critical alerts are prioritized.

5.3 Interoperability flaws between developed system and
external systems

Many large-scale software systems depend on external services developed by third
parties. In this way, the original system can offer more features to their end cus-
tomers. This seems to be a huge benefit but may also increase the vulnerability
of the entire system since even the smallest glitches in an external service might
cause serious deviations in the original system. Similar issues are experienced
in the case company as their backend system also depends on external payment
providers, Azure databases, and other software projects developed in their com-
pany. There is a special Slack channel where RSS (Really Simple Syndication)
feeds and emails from external services are forwarded. However, many problems
are still discovered through customer service and user complaints. So, they get
notified when something has already failed and is visible to end-users instead of
in advance. Moreover, the uncertainty of potential disruptions makes developers
even more confused. It is their responsibility to decide if a raised issue is some-
thing temporary or it really represents an issue they should look into and report.
They usually make a decision based on the alert frequency and side effect ap-
pearance. There are no statistics that can prove developers’ claims, but a huge
number of alerts are caused due to interoperability flaws with external services.
The existence of failed Http responses with unknown and unexpected error codes
complicates root cause analysis even more. It is important to address this problem,
otherwise the system stability will be degraded.

6 Solution Design

As stated in Section 3, we provide a conceptual design for the second problem in-
stance, alert flooding as an optimization problem. This problem causes the highest
information overflow in the feedback loop. By addressing this specific instance,
the scope of the first and the third problem instances will be reduced, and indi-
vidual solutions simplified. The first and the third problem instances will not be
individually treated in this paper but will be considered in our future work.

Hence, we propose one solution design and focus on the following challenges
related to the second problem instance: 1) reduce the number of noisy alerts with-
out missing the critical ones; 2) increase the number of alert rules without causing
an overload of alert notifications; 3) improve developer’s responses to the fired
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Figure 3: Overview of the proposed solution for the second problem instance

alerts while minimizing interference with their development related tasks. Ac-
cordingly, we present the overview of the proposed solution for the second prob-
lem instance in Figure 3.

The upper part of Figure 3, illustrates the previously explained architecture of
the software system, consisting of 20 microservices and Azure Monitor, that mon-
itors real-time application performance (Application Insights) and performance of
Http-based services for hosting applications (App Services). The lower part of
Figure 3, visualizes the enhanced alert system with a new addition, representing
the bridge between MS Azure Monitor and Slack, the platform where alert no-
tifications are sent. The new box, the smart filter, serves as a middle-ware and
provides additional features to the existing alert management.

The main task of the introduced box is to generate alert rules for sending alert
notifications to the messaging platform. Hence, we temporally disregard current
alert notifications and instead focus directly on the most important data, specif-
ically metrics shown in Table 3, holding information about the system’s perfor-
mance. The reason for such an approach is that the current alert rules only catch
a limited number of system glitches and failures while at the same time not being
able to differentiate noisy alerts from important ones. The smart filter will analyze
more data and learn over time to identify new dependencies that may generate new
and better decision rules. In this way, we will reduce the risk of omitting important
alert notifications while keeping the Slack channel clean from noisy information.
Therefore, in our proposed solution design, new decision rules are learnt based
on the features representing the systems’ and applications’ performance metrics
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Table 3: Overview of the selected data, service vulnerabilities, and desired deci-
sion rules

Selected application
and system metrics

- CPU Time
- Number of failed requests
- Number of exceptions
- Number of dependency failures
- Http 4xx errors
- Internal server errors
- Total number of requests
- Response time

Services with known
vulnerabilities

- Service B –>buying tickets on vending machines
- Service G –>service for validating selected locations
- Service M –>main service for ticketing
- Service P –>bridge to an external payment service

Example of
a decision rule

IF num_of_failed_requests_SG >threshold_1
AND response_time_SB >threshold_2
AND num_of_Http500_SB >threshold_3
THEN send_notification

of the mostly affected services. The output of the smart filter is binary, meaning
that new decision rules are able to determine when to send and when not to send
alert notifications. As shown in Figure 3, the smart filter involves preprocessing
and labeling of the data required for the learning process. The exact procedure is
presented in Section 7.

All things considered, the proposed approach of generating new decision rules
aims at filtering the incoming performance data and sending only relevant alert
notifications to the Slack channel. Newly learnt alert rules should not increase the
number of alert notifications in the Slack channel since the learning process also
involves learning about the noisy data.

Therefore, the proposed solution design addresses the aforementioned chal-
lenge regarding the insufficient alert rules. The purpose of the enhanced alert
management is to provide more insights into correlations between alerts and op-
erations data and at the same time enable forwarding more details about potential
failures within the alert notifications. In this way, the development team could have
all information needed to discover the root causes of potential failures. Moreover,
it is expected that developer’s awareness of raised alerts will increase and that they
will need less time for resolving critical systems behaviors. Therefore, the pro-
posed solution design intends to resolve the previously listed challenges related to
the second problem instance.
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7 Prototype Implementation and Empirical Val-
idation

In this section, we present technical details of the prototype implementation1 as
well as the effects of the implemented solution prototype in the identified prob-
lem context. Prototype implementation includes data selection, tools and methods
selection, threshold detection for each of the features, labeling process, training
process and testing. While working on the implementation of a solution prototype,
we have decided to stick with basic machine learning techniques since we primar-
ily wanted to examine the limitations of the suggested design. Hence, using deep
learning or reinforcement learning for identified problem instances is beyond the
scope of this paper.

Data selection. For the prototype implementation, we have chosen to only
work with numerical values representing the various systems’ and applications’
performance metrics, to keep the simplicity. Logs are not included in the pre-
liminary data selection due to their complex structure and due to the fact that the
observed logs including traces, types of exceptions, or failed requests could only
help with the explainability of potential failures. The metrics and services selected
to be part of the training data (see Table 3) are chosen based on the observations
made in the messaging and monitoring platform focusing on metrics frequency and
service vulnerability. Therefore, we selected 8 metrics for each of the 11 services,
which makes in total 88 features. Every feature vector has 8623 samples collected
during a period of one month with a time granularity of 5 minutes, which was
selected based on the current practice within the project.

Tools and method selection. The presented solution design involves learn-
ing new decision rules in the form of logical expressions “IF conditions THEN
response” and for such an approach the first choice of ML methods are tree based
methods, such as bagging and random forest. Therefore, for implementation, we
use Skope-rules [61], a Python machine learning module for extracting rules from
the tree ensemble as suggested by Friedman and Popescu [56]. The classification
is binary, thus, if an instance representing the combination of multiple features sat-
isfies conditions of the rule, then it is assigned to one of two output classes, “send_-
notification” or “dont_send_notification”. Using this Python module requires la-
beled data for the learning process, thus making this approach even more challeng-
ing since the monitoring data platform collects only raw data and the knowledge
about the expected outcomes is unknown.

Identifying thresholds. Therefore, we decided to generate labels based on the
known service vulnerabilities and desired level of contamination. The first step
of the labeling process is to identify thresholds for single features using machine
learning for anomaly detection (see Figure 3, step 1). For that purpose, we used a
Python toolkit PyOD [255] consisting of 30 different detection algorithms. Hence,

1https://github.com/adha7/smart-alert-filter, available upon request

https://github.com/adha7/smart-alert-filter
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the thresholds are predicted for each of the 88 features where the outliers are ex-
pected to be extremely high values. By applying one of the algorithms from the
PyOD module on a feature vector, we get anomaly scores for each of the values
within a feature vector. Larger anomaly scores are assigned to outliers and the
threshold is simply determined by picking a value from a sorted feature vector
with a large enough score. The score value on the borderline between inliners
and outliers is chosen so that the level of contamination of the entire training data
equals 0.05. The contamination is determined by the number of outlying objects
in the data set, in our case alert notifications that need to be sent to the messaging
platform. Selected level of contamination corresponds to the 13 alert notifications
per day and represents three times less of the current number of alert notifications.
Since there is no optimal number of alert notifications per day we consider this
decrease significant and at the same time large enough to not miss the important
system failures.

Labeling process. After determining the thresholds for each of the features,
the warnings are raised in the cases where the features reach values above these
border values. Based on these warnings, we generate labels (see Figure 3, step 2)
considering a fixed number of raised warnings in a time slot of 5 minutes as well
as capturing for which services warnings are raised, targeting services shown in
Table 3. Accordingly, the output class is labeled as 1, if there are more than 8 raised
warnings in the same time slot, which means that there are at least two services
affected considering that 8 warnings can be related to one service. Further, the
output is also denoted as anomalous or 1, if there are warnings raised for the most
vulnerable services, as shown in Table 3, no matter the number of raised warnings.
When the labeling process is completed, learning logical and interpretable alert
rules can be activated (see Figure 3, step 3).

Training process. Through the training process, Skope-rules generated 120
rules for the class “dont_send_notification” and 43 rules for the class “send_no-
tification”. The rules are generated by fitting single estimators, decision trees,
with predefined precision and recall as input parameters. The precision and recall
reached during the training phase are between 0.92 and 0.99 for the output class
“dont_send_notification”. The precision score for the output class “send_notifica-
tion” is evenly high as for the opposite class but the recall was significantly lower
due to very low contamination, the number of outliers, in the training data set.
A low recall score makes the algorithm “picky” when selecting outlying samples
which might be good for filtering the noise but on the other hand, it might miss
single and isolated outliers.

Testing. On this account, we analyze how the implemented prototype scales
the number of predicted alert notifications per day to the actual number of raised
alerts. We use test data collected within the 7 days (March 3, 20:35 – March 10,
19:40) for predicting outlying objects, alerts, and present the results in Figure 4.

We conclude that the smart filter produces half the number of alerts in a period
of 7 days, 108 compared to 211. Regarding the distribution of alert notifications
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(a) Smart filter

(b) Multivariate anomaly detection

Figure 4: Number of alerts per day in the test data. RED color: alerts raised
with current alert rules; GREEN color: alerts raised with a) the smart filter and b)
multivariate anomaly detection

per day, the number of predicted alerts during the weekend (March 6 and 7) is very
low which is expected due to lower stress on the ticketing and payments system.
During the workdays, the number of predicted alerts is less than actual except when
there are issues in the system that the current alert system is not able to capture.
This was the case on March 5, when there was a problem with buying tickets on
the vending machines. The smart filter raised an alert 30 minutes earlier than it



54 CLOSING THE FEEDBACK LOOP IN DEVOPS

was reported by customers, which means that this specific failure could have been
caught before it was noticed by users.

The implemented prototype reduces the overall overload on the development
team but also gives space for further improvement by introducing prioritization of
alerts and sending the alerts on different Slack channels based on their priority for
even better and clearer differentiation.

Empirical validation. In addition to the smart filter implementation, we also
implemented multivariate anomaly detection (MAD) to validate our prototype by
comparing it with the pure unsupervised ML technique for detecting outliers, rep-
resenting alerts, in multivariate unlabeled data set. We used the same Python
toolkit PyOD [255] for the MAD implementation and selected the COPOD model,
copula-based outlier detection introduced by Li et al. [130]. The COPOD model
was trained using the same training data but without labels. The predictions, shown
in Figure 4 (b), using the same test data set, revealed that the MAD trained model
does not scale very well the number of predicted alerts. It predicts almost the same
number of alerts as the actual alert system, making the same level of noise. Both
models, trained using the smart filter and MAD respectively, reach the F1-score,
a harmonic mean of precision and recall denoting a model’s accuracy, above 0.9.
However, the pure unsupervised ML might not be able to capture the imbalance
between the target classes and the importance of specific services and their met-
rics. To clarify this, we look at the alert distribution over the metrics of highly
affected services shown in Figure 5 (a) and (b). We noticed that the smart filter
produces less noise around the actual failures, such as the one marked with the
black arrow from March 5. This means that the actual failure can be more easily
identified among the alerts that appear close to the selected alert on the graph. The
predicted alerts using multivariate anomaly detection are grouped and based on the
graph, they produce several alert floods which is the opposite to what we want to
achieve. On the other hand, the smart filter predicts isolated alerts in case of short
system’s glitches and smaller groups of alerts when there is a larger issue rolling
out.

There are still some individual events that passed unnoticed but since this is
only a prototype version, imperfections and shortcomings are expected. Further-
more, we used a limited data set collected within one month, which could have
also affected the training process and learning when to send alert notifications due
to a low number of outlying objects. We aim to address this in our future work by
considering the larger data set.

8 Discussion and Conclusion
The synergy between development and operations in DevOps is important for de-
veloping and releasing high-quality software systems, but even more for gaining
insights into the system’s behavior in the production environment. In order to en-
sure the latter, raw operations data, collected through runtime monitoring tools, is
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(a)

(b)

Figure 5: Distribution of raised alerts in the test data using a) the smart filter and b)
multivariate anomaly detection. BLUE color: selected performance metric; RED
color: raised alerts
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analyzed to discover valuable feedback information. Our results have shown that
monitoring and utilizing data available in the production may help developer teams
to more easily identify, understand and communicate issues in the operations. Fur-
ther, it helps present the valuable information in an actionable manner and reduces
the pressure and overload.

The results obtained, following design science principles, directly relate to
three main contributions mentioned in the introduction section, problem concep-
tualization (C1), solution design (C2), and prototype implementation (C3). We
started with the problem conceptualization since the first step in solving a par-
ticular problem is understanding its causes and effects. Before our attempt to
identify the main challenges on the borderline between development and oper-
ations, the everyday routine work at the case company obscured shortcomings
in the information flow between operations and development. During the initial
stage of interviews and observations, we managed to identify targeting, optimiza-
tion and interoperability problem instances related to alert flooding. The problem
conceptualization (C1) helped both the development team in acknowledging ex-
isting issues and the research team, in creating a solution design, which is our
second contribution. After presenting our findings, the development team seemed
relieved since they finally understood what was hindering them from making full
use of operational data and how data overload in operations could be prevented.

The solution design (C2), as previously mentioned, addresses the problem of
alert flooding with the emphasis on reducing the number of noisy alerts. The
presented conceptual model includes a new element in the feedback loop, respon-
sible for learning new advanced alert rules capable of reducing the total number of
alerts and increasing their relevance. The smart filter addresses challenges in the
alert management such as insufficient number of alert rules, noisy alert notifica-
tions, and slow developer’s response on fired alerts. Therefore, this addition in the
feedback loop improves the information flow from operations to development by
introducing alert rules which combine various systems’ and applications’ metrics
and services with the aim of capturing unexpected and faulty system’s behaviors
and providing more detailed insights to the development team.

The third contribution (C3) includes implementation of the solution prototype
and validation in a specific context, i.e. our case, the ticketing and payment sys-
tem operated in the DevOps environment. We successfully implemented a proto-
type version of the smart filter using a hybrid method consisting of unsupervised
anomaly detection and supervised decision tree-based Python toolkit while also
considering the importance of highly vulnerable services in the labeling process.
The prototype was validated using a limited test data set collected through the
monitoring system in the production environment. Accordingly, we demonstrated
that a severe failure could have been caught if the smart filter was integrated in
the feedback loop instead of the current alert system. Furthermore, we compared
the implementation of our prototype with the pure unsupervised ML technique for
multivariate anomaly detection. We showed that the customized hybrid method
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better captures the systems’ unbalanced operations data and system-specific char-
acteristics needed for catching both systems’ glitches and severe failures. Hence,
the feedback information obtained as a final result has tightened the connection
between operations and development. There have been several attempts at ad-
dressing similar challenges using state of the art solutions based on deep learn-
ing [46,96,252], while our solution proposal reach promising results while keeping
simplicity of the ML approach.

The smart filter in the feedback loop improves the connection between opera-
tions and development but at the same time raises more challenges that need to be
addressed in the future. Even though it reduces the total number of alerts, it could
still be improved by increasing the level of differentiation between the raised alerts
by introducing several levels of priorities and target recipients. We plan for further
work to address the raised challenges by considering deep learning and other ma-
chine learning techniques as well as implementing the smart filter in the production
environment. Consequently, the smart filter will be fully integrated and automated
in the feedback loop and will require minimum human assistance. In this way, we
would be able to get immediate feedback and insights from developers involved
in the alert management, which is needed for obtaining a complete evaluation of
the smart filter. Moreover, since our study provides prescriptions for problems in
a very specific industrial context, in the future we aim to validate our solution in
other similar contexts.
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Abstract

DevOps has recently become a mainstream solution for bridging the gaps between
development (Dev) and operations (Ops) enabling cross-functional collaboration.
The DevOps concept of continuous monitoring may bring a lot of benefits to de-
velopment teams, such as early detection of run-time errors and various perfor-
mance anomalies. We aim to explore deep learning (DL) solutions for detection
of anomalous systems behavior based on collected monitoring data that consists
of applications’ and systems’ performance metrics. Moreover, we specifically ad-
dress a shortage of approaches for evaluating DL models without any ground truth
data. We perform a case study in a real DevOps environment, following the prin-
ciples of the design science paradigm. The research activities span from practice
to theory and from problem to solution domain, including problem conceptualiza-
tion, solution design, instantiation, and empirical validation. We proposed and
implemented a cloud solution for DL model deployment and evaluation empow-
ered by feedback from the development team. The labeled data generated through
the feedback was used for evaluation of current and training of new DL models
in several iterations. The overall results showed that reconstruction-based mod-
els, such as autoencoders, are quite robust to any parameter modification and
are among the preferred for anomaly detection in multivariate monitoring data.
Leveraging raw monitoring data and DL-inspired solutions, DevOps teams may
get critical insights into the software and its operation. In our case, this proved to
be an efficient way of discovering early signs of production failures.

Information and Software Technology (2023)
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1 Introduction

The complexity and dimensionality of software systems are continuously increas-
ing to meet higher market demands and customer expectations. Developing such
systems is even more empowering in DevOps environments where collaboration,
automation, measurement, and monitoring [145] are the main principles for elim-
inating the barriers between development and operations teams. DevOps is an
emerging cultural and organizational practice that enables adoption of new and
modern software architectures for developing scalable and reliable applications.
The recent and popular architectural style entails microservices as an approach to-
wards developing applications as a suite of small services [6]. The main advantage
of those services is that they are independently developed, tested, deployed, and
maintained [210].

In this paper, we report a case study of a microservice system for ticket and
payment management in public transportation, in a DevOps environment. We
specifically focus on infrastructure automation for building, deploying, and op-
erating microservices, known as Continuous Integration / Continuous Deployment
(CI/CD) pipelines [210]. The overall popularity of microservices has increased
with the availability of various cloud platforms and solutions that enable building
such infrastructures, required for flexible and frequent releases. Fast releases and
their quality are the priority in DevOps environments. The DevOps concept of
continuous monitoring in operations assists in revealing unexpected and unwanted
system behavior. In our study, we focus on the detection of anomalous system
behavior in monitoring data and timely reporting alerts to development, providing
all details needed for fast response.

We perform the case study, adhering to the principles of the design science
paradigm [182], as a continuation of our previous work [89], which conceptual-
ized the problem and proposed a solution, expressed as technological rules, i.e.,
grounded recommendations for practice [182]. The initial results of the case study
were presented at the workshop SESoS 2022 [87], which we in this paper ex-
tend by refining the technological rule and implementing and evaluating proposed
solutions. Specifically, we aim to dig deeper into performance vulnerabilities of a
microservice system and how they may be discovered early by raising alerts before
they turn into a problem with severe consequences. For that purpose, monitoring
in operations provides direct insights into the status of the running software sys-
tem, while all monitoring data is continuously saved for potential further analysis.
According to experiences from the industry and reported challenges in managing
monitoring data [171], many software companies are still struggling to select the
right set of tools for storing, visualizing, and processing the data. Having a unique
solution for monitoring data management would enable timely identification of
any potential deviations in data and reporting them as alert notifications.

Additionally, the health status of the entire system depends not only on the
health of individual services but also on their relation and coexistence in a software
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system as a whole. This means that the entire software system is based on the
interaction between the services, which may not only be dependent on each other
but even on another external service, hosted on a different cloud platform. To
address this complexity, we treat the data from different services as multivariate
time series (MTS) data represented by an ordered set of multidimensional vectors,
recorded at a specific timestamp [27]. There have been several attempts at dealing
with multivariate time series data with the aim of identifying anomalous systems
behavior [96,123,148]. However, only a few discuss the evaluation of the proposed
methods in contexts without known ground truth data. Evaluation of the learning
model is a required step to achieve a reliable AI solution [120]. Thus, we aim
to fill this gap and explore approaches for evaluation of deep learning solutions
for filtering out anomalies in unlabeled multivariate time series. The novelty of
the conducted research is in the adaptation to the real industrial context. More
specifically, we defined and implemented guidelines for selecting and evaluating
DL solutions in the aforementioned context. Expressed as a technological rule:

TR: To improve alert management in DevOps environments, integrate a smart
filter based on DL for anomaly detection in operations, and iteratively evaluate
and update it utilizing generated labeled data through feedback from develop-
ment.

The technological rule (TR) above is a refinement of the one identified in our
initial exploratory study [89]. The initial solution design included an additional
element in the feedback loop for anomaly detection, a smart filter, implemented
using a basic ML approach based on decision rules [89]. The continuation of this
work was published in our most recent paper [87], where we considered advancing
the design of the proposed solution using unsupervised deep learning methods
to meet the complexity of the studied system and the unavailability of annotated
anomalous data. Contributions of the most recent work [87], (C0 and C1 listed
bellow) are also included in this paper to keep the coherent structure. Thus, this
study is an extension of the previous work [87] with an additional contribution C2,
where we investigate six different variations of the unsupervised DL methods for
anomaly detection in multivariate time series. Furthermore, we iteratively evaluate
and update the best-performing DL models in the same DevOps environment (see
Section 4), which we refer to as optimization.

The contributions of our paper are threefold, which strengthen the grounding
of our technological rule by being field tested in our case study:

• C0: A conceptualization of the problem of applying and evaluating deep
learning methods in a challenging industrial context that includes multidi-
mensional time series data with unknown ground truth anomalies.

• C1: A brief overview of unsupervised deep learning methods for anomaly
detection in multivariate time series representing performance metrics of a
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microservice system as well as guidelines for selecting minimum feasible
DL methods for anomaly detection in the same or similar contexts.

• C2: A cloud solution for deployment of the DL method for anomaly de-
tection in multivariate time series and its in-context implementation, eval-
uation, and optimization through continuous feedback from development.

The rest of the paper is structured as follows. In Section 2 we present back-
ground and related work in the field of monitoring large-scale cloud applications
and anomaly detection. Next, in Section 3 we give an overview of the research
approach while in Section 4 we describe the case company and the system under
study. We present an overview of unsupervised deep learning methods for multi-
variate time series in Section 5 and give guidance on selection minimum feasible
DL methods in Section 6. An overview of the cloud solution used for deployment
and integration of the DL model into the feedback loop with the implementation
details and results is given in Section 7. Finally, we discuss limitations of proposed
solution design, conclude and briefly discuss future work in Section 8.

2 Background and Related Work
Continuous monitoring is a very important post-deployment activity that provides
insights into software usage and health. Collecting and inspecting the raw moni-
toring data is highly significant for diagnosing potential failures. Identifying and
resolving prospective issues on time, improves overall quality and reliability, and
reduces potential technical debt [6]. Surveying state-of-the-art literature, Gall and
Pigni [60] identified the benefits of using monitoring such as quick incident re-
sponse, transparency, and quality of services. These goals are achievable through
analysis of fine-grained metrics and end-to-end correlation, highly significant for
microservice architectures and capturing the multidimensional view of the soft-
ware [60].

Regarding the monitoring of microservices, the general background may be
found in publications that explicitly treat this type of systems [28, 104] as well
as in papers that rather focus on cloud monitoring while implicitly introducing
challenges on monitoring microservice architectures [75, 171], due to their very
strong synergy. Ying et al. [104] claim that monitoring has an important role in
a microservice system and that it can be conducted on several levels: hardware,
network, system, application, and service access level. They propose a monitoring
scheme that consists of the following platforms: 1) Logstash for data collection
and filtering; 2) Elasticsearch for storage analysis; 3) Kibana for visualization. In
a broader overview on monitoring of microservices, Waseem et al. [229] introduce
monitoring practices such as exception tracking, health check API, and log man-
agement instead of monitoring levels. Moreover, they bring reasons for having
a monitoring infrastructure for microservices, including diagnosing and reporting
errors, failures, and performance issues, which is also the aim of our study.
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From a slightly different perspective, focusing on monitoring cloud systems,
Pourmajidi et al. [171] present a similar monitoring framework as Ying et al. [104]
with an additional suggestion that includes a stack of InfluxDB and Grafana, open-
source time series database, and analytics and interactive visualization web appli-
cation, respectively. Moreover, one of the challenges they are concerned with is
that the monitoring frameworks provide the health status of individual components
instead of the overall system [171], which is a concern we are partially addressing
in this study.

Further, there is a need for a unified monitoring framework to replace a stack
of different tools as in the aforementioned examples. Larger companies providing
cloud services, such as Microsoft and IBM [89,96], have already started offering a
unified platform that enables version control, building, deploying, and monitoring
of applications.

Data collected through the monitoring system may take different forms, but
we specifically focus on multivariate time series, mainly denoting various applica-
tions’ and systems’ performance metrics. Mining the time series data aims at ex-
tracting meaningful knowledge using tasks such as classification, clustering, fore-
casting, and anomaly detection [27]. Anomaly detection is the process of identify-
ing unusual and unexpected events across time [14]. Hagemann and Katsarou [75]
summarize anomaly detection methods for cloud computing environments into
three categories: machine learning, deep learning, and statistical approaches. Re-
cent studies [96, 148] show that the researchers were mainly interested in deep
learning methods due to their ability to learn highly complex and non-linear cor-
relations with no prior assumptions about the data. For instance, Islam et al. [96]
argued that Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU)
autoencoders have the strongest predictive power. Among other researchers, there
is the same tendency when selecting anomaly detection methods for multivariate
time series [3, 96, 148]. Another method attracting growing attention is Genera-
tive Adversarial Networks (GANs) [12, 123] that belongs to reconstruction-based
methods like the aforementioned autoencoders. Similar to autoencoders, GANs
aim at reconstructing the normal behavior of time series and detecting anomalies
based on how much the reconstructed data points deviate from the normal behav-
ior. In Section 5, we provide an in-depth review of deep learning methods for the
studied context.

3 Research Approach

We conducted a case study in the context of a larger research project using the
conceptual framework of the design science paradigm [182], as shown in Figure 1.
Our previous work [87], (in blue, Figure 1) and current work (in green, Figure 1)
are part of the same case study. The starting point of this case study is the bot-
tom left quadrant (I), with an identified problem instance of alert flooding and
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outcomes from the design science cycle conducted in our initial study [89]. In
this study, we aim to further investigate one of the technological rules, that maps
the problem of alert flooding to a solution that optimizes alert to noise ratio, by
adding a smart filter to the feedback loop from operations to development. We
revisited the previously published initial, basic version of the smart filter [89] by
gathering observations of its limitations from the DevOps practitioners, and sur-
veying relevant literature. In a design science cycle [182], this step corresponds
to the problem conceptualization activity and constitutes contribution C0 listed in
Section 1. As shown in Figure 1 (quadrant II), we reduced our challenging indus-
trial context to a problem of learning from multidimensional time series data with
unknown ground truth anomalies.
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(blue: previous work; green: current work)
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Next, we investigate solutions for an upgrade since the initial implementa-
tion of the smart filter [89] relied on a supervised anomaly detection method and
manually labeled data, which was insufficient to fully characterize all notions of
anomalousness [181]. Hence, we wanted to explore unsupervised deep learning
approaches that are capable of learning the complex dynamics with no prior as-
sumptions about the anomalous and non-anomalous data distribution. Thus, in
this step we design an upgraded solution of the smart filter, inspired by available
solutions in the literature, which is stated in contribution C1 in Section 1 (see Fig-
ure 1, quadrant III). Hence, we approach the literature with the following research
questions:

• RQ1: What unsupervised deep learning methods are mostly used for anomaly
detection in multivariate time series?

• RQ2: What unsupervised deep learning methods for anomaly detection in
MTS may be used in the studied context?

Eighteen techniques were compared through a 3D lens proposed by Choi et al. [27].
The details of this analysis are reported in Section 5 and summarized as generic
guidelines in Section 6. As shown in Figure 1, these two research questions were
already addressed in our previous work [87]. Unchanged findings are included in
this paper.

The next step is towards optimization, and we continue from the cloud solution
plan that is also presented in our most recent work [87]. It presents the parts of a
cloud infrastructure needed for integration of the upgraded deep learning version
of the smart filter in the feedback loop from operations to development. In this pa-
per, we expand this section and provide details of the in-context implementation,
including deployment of DL models, generating labels, and evaluation of several
approaches (see Figure 1, bottom right quadrant). This was mainly empowered by
the first author’s practical experience and through the support of the practitioners
in the case company. Still, reaching the best-performing ML solution requires a
few more iterations to confirm the robustness of the selected ML model, which is
marked as future work in Figure 1. Furthermore, we plan future steps for address-
ing limitations identified throughout the optimization process. Thus, we intend to
answer the following research questions related to contribution C2 in Section 1:

• RQ3: What capabilities of the cloud infrastructure are required to imple-
ment the proposed solution design for optimization of anomaly detection in
a microservice system?

• RQ4: Which unsupervised deep learning method for anomaly detection per-
formed the best in the studied context?

• RQ5: What are the limitations of the proposed solution and how to address
them?
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In Section 7 we present the proposed solution design, in-context evaluation,
and results from the optimization cycles. While mentioned design steps enabled
experimentation and evaluation of state-of-the-art DL approaches, the final selec-
tion of the DL approach with the highest precision in detecting anomalies will be
carried out in future work.

4 Problem Context

This study is conducted in collaboration with a Swedish company, developing and
operating the backend system of an application for ticket and payment manage-
ment in public transportation. It is an example of a system that utilized benefits
from both a cloud platform and a microservice architecture. The entire system
is developed using Microsoft tools and cloud solutions, following the aforemen-
tioned DevOps principles. The health status of each of the 20 microservices is
monitored using Microsoft Azure Monitor that collects data, including perfor-
mance metrics and logs from various sources, such as applications and Azure re-
sources. Collected data is mainly used for analysis, visualization, and alerting. For
further analysis of anomaly detection, we consider only metrics – numerical repre-
sentations of specific systems’ observations taken within a predefined timestamp.
Logs are disregarded as their analysis is out of scope of this study.

As stated in Section 1, it is important to take into account performance met-
rics of all monitored microservices and analyze dependencies over a time axis but
even more importantly dependencies on other variables’ observations from other
microservices. Hence, we consider application metrics (dependency failures, ex-
ceptions, failed requests) across 14 services and system metrics (status codes Http
2xx, errors Http 4xx, errors Http 5xx, number of requests, response time) across 13
different services. We selected those services based on their vulnerability and sig-
nificance identified during the initial study [89]. In total, we get a 120-dimensional
vector consisting of 120 real-valued observations denoting specific performance
metrics, which is an instance of a multivariate times series (see Appendix 1). The
training data set is composed of samples recorded at a specific time during a period
of 12 months. Moreover, the training data set is contaminated with approximately
1% of undetected anomalies which makes the two classes of anomalous and non-
anomalous data highly imbalanced. This is an estimated contamination level based
on observations from the DevOps team and the number of alerts they were receiv-
ing before we started this case study.

We have already attempted at analyzing smaller data set consisting of the afore-
mentioned performance metrics in order to address reported challenges in manag-
ing alerts, that notify the developer team about strange and unusual system’s be-
havior. However, creating new advanced decision rules [89] that combine metrics
across different services is a prototype solution used for exploring the limits of this
very complex industrial context. Therefore, we aim to explore deep learning meth-
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ods, since they can learn highly complex dynamics with no assumptions about the
data distributions and underlying patterns. A detailed analysis of deep learning
methods applicable for the multivariate time series is presented in the following
section.

5 Review of DL Methods for Anomaly Detec-
tion in MTS

We reviewed eighteen recent studies proposing deep learning methods for anomaly
detection in time series. Inspired by a review by Choi et al. [27], we analyze
and present a condensed overview of unsupervised DL methods across three di-
mensions: 1) inter-correlation between variables, 2) temporal context modeling,
and 3) anomaly score criteria. The first dimension covers the various methods
that may be employed for calculating the correlation between multiple variables,
such as dimensional reduction, 2D matrix, or graphs [114, 125, 249]. Thus, high-
dimensional monitoring data may be represented with fewer feature representa-
tions in order to reduce the dimensionality problem and the number of computing
resources needed for the analysis of the raw data. The second dimension consid-
ers the temporal context of the time series and it is defined by the selection of the
neural network architectures, such as Recurrent Neural Networks (RNN) [115],
Long Short Term Memory (LSTM) [249], Gated Recurrent Unit (GRU) [251], or
Convolutional Neural Networks (CNN) [103]. The third dimension relates to the
calculation of the anomaly score that indicates the levels of anomalousness. The
greater the score is, the more likely it is that the observed time series sequence
is abnormal. The anomaly score can be calculated based on the reconstruction
error [96], prediction error [249] or dissimilarity [103]. The mapping of DL meth-
ods for anomaly detection in multivariate time series across the aforementioned
dimensions is shown in Table 1.

The first group of columns in Table 1 classifies DL methods based on the recon-
struction error along the inter-correlation between variables and different neural
networks for modeling temporal context. The reconstruction-based anomaly de-
tection methods leverage the encoder-decoder architecture, namely autoencoders
(AE), to reconstruct input time series and measure how much the reconstructed
time series deviate from the original samples. An encoder is a fully connected neu-
ral network that encodes a time series sequence into a lower dimension to obtain
the most representative features. A decoder uses the output from the encoder to
reconstruct the encoded time series into the original dimensions. An autoencoder
aims to reproduce the input time series with noise and anomalies removed, since
the hidden layers learn to generalize the distribution of the normal data [115]. This
architecture has been used as a single solution for addressing anomaly detection
problems [91] as well as in combination with Generative Adversarial Networks
(GANs) [64] or anomaly likelihood functions, as introduced by Ahmad et al. [3].
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Autoencoders have been widely used in various setups. Kieu et al. [115] pro-
posed autoencoder ensembles by building a set of RNN autoencoders that may
be trained in an independent framework or in a shared framework, where all au-
toencoders in an ensemble interact through a shared layer. In this example, the
anomaly score is calculated as the median of all reconstruction errors obtained by
applying the Euclidean norm to the original and reconstructed time series. This
approach successfully deals with the problem of overfitting to the original time
series [115]. Zhang et al. [243] and Zhao et al. [254] presented similar solu-
tions that include constructing 2D feature matrices needed for representing the
inter-correlations between the pairs of time series before applying convolutional
encoders and decoders for reconstructing the input time series. Benefits of com-
bining CNN and LSTM layers in autoencoders for learning spatial and temporal
features have inspired many researchers [109, 242]. Unlike the aforementioned
solutions, Chevrot et al. [26] explored using several decoders, one per mini batch.
The mini batches were created by separating the original batch of data based on the
discrimination feature, which simplifies the solution but provides better accuracy
and timely anomaly detection.

As already stated, the encoder-decoder structure has been used in GANs solu-
tions, mainly to model a Generator. Hence, the generator also aims at reconstruct-
ing time series data and generating samples that possibly could have been drawn
from the original data set. In addition to the Generator, GANs consist of another
sub-model, a Discriminator. The Discriminator learns to distinguish the real sam-
ples from the original data set and fake samples obtained from the Generator. The
two GAN sub-models are trained together with the objective of minimizing the
adversarial loss to match the distribution of the generated time series to the data
distribution of original samples [64]. Geiger et al. [64] applied the GAN approach
on normalized raw data while calculating the anomaly score as a linear combina-
tion of reconstruction errors and outputs from the Discriminator.

Differently from the aforementioned approach, Khoshnevisan et al. [114] and
Wenqian et al. [103] used a 2D correlation matrix to capture inter-correlation be-
tween multiple time series and explore the most representative features before
applying the GAN method. Both approaches use the same Generator structure,
encoder-decoder-encoder, to optimize the input reconstruction in original and la-
tent space. The approaches differ in modeling the temporal context and calculat-
ing the anomaly score. Khoshnevisan et al. [114] built the corresponding neural
networks out of the convolutional-LSTM layer in order to learn spatial and tem-
poral dependencies while Wenqian et al. [103] relied only on the convolutional
layers. In the testing phase, Wenqian et al. [103] used both the apparent and la-
tent loss, a L1 distance between the real and generated time series, and Euclidean
distance between latent representations of the original samples and encoded gener-
ated samples, respectively. Differently, Khoshnevisan et al. [114] determined the
anomalous samples based on the reconstruction errors as a measure of differenti-
ation between the original and reconstructed time series. Although the results of
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the GAN approaches seem remarkable as in previous and similar examples [125],
simultaneous training of two competing sub-models may lead to a failure mode.
Thus, a very unstable training process may cause a collapsing mode in which the
Generator will always output the same value for any input time series.

The second group of columns in Table 1 lists the DL methods for anomaly
detection based on prediction error. These methods predict the values of the time
series for the next time steps and calculate residuals between the predicted val-
ues and the actual observations. Examples of such methods were reported by
Munir et al. [159] and Ding et al. [44] with a slightly different choice of neu-
ral networks, CNN and LSTM respectively, and different selection of the metrics
for calculating the anomaly score. In addition to the prediction models, Zhao et
al. [251] and Zhang et al. [249] consider prediction and reconstruction errors mu-
tually in their model architectures. Zhang et al. [249] proposed a Convolutional
Autoencoding Memory (CAE-M) built of a convolutional encoder whose feature
representations were fed into the predictive network. Zhao et al. [251] used the
feature-oriented and time-oriented graph attention layer to model the relationship
between the features and time steps, respectively, before simultaneous optimiza-
tion of the reconstruction and predictive model. By combining reconstruction and
predictive models, the aforementioned solutions bypass the shortcomings of the
individual models [251].

Dissimilarity-based methods have been less appealing to the researchers, thus,
the third group of columns in Table 1 contains fewer DL methods in comparison
to the other columns. However, the examples of dissimilarity-based methods have
shown promising results in tackling anomaly detection in multivariate time series
[138,190]. The core idea behind these methods is to measure the distance between
the value obtained by the DL model and the distribution or cluster of the original
data set [27]. In particular, Liu et al. [138] proposed an architecture that consists of
a feature extractor and anomaly detector. The feature extractor is a stack of CNN
layers used for extracting a low-dimensional feature vector while the anomaly de-
tector uses Mahalanobis distance to calculate how far the current observation exists
from the distribution of normal and abnormal data. Similarly, Shen et al. [190]
used feature extractor in their temporal hierarchical one-class (THOC) model but
differently, cosine similarity to measure the distance between the features and the
cluster obtained by deep support vector data description.

In the next section we discuss the selection of the minimum feasible DL method
in terms of simplicity and applicability for our and similar problem contexts, while
mainly reflecting on the methods and classification presented in this section.

6 Guidance for a Minimum Feasible DL Method

Most of the currently available deep learning approaches for anomaly detection in
multivariate time series are context-specific and their implementation may seem
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overwhelming for researchers or practitioners that are novices in the field. More-
over, there is no single solution that fits all use cases. Thus, in this section, we aim
to give guidance for the selection of a minimum feasible deep learning method for
anomaly detection, specifically applicable to multivariate time series. This means
that the suggested method may be used as the starting point when exploring the
specific context and limitations of the available data set. Further, the method may
be adjusted or optimized to be used for larger and more complex data sets.

Type of anomaly. The anomaly in time series data may be represented by one
or more data points that significantly deviate from previous time steps. We con-
sider a point and subsequent anomaly [14], as two types of anomalies relevant for
our problem context. The point anomaly is a data point that significantly deviates
from either its neighboring data points (local anomaly) or other points in the time
series (global anomaly). The subsequent anomaly refers to a set of data points
whose mutual behavior diverges from the rest of the time series [14]. Both types
of anomalies may affect one or more time-dependent variables in time series. To
detect either of these two anomaly types, the DL methods listed in Table 1 may be
applied with an additional modification for detecting subsequent anomalies since
the history of detected anomalies must be maintained. Thus, the methods including
sliding windows may be explored when detecting subsequent anomalies [96,243].

Dimension of the data set. Dimensionality in time series refers to a number of
attributes measured in each time step. A multivariate time series is an ordered set
of n-dimensional vectors recorded at a specific time, where n denotes the number
of attributes, which can be equal or greater than two [27]. As presented in Section
5, various methods for dimensional reduction, including autoencoders (AE) [249]
and convolutional feature extractor [138], may be employed for extracting features
based on the relationship among attributes and reducing the dimensionality of the
problem context.

Temporality. A time series is a collection of data points measured and in-
dexed in time order. The observations are recorded at equal time intervals and
each data point is dependent on its prior values. Based on the review in Section 5,
LSTM layers are mostly used for modeling the temporal context since they have
ability of keeping the information about previous states for long periods of time.
This enables learning of the long-term dependencies. Further, CNN layers were
a favoured selection for extracting spatio-temporal dependencies in multivariate
time series with a spatial dimension as in [243, 254], which is usually not the case
with the performance monitoring data.

Selection of the DL method. For the selection of the minimum feasible meth-
ods, we exclude solutions based on GANs since they may require more develop-
ment time and computing resources for their implementation but still do not guar-
antee satisfactory results due to their unstable training process. Thus, we rather
focus on reconstruction- and prediction-based methods to be the first methods to
explore when tackling the anomaly detection problems in time series. Further, we
present three variations of the DL methods that could be explored as the starting
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Method 1
Reconstruction-based 

method

Method 2
Reconstruction- and 

prediction-based method

Method X
Best performing ML 

method

Deploy, collect 
feedback

Evalute M1, tune M2 
and validate, deploy 

Collect
 feedback

Figure 2: Overview of process for the method selection

point when addressing anomaly detection tasks.

• Method 1: A pure reconstruction-based method utilizing the encoder-decoder
architecture for obtaining a reconstruction of the input data. For modeling
the temporal context, LSTM layers are preferred while anomaly scores may
be calculated as the Euclidean distance between original and reconstructed
data points. Moreover, one could use a fixed window size to capture subse-
quent anomalies while keeping track of the previously detected anomalous
data points as suggested by Hsieh et al. [91].

• Method 2: A combination of reconstruction- and prediction-based methods
as proposed by Zhao et al. [251]. Inter-correlation may be applied in the
case of high dimensionality [114] with previous data normalization. The
suggestion is still to stick with the LSTM layers and use the Euclidean norm
to calculate the difference between reconstructed and predicted values, and
actual observations at the corresponding time steps.

• Method 3: A dissimilarity-based method with prior feature extraction using
one of the approaches for discovering inter-correlations between attributes,
such as LSTM autoencoders [27] or CNN feature extractor as in a solution
proposed by Liu et al. [138]. The next step is to determine how far actual
observed values are from the clusters or distribution of anomalous and non-
anomalous samples using any clustering method, such as K-Means [181] or
Gaussian Mixture Models [138].

We suggest exploring the methods for advancing the smart filter in the order
they are presented. The three presented methods will be considered for advancing
the smart filter, one at a time. This means that they will be deployed to the pro-
duction environment one by one and evaluated. In each iteration, the development
team will be assessing the precision of reported alerts. When the labeled data is
obtained based on the feedback, we aim to explore the feasibility and accuracy of
alternative approaches which may include second and third methods with no or
minor adjustments. We continue this process until we reach the method with the
highest accuracy as shown in Figure 2. In this paper, we present two iteration cy-
cles. The details of the in-context implementation and evaluation of the proposed
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solution design for anomaly detection in multivariate time series are presented in
the next section.

7 Implementation and evaluation of anomaly de-
tection approaches

In this section, we present the details of the in-context implementation of deep
learning models and their deployment and integration in the feedback loop, uti-
lizing the cloud infrastructure. This also includes a description of the model se-
lection, data preprocessing, and the process of anomaly detection, as well as an
overview of the results accomplished during the initial optimization step. Ad-
ditionally, we provide a comparison of different unsupervised DL approaches in
order to select the best-performing model for the next optimization cycle. We
conclude the section by discussing the challenges and future improvements of the
presented DL solutions.

7.1 Overview of the cloud solution for in-context imple-
mentation

As mentioned in Section 1, we aim to address a shortage of approaches for eval-
uating DL methods in the DevOps context where ground truth data on anomalous
system’s behavior is unknown. Hence, we present a cloud infrastructure used for
implementation and optimization of the DL model, shown in Figure 3. When
investigating examples of cloud infrastructure, we were mainly inspired by Mi-
crosoft tools and services since the system under study is implemented and de-
ployed using this platform. A detailed explanation of each of the numbered parts
in Figure 3 is given below.

1. Model training – It relates to the training process of the selected model
within Method 1, introduced in Section 6. Depending on the size of the
training data set and the model complexity, the training process can be per-
formed either on the local machines or the cloud computing resources, such
as Microsoft Azure ML Studio. The trained model is registered to the Azure
Machine Learning workspace, which is needed to deploy and load the model
when required.

2. Cloud solution – The overall solution is implemented using the Azure Logic
Apps, a cloud-based platform for developing and running automated work-
flows. With this service, we automate fetching of monitoring data in near-
real-time, predicting anomalies, sending an alert notification to the Slack
channel, and saving the feedback from the development team to a shared
storage. This is enabled through built-in triggers and actions that can be
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executed sequentially or in parallel. A trigger represents the first step in
any workflow and defines the condition for running any further steps, while
actions are steps in a workflow and are executed after the trigger.

3. Workflow clocking – The automated workflow is triggered every five min-
utes to avoid overlap since the monitoring data is also fetched with time
granularity of five minutes. This was in turn selected based on the current
practice within the project. The data is collected through sequential loops
iterating over performance metrics and services, thus the data is received in
the same order every time. This process may take up to two or three minutes.
The output of this action is a feature vector consisting of 120 performance
metrics forwarded to the smart filter.

4. Smart filter implementation – The smart filter consists of two parts, the
ML model deployed as a real-time web service to an Azure Container In-
stance (ACI) and a Function App where the rest of the logic is implemented.
The Function App is a cloud solution for running even the smallest code
snippets in the cloud on-demand, and in this case, we use it for post-processing
of predictions, calculating anomaly scores, and decision making. Once de-
ployed, the real-time web service can be accessed through its REST in-
terface. To consume the web service, one could determine the endpoint
of a deployed service and use an HTTP POST request with JSON data
to call the service. The input to the service, the JSON data, contains a
multidimensional feature vector, while the service should return the ML
model prediction (e.g., reconstruction error in the case of the reconstruc-
tion model). Afterwards, this output is used to determine if a feature vector
is non-anomalous or anomalous based on the calculated anomaly score. In
case there is an observation that significantly deviates from a normal learned
pattern, an alert notification with all needed details will be sent to the devel-
opment team.

5. Notifications – Sending notifications to the development team is imple-
mented within another Function App, which is triggered if the smart filter
has previously detected an anomaly. For each reported alert during the learn-
ing period, the developer is required to provide feedback by selecting one
of the available options: 1) alert; 2) alert but no impact 3) warning; 4) not
sure. The feedback on the reported alerts will be continuously collected and
saved in shared storage.

6. Storage – This is a shared storage mainly used for storing the trained DL
models and feedback from developers. We utilize the benefits of the Azure
Blob storage, a Microsoft object storage solution that is optimized for stor-
ing unstructured data in the cloud.

7. Update – In this part, we use the labeled data, generated through the feed-
back process, for evaluating and updating the current ML model and training
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new ML models while selecting the best-performing one for the next opti-
mization step. First iterations of optimization may be manually executed as
they require extensive experimentation in order to select the model with the
highest accuracy. When the desired accuracy is reached, then maintaining
the DL model can be automated in a separate Logic App. For instance, the
ML model may be updated every month since the Azure Monitoring plat-
form keeps the metrics in the memory for up to one month.

The core idea of this cloud solution is to utilize feedback from the development
team to evaluate and update the DL model based on generated labeled data denot-
ing true positive alerts, true negative alerts, warnings, and unspecified alerts. The
first selected method, Method 1, is evaluated after approximately two months of
usage in the production environment against the feedback from the development.
Further, collected labeled data is used for exploring and evaluating other DL meth-
ods, e.g., the Method 2 or Method 3 or variations thereof as suggested in Section 6.
The method that gives the best accuracy is selected as the new best choice and will
be deployed and periodically updated based on the feedback that is continuously
collected and saved. In every iteration, more and more labeled anomalous data is
collected and used to improve the unsupervised DL model and possibly learn new
supervised models that will be optimized separately or in an ensemble with un-
supervised DL models. When the best-performing model is selected after several
iterations, further maintenance of the ML model(s) may continue in an automated
workflow.

7.2 Results of the initial optimization step

Model selection

The initial optimization step includes implementing one of the state-of-the-art ML
models, e.g., the ones suggested in Section 6. Thus, we selected the reconstruction-
based method as one of the widely used approaches for addressing unsupervised
anomaly detection problems. The neural network architecture capable of learn-
ing the identity function is shown in Figure 4. The model, namely autoencoder,
contains encoder and decoder components, designed to compress the input x to
low dimensional representation z = gϕ(x), and to decompress it back to the orig-
inal size in order to get the reconstructed input x′ = fθ(gϕ(x)). The parameters
(θ, ϕ) are learned together during a training process to output the reconstructed
data samples as close as possible to the original input, x ≈ fθ(gϕ(x)). We used
mean square error (MSE) as a loss function in order to quantify the difference
between two vectors.

The encoder and decoder neural networks consist of a stack of hidden Long
Short Term Memory (LSTM) layers, specifically designed to learn dependencies in
an ordered data set such as time series. The architecture of the autoencoder model
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Figure 4: Illustration of the reconstruction autoencoder architecture

is implemented using Keras, an open-source software library with a Python inter-
face that enables designing artificial neural networks. After varying several param-
eters in consecutive training runs, the lowest training loss (0.0036) is reached with
input dimension 512, latent dimension 4, 5 hidden layers, tanh activation func-
tion, and 0.01 as a learning rate (see Appendix 2). Due to a shortage of ground
truth data, the implemented model could not be evaluated before deployment. The
results achieved with this model are assessed by the development team and pre-
sented in Section 7.2.

Data preprocessing

As described in Section 4, the training data set consists of observations indexed in
time order and collected throughout the period of 12 months, a total of 104 256
samples. Before the training process, data is normalized to fit in a range of 0 to 1,
which gives equal importance to each feature and, as a consequence, may improve
model accuracy. Initial training runs were executed with a total of 120 features.
It was noticeable that certain features contain seasonal variation, a change that
repeats regularly over time (see Figure 5). Examples of time series shown in Fig-
ure 5 are referred to as non-stationary, and many anomaly detection algorithms are
not robust to such seasonal behavior. Instead, specifically designed approaches are
needed, such as Seasonal ARIMA (SARIMA) [230], where separate models are
created for different seasonal time lags [18, 31]. For the system under study, the
peaks and troughs are expected for certain features (CPU time or number of HTTP
requests) and it is important that their existence does not degrade the performance
of the ML model. Thus, in order to keep data closest to the seasonal stationary,
without any seasonal components, the features with periodic fluctuations are re-
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Figure 5: Examples of the features with the seasonal variation: (a) CPU Time and
(b) Number of HTTP requests

moved from the training data set. Thus, the resulting training data set used in the
final training run consisted of 83 features.

Anomaly detection

In order to detect anomalies, we need to define the criteria to be used for estimating
if an observation is anomalous or not. We used Root Mean Square Error (RMSE)
to calculate the reconstruction error, the difference between the original input and
reconstructed input sample. As suggested by Islam et al. [96, 97] and Ahmad et
al. [3], we keep a history of reconstruction errors on short-term (W’) and long-term
(W) intervals and measure how their mean and standard deviation vary over time.
Thus, we calculate the likelihood of anomaly at time t asAt = 1−Q( µ̃t−µt

σt
), At ∈

(0, 1) [3], where Q is a Gaussian tail probability [110], µ̃t is the mean of short-term
interval, while µt and σt are the mean and standard deviation of long-term interval,
retrospectively. If At ≥ 1 − ϵ, then the observation at time t is considered as an
anomaly, for predefined user threshold ϵ. Since the approximate contamination in
the training data is around 1%, we selected ϵ as 0.01 while W (long-term interval)
is 36 and W’ (short-term interval) is 3 which corresponds to 180 (36*5) min and
15 (3*5) min, retrospectively. The length of the intervals is configured based on
how long the glitches and severe performance deviations persist in operations.
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Results

The smart filer was implemented according to the cloud solution design presented
earlier, where the autoencoder model was deployed as a real-time web service
while post-processing and anomaly detection was deployed within a Function App.
Whenever a new anomaly was detected, an alert notification was sent to the devel-
opment team through a Slack channel. This implementation ran in operations for
50 days from 16th of May to 5th of July, which produced 14 400 samples in total.
During that period, one of the developers was responsible for assessing the fired
alerts and labeling them as alerts with high or low impact. Additionally, it was
possible to label detected anomaly as a warning while there was also a category
for detected deviations that are either potential false positives or don’t belong to
any of the three categories mentioned above.

The following describes each of the alert types, which is also an insight into
how the qualitative assessment was done.

• High impact: The most important alert type to detect as they may affect
several services simultaneously and end users. In most cases, there is an in-
cident followed by this alert type, which indicates that end users reported an
issue to customer service. When there are severe issues rolling out, multiple
alerts of this type are reported.

• Low impact: This type may precede the alerts with high impact and sig-
nalize that temporary deviations in performance metrics may escalate into
severe issues if not timely addressed. Low impact implies that only a few
services are affected at the same time and they might self-heal but still cau-
tion is needed.

• Warning: A temporary glitch in the performance metrics or a few errors
causing the latency of the affected services. In general, these issues should
not be noticeable to any end user. They might however be worth tracking
retrospectively to understand trends.

• Unspecified: The type of alerts that might represent false positives. How-
ever, they still signalize some kind of disturbance in a system even though
any of the single services might not be affected. That is a reason for their
troublesome classification under the three categories described above.

The number of detected alerts per category is presented in Table 2. In total,
there were only 3 false negatives alerts, on one particular day, missed by the smart
filter. It was one isolated event that was supposed to be detected with three con-
secutive alerts. However, the change caused in the performance metrics did not
significantly affect the mean and standard deviation of the reconstruction error
distribution. False negatives or reported alerts that falsely indicate that there is an
anomalous observation, are among unspecified alerts. Considering the fact that
unsupervised models can be retrained only in an unsupervised way, thus without
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Table 2: Results of the initial optimization step based on the feedback from the
development team (false positives are hidden within unspecified category)

Type of alert High impact Low impact Warning Unspecified

Number of true
positives 7 29 59 27

Number of false
negatives 3 0 0 0

labels, the presented autoencoder may be complemented with a supervised model
to improve its precision. Building a classification model, using the generated la-
beled data, might improve the sensitivity of the smart filter to the high-priority
alerts. Further improvements and challenges are presented in subsection 7.4.

The distribution of reported alerts is shown in Figure 6. Alerts with low im-
portance occurred as isolated events during the observed period. Even though
their criticality is not as high, it may evolve very quickly. There is a significantly
large number of unspecified alerts that were reported as single events or, before
or after warnings. Those are mostly alerts that were reported based on detected
perturbations in the system but only a few or no data points in the single services
were detected as anomalous. Since some of them also might be false positives,
we set the second goal for the next optimization cycle: to reduce the number of
unspecified alerts.

Even though the initial ML reconstruction-based model is already able to find
most or at least the most serious alerts, we want to explore more variations of the
same model and other ML techniques to check if higher precision can be reached.
That we explore in the next optimization cycle.

2022-05-15 2022-05-22 2022-06-01 2022-06-08 2022-06-15 2022-06-22 2022-07-01
Time

Assesment of reported alerts from 16th of May to 5th of July

Alert high impact
Alert low impact
Warning
Unspecified

Figure 6: Distribution of assessed alerts from 16th of May to 5th of July 2022.
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Figure 7: Illustration of the composite autoencoder architecture

7.3 Towards next optimization cycle: Evaluation and com-
parison of different unsupervised DL approaches

The purpose of the next optimization cycle is to evaluate different unsupervised
ML approaches before selecting the one to be used in the final deployment. As
proposed in Section 6, we further explore the combination of reconstruction- and
prediction-based models. The architecture of such a model is shown in Figure 7.
It is a composite LSTM autoencoder with a single encoder and two decoders with
different roles, one is used for reconstruction while the other one is used for pre-
diction. In addition to the reconstructed input, x′ = fθ(gϕ(x)), there is one more
output from the predictor representing the prediction of the input in the next time
step, x(t+1)′ = hψ(gϕ(x)). Similarly to the original autoencoder, all the param-
eters (θ, ϕ, ψ) are learned together during the training process. In this case, we
have two types of errors, calculated as Root Mean Square Error (RMSE) between
original input, and reconstructed or predicted input. The total error is a linear
combination of these errors, etotal = λerec + (1 − λ)epred, where λ ∈ (0, 1)
and it gives equal, higher, or lower priority to either of them. Regarding the data
preprocessing and calculating the anomaly likelihood score, we followed the same
procedure as for the initial optimization step.

Alongside this model, we evaluated the autoencoder designed in the initial
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optimization step with different setups of parameters. Thus, for the two models,
we altered the type of neural network, activation function, batch size, input, and
latent dimension to observe their performance. Selected results of the multiple
executed runs are presented in Table 3. Furthermore, for the composite autoen-
coder, the effect of different λ values was examined to see if either reconstruc-
tion or prediction error has a higher impact on the accuracy of anomaly detection.
For each new set of parameters, we measured the total number of prospective
alerts and how many of each alert type (high impact, low impact, warning, or
unspecified) would be detected. Average accuracy of the model is obtained as
AverageAcc = 1

3 (
Corrhigh

Totalhigh
+ Corrlow

Totallow
+

Corrwarning

Totalwarning
), where each of the sum-

mands represents the ratio of correct predictions to the total number of samples
in a single alert category. We disregarded unspecified alerts for calculating the
accuracy as this is not the preferred category to be detected. The goal was just to
reduce the number of unspecified alerts in each iteration as the anomaly detector
improves over time.

The overall results showed that autoencoder architecture is quite robust to
any parameter modification and that for both types, the training loss converges to
0.0038 and 0.0072 for original autoencoder and composite autoencoder architec-
tures, retrospectively. The parameters considered in Table 3 are chosen to reflect
the main characteristics of the neural network layers and learning process. The se-
lected combinations of values were determined according to the initial setup (see
Section 7.2). Hence, we selected the next higher or lower values of parameters or
different type of neural network layers or activation functions that are commonly
used for such solutions [8,135,141]. We did not consider all possible combinations
since we obtained very consistent results after a few executed runs.

A slight difference may be noticed in the total number of alerts while there
is almost no change for the different types of alerts. Unclassified alerts are the
ones that did not fall under any of the categories. However there were only a
few of these alerts and the reconstruction- and prediction-based model demon-
strated slightly higher precision by detecting almost all alerts within the defined
categories. Average accuracy did not drastically change either, being around 0.9
for different combinations of parameters. In most of the training runs, the learn-
ing rate was set to 0.01, while lower or greater values just affected how fast the
minimum of the loss function was reached. In all the cases, also regardless of the
number of training examples in one iteration (batch size) or which function is used
for activating neighboring neurons (activation function), the loss always converged
around the same values.

One specific fact is that in all observed cases, there was a greater number of
low-impact alerts than expected. The reason is that some of the alerts were de-
tected five or ten minutes earlier before an actual alerting event, which is a desired
characteristic since we want to detect any performance disturbance as earliest. The
aforementioned parameter λ, which may prioritize either prediction or reconstruc-
tion error, did not significantly change the final results.
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Thus, using only reconstruction or prediction components would lead to the same
outcome. If we consider the worst case scenario, where alerts with high and low
impact and warnings are true positives and unspecified alerts false negatives, the
precision and recall are (0.73, 0.96) and (0.76, 0.97) for original and composite
autoencoder, retrospectively. However, due to the uncertainty of unspecified alerts,
the initial goal was to reduce their quantity, which was partially achieved in this
iteration.

This optimization cycle continues by selecting the new model for deployment,
which will be used in operations for a certain period while also being evaluated by
the development team. We select the reconstruction- and prediction-based model
for deployment, differently than in the initial optimization step.

Even though this evaluation indicates no or little difference, we want to evalu-
ate the model that combines two types of errors. After the new evaluation phase,
we will then decide which model we want to use as the final option.

7.4 Further improvements and challenges

Throughout the optimization cycles, we focused on the selection of the best-performing
unsupervised approach. However, as already stated, unsupervised models can be
retrained only with unlabeled data. Generated labeled data through feedback from
development may only be used for evaluation of unsupervised and training new
supervised models, such as classification models. If we want to further increase
the precision of the anomaly detector, we may do it by building a new supervised
ML model, that will complement the existing unsupervised model and increase its
sensitivity to high-impact alerts.

There are plenty of examples of how such a classifier could be implemented [143,
204]. Furthermore, we may look for classical machine learning or deep learning
approaches for multi-classification as we have four categories (three types of alerts
and normal samples) where samples are not necessarily indexed in time order. For
instance, the AdaBoost classifier is an ensemble learning method that combines
numerous and usually weak classifiers and turns them into strong ones through
sequential learning [143]. Other examples are K-Nearest neighbours [158], which
uses proximity to make classifications, CNN-based transfer learning using pre-
trained models [48], or another ensemble method, random forest classifier [108].
With multiple applications in various fields [108, 143, 158, 204], these types of
classifiers could also fit in our context.

In a few trial runs, we evaluated some of the aforementioned classifiers us-
ing 50-days of labeled data but encountered the challenge of imbalanced classes.
This means that our training data set consists of one majority class of normal sam-
ples (99% of data) and three minority classes denoting alerts (only 1% of data).
State-of-the-art ML approaches with default setups might not be sufficient to ad-
dress such skew data. Instead, more advanced and custom approaches are needed
and they are about to be explored in future work. Possible directions are under-
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sampling, reducing the size of the abundant class, or over-sampling for increasing
the size of rare samples by generating synthetic data [239]. However, more thor-
ough research is needed as both suggestions may lead again to conflicting results.

7.5 Threats to validity

In order to increase the validity in general, we surveyed state-of-the-art and widely
adopted machine learning techniques, applicable to our industrial context. Addi-
tionally, we closely collaborated with our industry partner (interviews and regular
discussions) to identify relevant needs and evaluate implemented solution. Po-
tential validity threats are discussed in terms of conclusion, internal, and external
validity.

Conclusion validity. Drawn conclusions about the effectiveness of the imple-
mented solutions might be affected by the duration of the evaluation period (50
days) and the fact that only one practitioner was available for assessing reported
alerts. Time and resource constraints are quite common and sometimes inevitable
for academia–industry collaborations. To overcome this, our solution for anomaly
detection in operations will be used by the DevOps team even after study comple-
tion, while we also plan for future reflections with practitioners after much longer
usage.

Internal validity. Selection of the features described in Section 4 might be
biased, which could also affect the overall results. They were selected based on
the very detailed observations of the practices within the team specifically focusing
on the services and metrics that were usually examined in case of severe failures.
Further, we also tended to select some typical measures of software health and
performance according to DevOps experts and insights from the literature.

External validity. Our implementation and evaluation are currently dependent
on the studied industrial context, which restricts external validity and the scope of
validity of our technological rule presented in Section 1. However, our ML solu-
tions are based on state-of-the-art techniques that are evaluated in other contexts.
With this, we assume that the results are generalizable and that the same or similar
solutions could be used in different contexts, which will be further examined in
future work.

8 Conclusion

In this paper, we address how continuous monitoring in DevOps contributes to
revealing unexpected and unwanted failures. We specifically focus on distributed
software systems, such as microservices, as their complexity additionally increases
vulnerability in operations.

Our first contribution (C0) is to conceptualize problems related to the con-
tinuous monitoring practice. In addition to our previous observation of the alert
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flooding problem [89], we now conclude that it is essential to analyze monitor-
ing data across multiple services, namely multivariate data, to capture the overall
health of the operating software.

Searching for a solution to this problem, we present our next contribution (C1)
which is an overview of unsupervised deep learning approaches for anomaly de-
tection in order to identify potential discrepancies in multivariate monitoring data
(RQ1). Furthermore, we provide generic guidelines for the selection of the three
minimum feasible methods for anomaly detection in time series, based on the re-
view in Section 5 (RQ2).

Our last contribution (C2) is the deployment in a real-world DevOps context,
using the Microsoft Azure cloud platform. Thereby we identified the needed capa-
bilities of the cloud infrastructure (RQ3) which were met by the standard platform.

In this setting, we evaluated the DL models. The labels were generated through
the same infrastructure, based on the feedback from development. Moreover, we
investigated if other versions of DL methods, suggested in Section 6, may per-
form better on the data set used for evaluation. Both versions of the autoencoder
and their variations showed stable and constant accuracy for different parame-
ters (RQ4). However, we suggested using a composite autoencoder in the next
optimization cycle as the prediction component might enable earlier detection of
anomalies.

Still, there are opportunities for improvement, which include training new su-
pervised models based on generated labels that may assist in revealing the category
of the alerts and reducing the number of false positives. To proceed with this im-
provement, we first need to address the challenge of imbalanced classes (RQ5).
Section 7 provides details about possible improvements.

This study refines and adds validity to the technological rule of alert flood-
ing as an optimization problem, identified in our initial work [89]. Specifically,
we have demonstrated that the additional element in the feedback loop is an ef-
ficient concept for discovering early signs of production failures. With the smart
filter, multivariate monitoring data keeping the information about the health of
operating software can be processed in real-time and declared as anomalous or
non-anomalous. Thus, we have strengthened the grounding of our overall techno-
logical rule (TR) through the field test in our case study.

We used state-of-the-art deep learning algorithms to implement the smart fil-
ter and showed that such solutions can be used for addressing challenges in real
industrial DevOps contexts such as alert flooding. Moreover, presented cloud so-
lution (Section 7.1) can be used for generating labels to address one of the biggest
struggles in the ML community, the shortage of labeled or ground truth data [15].

Overall, with timely anomaly detection through operation monitoring in Dev-
Ops, severe failures in operations might be prevented. The presented results are
currently dependent on the implementation in this case context, but we aim to
broaden our research by evaluating our proposed solution design in different con-
texts to demonstrate the generalizability of the solution. This is planned for future
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work in addition to the new optimization cycle for obtaining the best-performing
model.
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AUTONOMOUS MONITORS
FOR DETECTING FAILURES

EARLY AND REPORTING
INTERPRETABLE ALERTS IN

CLOUD OPERATIONS
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Abstract

Detecting failures early in cloud-based software systems is highly significant as
it can reduce operational costs, enhance service reliability, and improve user ex-
perience. Many existing approaches include anomaly detection in metrics or a
blend of metric and log features. However, such approaches tend to be very com-
plex and hardly explainable, and consequently non-trivial for implementation and
evaluation in industrial contexts. In collaboration with a case company and their
cloud-based system in the domain of PIM (Product Information Management),
we propose and implement autonomous monitors for proactive monitoring across
multiple services of distributed software architecture, fused with anomaly detec-
tion in performance metrics and log analysis using GPT-3. We demonstrated that
operations engineers tend to be more efficient by having access to interpretable
alert notifications based on detected anomalies that contain information about im-
plications and potential root causes. Additionally, proposed autonomous monitors
turned out to be beneficial for the timely identification and revision of potential
issues before they propagate and cause severe consequences.
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1 Introduction

Maintaining cloud-based system operations free from failures is increasingly chal-
lenging, considering the complexity of software architectures and the wide vari-
ety of cloud deployment options used for developing and operating modern soft-
ware systems. Streamlining the software development cycles by applying agile
and DevOps practices partially addresses this ever-rising concern. Since modern
applications rely heavily on underlying cloud infrastructures, managing and mon-
itoring corresponding cloud resources has become essential in providing resilient
large-scale software systems. Thus, cloud operations (CloudOps) [7] is another
critical component of digital transformation together with DevOps that helps pro-
vide more reliable software systems. Reliability can be achieved with run-time
monitoring of key performance indicators (KPI) and timely detection of devia-
tions that signalize either a software bug or performance degradation of the cloud
platform.

One of the widely used approaches for detecting abnormalities in monitoring
data is anomaly detection [33]. Early detectability of observations that signifi-
cantly deviate from the normal pattern might be crucial for preventing the roll-out
of severe software failures. Further, an anomaly detection service that provides
early warning of impending failure can reduce the costs associated with reliabil-
ity and downtime [195]. To tackle this, many software development companies
nowadays rely on commercial monitoring tools [205] for tracking and visualizing
monitoring data, while reporting anomalies as alerts via email or communication
platforms (e.g., MS Teams or Slack). This is often implemented with manually set
alert rules or anomaly detectors provided by the monitoring tool. The approach,
however, risks causing information overload for operators due to the diversity and
abundance of metric indicators and detection mechanisms that can usually be con-
figured only for single metrics (univariate data). Additionally, generated alert no-
tifications are often not intuitive as they lack clarity and actionable information,
making it difficult for operators to understand the underlying issues. This charac-
teristic, which we refer to as interpretability, may be enhanced by providing more
clear and concise insights on how to approach raised alerts.

Our recent paper [88] partially deals with this concern, where we proposed
and implemented an approach for optimization of anomaly detection in multivari-
ate data. The solution based on LSTM autoencoders is validated in the context
of a microservice-based system. In this paper, we extend the scope of validity by
collaborating with a new case company and implementing the solution in a new
industrial context. The case company is responsible for developing and operating
a Product Information Management (PIM) system using Microsoft Azure tools
and services. The new system under study has a different software architecture
but is distributed in nature and is cloud-based. Moreover, inspired by the latest
advancements in the machine learning area, we enhance our solution with an addi-
tional deep learning (DL) model based on transformers [214] to be able to capture
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broader temporal trends in data.
The two DL models, which we refer to as LSTMAE and TRANAE, are the main

part of the autonomous monitors, i.e., the cloud solution used for near-real-time
monitoring and detecting deviations in metrics, numerical observations of specific
aspects of Azure resources. In addition to metrics, logs can provide significant in-
sights into various activities and events in operations. However, the large amount
of available logs is not usually favorable for in-depth analysis, considering their
complex structure. Further, existing approaches are not applicable to different
contexts due to a lack of standardized logging procedures [17]. Instead of com-
bining metrics and log features together for anomaly detection [124,175], we stick
with only metrics analysis while leveraging the pre-trained large language model
GPT-3 [162] to support the interpretation of logs and to generate interpretable
alerts.

The solution approach was inspired by the practices of the CloudOps teams
and the way they were handling and resolving alerts. Detecting deviations in met-
rics was the first line of defense and then digging deeper into the logs was the next
step to find clues for root cause analysis. We designed the autonomous monitors
to mimic this behavior by using two DL models to simultaneously detect discrep-
ancies in metrics and the GPT-3 model [162] to give suggestions for root cause
analysis, which is crucial for preventing the roll-out of severe failures. The out-
put of the autonomous monitors is an interpretable alert notification, providing a
detailed status report, to which we refer as a smart alert.

Contributions of the paper are threefold:

• C1: A novel approach for monitoring metrics and reporting interpretable
alerts based on two state-of-the-art anomaly detection DL techniques and
the GPT-3 language model, which is evaluated in a real-world setting.

• C2: Implementation and evaluation of a deep transformer network [214]
in an industrial context, which was previously evaluated only on publicly
available datasets.

• C3: Case-based generalization of two case studies resulted in assessing op-
portunities for smart alerts in multiple contexts.

2 Background and related work
Commercial cloud providers gained tremendous popularity in the last decade, es-
pecially among software development companies that seek scalable and flexible
platforms for the deployment of their software. This means that such cloud re-
sources can be dynamically allocated to accommodate varying workloads, provid-
ing enhanced performance when needed. However, cloud infrastructures are not
immune to failures due to increasing computing demands, growing complexity
of system architectures, and cost-effective but low-quality commodity hardware
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used in cloud data centers [149]. Consequently, software systems relying on these
cloud resources are also at risk of underperforming in operations [212]. Run-time
failures in cloud-based software systems can be identified on the application level
(e.g., service unavailability or slow response times), platform level (e.g., errors in
deployment configuration settings), or infrastructure level (e.g., physical servers
within a data center fail) [205]. This multilayer failure source makes it even more
challenging to timely identify and resolve any potential threat to performance and
reliability degradation [33].

Continuous monitoring is thus of high importance for tracking the health sta-
tus of each system component in the cloud. Tamburri et al. [205] conducted a
survey in over 70 different organizations, searching for monitoring practices in the
industry. The key findings revealed that software development organizations are
not fully aware of the potential benefits of monitoring data analysis, while 90%
of respondents identified that one of the main challenges is the lack of standard-
ization in the realm of monitoring tools. This implies that many organizations use
a minimum of two or more different monitoring tools as they struggle to find a
unified tool to fulfill all their needs regarding collecting, transferring, processing,
storing, and visualizing monitoring data [205]. The same study reports that most
adopted monitoring tools include Google Analytics, Nagios, Grafana, Amazon
CloudWatch [201], Microsoft Azure Monitor [88], and ELK (Elastic, Logstash,
Kibana) [105]. Many of these tools include some alert mechanism for current or
forecasted observations with predefined thresholds [217].

Existing approaches for detecting failures based on monitoring data are mainly
inspired either by anomaly- or signature-based strategies [149]. Signature-based
approaches identify behavior associated with specific faults, aiming to detect simi-
lar faults during runtime, while anomaly-based approaches identify normal system
behavior and aim to detect deviations from these norms. Since faulty behavior is
unknown and hard to reproduce in many industrial contexts, anomaly detection
approaches gained wider acceptance and usage. Thus, in this paper, we further fo-
cus only on anomaly detection techniques, designed for unlabeled data and based
on machine learning.

The metrics, as an essential part of monitoring data, are usually represented
as a time series, a sequence of data points recorded at specific time intervals. For
this type of data, many anomaly detection techniques were implemented and eval-
uated in the context of cloud computing systems [96, 99, 139, 184]. However,
as time series are widely used to model data in various domains (e.g., finance or
healthcare), a number of approaches for anomaly detection were also proposed and
evaluated on publicly available datasets or benchmarks. Some of the approaches
that gained wide popularity include autoencoders [148], deep convolutional neural
network (CNN) [159], GANs [125], and lately very attractive transformers-based
networks [214]. In practice, the choice of which technique to use depends on the
specific characteristics of the data and anomaly detection tasks. Often, a combina-
tion of these methods or hybrid models can yield better results. Logs, as the other
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significant part of monitoring data, were also of interest for analysis and detecting
anomalies, standalone or in combination with metrics [124, 175].

There is still a significant number of anomaly detection approaches that were
not evaluated in industrial contexts of cloud-based systems. Thus, we take that
opportunity to deploy TRANAE in operations and integrate it into the monitoring
platform of the system under study. Additionally, we implement a custom monitor
as we want to perform inference periodically and report interpretable alerts, which
provide more valuable information than just a binary value, usually provided by
inbuilt anomaly detectors within a monitoring platform [217].

3 Research approach

Similar to our previous work [88], we use the design science paradigm [182] to
frame our research at the case company as it aims to improve an area of practice.
The main contributions of such research are technological rules, i.e., prescriptive
recommendations for practice. Since they are context dependent, our goal in this
study is to extend the validity of already validated prescription for practice, which
maps the challenge of alert management to the solution for anomaly detection in
multivariate data [88]. By alert management, we refer to any activity related to
reporting, interpreting, or resolving alerts. Insufficient engagement in regard to
these activities will eventually cause alert flooding and burden operations teams.
To avoid this undesirable consequence, we explore possibilities of improving alert
management in a new industrial context while also considering the latest scientific
contributions in the area of ML to advance the solution design for more efficient
monitoring.

To reach our goals, we conducted four main activities of the design science
cycle [182]:

• Problem conceptualization — By closely collaborating with the DevOps
and CloudOps teams, which included interviews and observations of their
practices, we managed to confirm that alert management and consequently
alert flooding was one of the main issues in operations. Thus, we continued
with a more detailed analysis of monitoring data used for designing the alert
mechanism. Surveying literature and previous experience in similar studies
enabled the formulation of problem constructs. Metrics and logs represent-
ing multivariate time series and a chronological record of events from op-
erations were identified as critical data for which we needed to envision a
matching solution.

• Solution design — We design a solution for monitoring and reporting in-
terpretable alerts by replicating the current practices of the team and creat-
ing an automated workflow that consists of monitoring, detection, and in-
terpretation. The monitoring part includes pulling the data from different
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Azure resources periodically and creating a feature vector, formatted for use
with DL models. Following the latest advancements in the machine learn-
ing world, we use deep transformer network [214] for anomaly detection,
simultaneously with LSTM autoencoders, which was the only DL model
in our previous work [88]. Since logs were used by the CloudOps teams
in later stages to investigate detected anomalies, similarly, we employ the
GPT-3 model [162] to analyze and interpret the logs whenever an anomaly
is detected. These procedures of monitoring, detection, and interpretation
of alerts are integrated into the monitoring system, which we refer to as the
autonomous monitors.

• Instantiation — The proposed solution design of the autonomous monitors
is implemented using Microsoft Azure services since the system under study
is also developed and operated using the same cloud platform. We leveraged
solutions for registering and deploying ML models, building and deploying
event-driven code, and automating workflows.

• Empirical validation — For validation of implemented solutions, we used
feedback from DevOps and CloudOps teams on reported alert notifications
in the MS Teams channel. We draw conclusions by analyzing qualitative
data collected in a survey using questionnaires and quantitative data repre-
senting the performance of the ML models for anomaly detection.

4 Problem context

This study is conducted in collaboration with the case company in Sweden, which
specializes in developing and operating Product Information Management (PIM)
software solutions. The architecture of the PIM system is highly distributed and
built of multiple macro services. The functionality of the PIM software is used
by businesses to manage and centralize product information, such as descriptions,
specifications, pricing, and imagery, to ensure consistency and accuracy across
various sales channels, such as e-commerce websites. It enables businesses to
streamline their product data management processes and ensure that the right prod-
uct details are available to customers. The system is continuously monitored using
Microsoft Azure Monitoring service, where all monitoring data goes through ei-
ther Application Insights (traces, exceptions, log messages, different performance
indicators) or Log Analytics Workspace (database metrics, performance counters).
Additionally, the most important monitoring data is visualized using Grafana,
where simple alert rules are configured using manually set thresholds to detect
and report anomalies in specific performance counters. Detected alerts are sent
either via email or the communication platform, MS Teams.

At the beginning of our collaboration with the case company, the current prac-
tices within the operations teams were still insufficient to timely identify alerts
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with the highest priority. Severe failures were mainly identified by customers
when they had already experienced slowness or outage of some services. This
is an undesired consequence that we mutually agreed to address, by exploring and
identifying key performance indicators (KPIs) that require more efficient monitor-
ing. In this step, which we refer to as problem conceptualization in the research
approach, the following types of monitoring data are identified as crucial: (1) DTU
(database transaction unit) and storage usage of elastic pools, containers that hold
multiple databases; (2) CPU percentage, available memory and number of threads
for three types of Service Fabric nodes (individual virtual machines responsible
for hosting, running, and managing the services); (3) selection of performance
metrics for frontend parts of the system deployed using App Services and queued
long-running jobs; (4) selection of standard metrics available in Application In-
sights, including different indicators of service performance. The aforementioned
data types are used for designing the solution for proactive monitoring across dif-
ferent parts of the system, anomaly detection, and creating more comprehensive
and actionable alert reports.

5 Autonomous monitors

The main idea of proactive monitoring is to motivate operations teams to inspect
and resolve alerts before they cause a chain reaction of undesired events within
a monitored system. For this purpose, more actionable alerts are needed with as
many details as possible regarding detected anomalies. In this section, we present
the solution design (as introduced in Section 3) of the autonomous monitors for
detecting and reporting smart alerts, that enables proactive monitoring.

5.1 Implementation

The main goal of the autonomous monitors shown in Figure 1 is to retrieve a pre-
selected set of metrics periodically and utilize ML models for anomaly detection
to detect deviations that significantly deviate from the normal pattern. The most
critical metrics are identified with the Peak Over Threshold (POT) method [192],
used for learning threshold values for anomaly scores. In case of an anomaly, the
next step in the workflow is pulling logs and predicting possible root causes with
a GPT-3 language model. The final output of the autonomous monitors is an inter-
pretable alert notification, shown in Figure 2. We refer to this step as instantiation,
as described in Section 3. The detailed description of each step in the workflow
shown in Figure 1 is given below.

1. Automated workflow — The overall solution design of the proposed au-
tonomous monitors is implemented using a Logic App in Azure, a cloud-
based service for creating, scheduling, and automating workflows. With its
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inbuilt triggers and actions, it is possible to define the condition or frequency
of the execution and implement and connect each step.

2. Training ML models — We used 3-month data of metrics for training both
LSTMAE and TRANAE models. A more detailed overview of data and pre-
processing is explained in Section 5.1. Considering the size of this training
dataset, we decided to perform training on our local machine. However,
in the case of larger datasets and more complex ML models, the training
can be performed on some cloud computing resources. The models were
developed in Python using Pytorch library [168]. LSTMAE was developed
by authors while TRANAE is an open source solution developed by Tuli et
al. [214]. After the training, the models were registered in Azure ML Studio
Workspace, for easier managing and deploying.

3. Pulling metrics — In agreement with the team in the case company, we
configured the frequency of the automated workflow to be fifteen minutes.
The first triggered step is the execution of the four Function Apps, respon-
sible for fetching selected metrics. Azure Functions are lightweight cloud
solutions for building and deploying code written in various programming
languages. Thus, we developed and deployed Python scripts for accessing
metrics via Azure Monitor Metrics and Query APIs and pulling all required
data from Application Insights and Log Analytics.

4. Deploying ML models — Both models, LSTMAE and TRANAE are de-
ployed as online endpoints in Azure ML Workspace. In this way, the models
are accessible for real-time inference via REST APIs and can be seamlessly
integrated into production workflows. We consumed deployed endpoints
by sending the HTTP POST request to the endpoint’s URL and provid-
ing the necessary input data. The request body included the feature vector
contacting metrics, obtained in the previous step. Since both models are
reconstruction-based, the output of each model is a reconstruction of the in-
put data. To calculate the difference between the original and reconstructed
input sample, the reconstruction loss, we used Mean Square Error (MSE)
as a common metric in machine learning. Thus, the response to the HTTP
request contains reconstruction losses from two ML models as a measure of
anomalousness.

5. Thresholding — We used different approaches for each model to determine
if reconstructed losses are anomalous. For the LSTMAE model we calculate
anomaly likelihood as suggested by Islam et al. [96] and Ahmad et al. [3].
For the TRANAE model, we use the statistical method, Peak Over Threshold
(POT), as it was originally proposed by Tuli et al. [214]. This method is
used in extreme value analysis, and it’s particularly valuable for detecting
rare or extreme values, that are unusually high or low.
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6. Pulling logs — Similarly as metrics, the logs are also pulled from the same
sources using Azure Functions. This step is triggered only when an anomaly
is identified in order to control the costs associated with the number of ex-
ecutions of the entire workflow (Logic App). Additionally, we agreed that
analysis of logs is not necessary in the normal state as the logs will most
probably contain only warnings and not errors.

7. GPT-3 predictions — We leveraged the latest advancements in the ML
world by using the pre-trained language model GPT-3 [162] (GPT-3.5 Turbo)
for the logs analysis. The main goal was to discover some implications of
the identified anomaly in metrics and predict the clues for root cause anal-
ysis. The model was deployed within the Azure AI Studio. The input to
the model was structured as a series of messages formatted for API com-
munication. The first message contained the 15-minute history of log data,
while the second message included a query asking the model to suggest the
top two debugging strategies based on the logs, specifically highlighting the
affected applications.

8. Alerts in MS Teams — The final step of the autonomous monitors is send-
ing an alert notification to the MS Teams channel. An example of such smart
alert notification is shown in Figure 2 where some sensitive information re-
lated to the case company is hidden and replaced with some arbitrary values.
However, the main design of alert notification is unchanged and presents a
real example of an alert sent to the operations team.

Data

As described in Section 4, the training set consists of metrics that we sorted into
four categories. The total number of features considering all categories is 127,
where a detailed overview of each category is presented in Table 1. The train-
ing data set consists of 8640 samples recorded every fifteen minutes within three
months. Some of the features contained null entries, thus we replaced them with
zeros to maintain data structures and avoid bias. The next necessary step before
the training process is to equalize the scales of features to prevent domination
of one of them during the learning process. For the LSTMAE model, we used
Scikit-Learn’s normalizer, which performs row-wise normalization on a dataset,
independently scaling each row to have a specified norm, typically L1 or L2. For
TRANAE model, we used a two-step normalization process [214]. Firstly, the data
is scaled to a range [-1, 1] by dividing each element (feature) by the maximum
absolute value across columns. Then, these values are scaled again to the range
[0, 1] by dividing by 2 and adding 0.5. The goal of both approaches is to bring
all features on a common scale, allowing ML algorithms to work more effectively
and produce reliable and accurate results.
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- Elastic pool 1 with max storage usage (%): 71
- Elastic pool 2 with max storage usage (%): 86
- Node_04 with min available GBytes: 5.34
- Node_01 with max CPU usage (%): 96
- Node_09 with max CPU usage (%): 89
- ABCApi with the Http4xx error count: 12572
- AppInsights Metrics Failed-requests count: 215872

 Check dashboards in GRAFANA

The GPT-3 model analyzed logs in the last 15 min, 
check out following predictions:
Application Insights Traces
Based on these logs, the top two suggestions for debugging 
would be to investigate the azureblobstorageconnection 
and uri issues that are affecting multiple applications such 
as app1, app2, and app3. It may also be helpful to check 
for any authentication or subscr iption errors, as they are 
also present in the logs.
Check more info HERE

Service Fabr ic Logs
Based on the logs, the following node(s) may require 
attention: node_01, node_02 and node_03. 
1. Look into the null reference exception thrown by the 
actors of services SE1 and SE2.
2. Investigate the cause of frequent actor activation and 
deactivation on various nodes.
Check more info HERE

Hey Team!

An anomaly is detected and following metr ics are affected:
Time interval: 15 min

Figure 2: An example of the smart alert notification in MS Teams

ML models

The LSTMAE model, presented in our recent work [88], consists of two compo-
nents built of LSTM (Long Short Term Memory) stack of layers which makes
them suitable for capturing temporal dependencies. However, potentially, this can
be computationally intensive for longer sequences. From the two components,
the encoder compresses the input sequence into a fixed-size latent representation
while the decoder reconstructs the original sequence from this representation. In
this way, the encoder filters out noise while retaining the most relevant information
and learning the normal model. The entire LSTMAE is implemented in Python us-
ing Pytorch, a library for building and training deep neural networks. By adjusting
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Table 1: Overview of the four metric categories and the corresponding number of
features used for model training

Description Metrics Features

Blended metrics of
elastic pools

DTU
Storage usage 16

Performance characteristics
of Service Fabric nodes

CPU
Available memory

Threads count
87

Selection of metrics representing
the health of internal and
customer-facing services

Exceptions
Http 4xx errors
Http5xx errors

12

Standard metrics

Failed requests
Failed dependencies

Server exceptions
Requests count

Different performance
counters

12

multiple parameters in several consecutive training runs, the lowest training loss
(0.0049) is reached with input dimension 512, latent dimension 4, and 0.01 as a
learning rate (see Appendix 2).

The TRANAE model, developed by Tuli et al. [214], is a deep transformer net-
work with adjusted architecture for the task of anomaly detection in multivariate
time series. It consists of two encoders and two decoders and leverages attention
mechanisms for capturing complex temporal trends. In the first of the two adver-
sarial training phases, the model aims to generate an approximate reconstruction
of the input window. Deviations between this initial reconstruction and the actual
input are used as a focus score in the second phase. Thus, this focus score is used
to modify attention weights, giving higher importance to specific sub-sequences
in the input data to extract short-term temporal trends. In this way, the TRANAE
model is able to amplify deviations and capture anomalies more effectively. A
more detailed description of the model is presented in the original paper [214].
The model was trained using the same environment, with the same programming
language and libraries as LSTMAE model. We used the original architecture of the
TRANAE model and varied only the number of epochs and learning rate during
several training runs. We reached the convergence and the training loss of 0.0073
with the 10 epochs while keeping the learning rate at 0.0001.

The choice between the LSTM autoencoders and transformer networks often
depends on the training data distribution and the complexity of the anomaly de-
tection task. In this study, we evaluate both models for detecting anomalies in
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multivariate metrics representing monitoring data of the cloud-based distributed
system. Since the case company could not provide the ground truth data, the per-
formance of models was only partially evaluated prior to deployment. For in-depth
evaluation, the operations teams needed to review each reported alert and respond
to the questionnaire regarding the overall functionality of the autonomous moni-
tors. The results are elaborated in the following section.

Detecting anomalies

We calculated the anomaly likelihood for LSTMAE model as suggested by Islam et
al. [96] and Ahmad et al. [3]. Thus, we maintain a record of reconstruction errors
over short-term (W’) and long-term (W) intervals and monitor how their mean and
standard deviation change over time. Consequently, we calculate the likelihood
of an anomaly occurring at time t using the formula At = 1 − Q( µ̃t−µt

σt
), At ∈

(0, 1) [3]. In this equation, Q represents a Gaussian tail probability [110], µ̃t
represents the mean of the short-term interval, while µt and σt denote the mean
and standard deviation of the long-term interval, respectively. If At is greater than
or equal to 1− ϵ, then the observation at time t is classified as an anomaly. Given
that the approximate contamination in the training data is 5%, we set ϵ to be 0.05.
The long-term interval (W) is set to 30, corresponding to 450 minutes (30 ∗ 15),
while the short-term interval (W’) is set to 3, corresponding to 45 minutes (3∗15).
The choice of interval lengths is based on the duration of glitches and significant
performance deviations in operations. We aim to investigate the effect of shorter
window lengths (15 minutes) as a part of our future work, as well as using a smaller
time granularity (5 minutes) for data samples.

For the TRANAE model, anomalies are detected using the POT statistical method,
used in extreme value analysis to assess and model rare events that exceed a cer-
tain threshold. Thus, only data points exceeding a predetermined threshold value
are analyzed and used to estimate the distribution of extreme values. More specifi-
cally and as proposed by Siffer et al. [192], the POT method fits Generalized Pareto
Distribution (GDP) to the excesses, the difference between the observed value and
threshold. In the initialization step of this method, we assumed that the excesses
can be identified in the 5% of the data, which corresponds to the initial assumption
about the contamination of the training data set. Thus, the initial threshold equals
95% of the maximum value observed within each feature. The output of this step
is the first threshold zq , computed based on the fitted distribution of excesses and
fixed risk q. The objective here is to calculate the threshold value zq such that
the probability of the observed value exceeding it is smaller than q. For this step,
we used the reconstruction losses from the training dataset. Further, we used the
losses from the test data set to update the distribution parameters and the current
threshold zq if new values (test losses) exceed the initial threshold t. The value for
the fixed risk q is determined experimentally after executing multiple runs of the
POT method and trying to match the number of detected anomalies in the test data
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set to predetermined contamination (5%). By using this method, we managed to
compute thresholds for reconstruction losses obtained for each of the 127 features,
as well as the threshold for the mean value of losses across the columns (features).

5.2 Evaluation

We conducted two stages of evaluation, pre- and post-deployment. The pre-deploy-
ment evaluation aimed at assessing the alert predictions and thus includes a brief
comparison of the performance of two ML models, LSTMAE and TRANAE. The
post-deployment evaluation aimed at assessing the whole concept of autonomous
monitors, and thus comprises quantitative and qualitative data analysis based on
feedback from the operations team.

Pre-deployment evaluation

A shortage of ground truth data prevented the evaluation of both models before
deployment. Nevertheless, we compared the model outputs and corresponding
thresholding methods on the subset of the dataset used for testing, which included
864 (10%) samples. Reconstruction losses calculated on the test data for each
model are shown in Figure 3, where red and orange shading corresponds to data
points showing anomalies. Anomalies detected with LSTMAE model and by calcu-
lating anomaly likelihood are highlighted in red, whereas those detected using the
TRANAE model and POT method are highlighted in orange. The two reconstruc-
tion curves shown in Figure 3 appear very comparable, following similar patterns
in certain regions with the MSE (mean square error) of 2.25 · 10−5. However,
due to different models’ architecture, weights, and biases, the LSTMAE loss has
a slightly higher amplitude than the TRANAE corresponding values. Even though
reconstruction losses look alike, we could not deduce whether each of them has
better reconstruction accuracy and thus better captures anomalous samples. More-
over, we used different methods for thresholding and detecting anomalies, which
resulted in anomalous regions that differ to some degree. As shown in Figure 3,
there is an overlap between four shaded anomalous segments detected by both ap-
proaches. Additionally, the LSTMAE and anomaly likelihood detected two isolated
anomalous events, which were not detected with the fixed threshold obtained with
the POT method. The anomaly likelihood method better adapts to changes in the
data distribution over time, making it potentially more robust to varying anoma-
lies. However, depending on the window sizes, this approach may introduce some
delay in detecting anomalies compared to fixed thresholding. The POT method
could eventually update the threshold based on newly detected anomalies in the
time series. This would require computing the threshold in real-time, and due to
its complexity, we decided to follow the original implementation [214]. By setting
the threshold parameters to detect approximately 5% anomalies in streaming time
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Figure 3: Anomaly detection with models LSTMAE and TRANAE: Regions in red
show anomalies detected with LSTMAE and anomaly likelihood, while regions in
orange show anomalies detected with TRANAE and the POT method

series (metrics), we approached the evaluation phase, where the operations team
helped with the evaluation process.

Post-deployment evaluation

Due to time constraints, the evaluation period of the autonomous monitors de-
ployed in the operations environment of the system under study was only three
weeks. However, we used the first week for tuning parameters and verifying that
all components shown in Figure 1 work as expected. Thus, the operations teams
reviewed reported alert notifications during the remaining two weeks. The results
of this evaluation period are shown in Figure 4.

The main criterion for reviewing reported alerts was the applicability of GPT-3
predictions to underlying issues based on log inputs. Even though both the LST-
MAE and TRANAE models would identify a deviation in metrics, this perceived ap-
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Figure 4: Overview of results based on the feedback from the operations team
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plicability of GPT-3 predictions ultimately determined whether the detected event
was an anomaly or just a temporary glitch. The total number of detected anoma-
lies is 26, where 17(65.4%) were detected by LSTMAE and 20(76.9%) of them
by the TRANAE model, with an overlap of 11 alerts. Temporary glitches are iden-
tified whenever there was a vague or recurring prediction by GPT-3. As shown
in Figure 4, these false positive predictions appear in most cases before or after
actual anomalies, even though there were some single events. This indicates that
the thresholds need to be adjusted upward to meet the requirements of the case
company. However, a positive observation is that an anomalous event was always
detected by one of the deployed models, where the TRANAE model demonstrated
slightly higher precision by 76.9− 65.4 = 11.5%. Given that none of the anoma-
lies are missed, the F1 score equals 0.64, representing the balanced measure of the
performance of smart alerts. This result is still sufficiently good considering the
customized definition of the anomaly construct, elaborated in Section 6.2.

To get a comprehensive overview of usage and user experience for the smart
alerts in a new MS Teams Alert Channel, we conducted a survey among members
of the operations teams. We created a questionnaire using Microsoft Form, includ-
ing a list of eight questions that can be found in Appendix 1. We present results
from five unique perspectives based on the seven received responses.

General insights. All respondents had very positive reactions regarding the
new alert channel. They stated that the new way of reporting alerts is very useful
and provides easy access to important information regarding the health of their
system. Additionally, one respondent highlighted that smart alerts allow dynamic
notifications for unexpected spikes in usage outside the regular daily patterns. This
is a significant improvement compared to Microsoft’s alerting system (IF/THEN
rules with predefined thresholds).

Functionality. According to the respondents, the smart alerts provide a com-
plementary view of the health state compared to the existing dashboards in Grafana.
Moreover, they offer a better overview of components that should be further in-
vestigated, including various factors that could be of interest from an operational
perspective. Overall, the combination of metrics and logs analysis for detecting
deviations and predicting root cause suggestions proved to be a good match for
identifying and resolving critical issues that affect customers.

GPT3-predictions. All respondents shared the same opinion regarding the
GPT-3 suggestions for root cause analysis. They agree that suggestions are quite
reasonable and offer clear and actionable guidelines on how to approach specific
issues. However, the quality of predictions differs for some alert notifications de-
pending on the input logs. Thus, predictions can sometimes be vague, requiring
additional efforts to understand and resolve detected deviations in metrics.

Usage. The majority of respondents pointed out that they would use smart
alerts for initial investigation before temporary anomalies roll out to severe issues
that might affect customers. Additionally, one of the respondents brought up an
interesting remark that the new alert channel would be helpful in the QA envi-
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ronment for preventing failures during releases. However, they also shared their
concern regarding the GTP-3 predictions, as they could overwhelm the operations
team with the same or similar predictions. Even though they are related to recur-
ring errors that are not immediately resolved, they could lower the overall usage
of smart alerts.

Improvements. Even though some of the respondents were satisfied with the
visual and functional aspects of smart alerts, we still received some very useful
recommendations. They highlighted that the upper part of the notification should
contain a better summary that stands out visually. In this way, they could scroll
through the list of reported alerts without expanding the notification to conclude
about the alert severity. Moreover, a few respondents pointed out that reported
alerts should include only the most critical metrics, which correspond to setting
the higher thresholds. One interesting comment is that an improved version of
alert notification should include customer impact analysis. These recommenda-
tions will be considered in our future work.

Implementing and evaluating machine learning models in an industrial setting
remains a challenging task. The difficulty increases even more when ground truth
data is unavailable, as in our case. A priori assumptions and tuned parameters
might not hold after deployment in operations and thus will require adaptations
and fine-tuning. As suggested in our recent work [88], several iterations might be
needed to reach an optimal version of the solution that meets the demands of the
industrial context.

6 Discussion
In this section, we discuss the main findings of this study, their alignment with the
contributions outlined in Section 1, and identified threats to validity and related
mitigation actions.

6.1 Findings
As mentioned in Section 3, the goal of this study was to extend the validity of
the technological rule implemented and evaluated in the context of the microser-
vice system for ticket and payment management in public transportation (TPM
system) [88]. The new context introduced a different cloud-based system in terms
of functionality but similar in regards to the cloud architecture and environment.
Having the same cloud provider of services for deployment and monitoring, Mi-
crosoft Azure, enabled an easy transition between the contexts. However, the
monitoring data characterizing the health of both systems partially differed, as
some parts of the systems were implemented and deployed using different cloud
services. Additionally, the distinct functionalities of the systems contributed to
prioritizing different data types, such as database-related metrics for the PIM sys-
tem, since managing customer data was one of the main functionalities. Regarding
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the source of the monitoring data, the TPM system mainly relied on performance
metrics accessible in Applications Insights, while obtaining critical observations
of the PIM system required executing customized queries in Applications Insigts
and Log Analytics. These custom queries targeted specific parts of the system and
environments and were defined by operations teams. This was a slightly undesired
circumstance as fetching the data in near-real-time needed to be implemented with
four Azure Functions. On the contrary, for the TPM system, the specific perfor-
mance counters were accessed by running simple HTTP requests against Azure
Metrics APIs.

By working on these two case studies, we confirmed a well-known principle
stating there is no one-size-fits-all solution. The purpose of the implemented au-
tonomous monitors was to improve reporting and managing alerts, consequently
making it highly dependent on the available monitoring data. Thus, the moni-
toring data types, their source, and accessibility define the level of generalizabil-
ity. Regarding ML solutions (LSTMAE and TRANAE or other ML models), they
require the number of input features and tuning of parameters in each context.
Hence, training ML models is straightforward if data collection and preprocessing
are correctly carried out. Automating the entire workflow shouldn’t be trouble-
some either in different contexts. Using different cloud solutions might eventually
require a few more lines of code or a different mechanism for pulling the data
from monitoring platforms. Thus, the case-based generalization of the proposed
autonomous monitors is feasible for cloud-based systems that share compatible
monitoring data types and tools for monitoring. For other incompatible systems
and environments, additional efforts are required to understand the distribution of
available data and preprocessing methods. However, we conclude that opportu-
nities for smart alerts in multiple contexts are tremendous, but different levels of
engagement might be needed depending on the data complexity and availability.
We refer to this observation as contribution C3.

Besides case-based generalization, which included implementing and evaluat-
ing the autonomous monitors in another case context, we aimed to improve the
proposed solution design in terms of functionality. We were mainly inspired by
the observation from the previous case study [88], where we identified that op-
erations teams were not sufficiently motivated to examine reported alerts, as they
could not conclude the severity level based on the provided information. They
required additional information upon which they could take action. Accordingly,
we decided to include logs in the analysis and propose a novel approach for re-
porting interpretable alerts (contribution C1). Based on the qualitative feedback,
the smart alerts containing actionable guidelines for root cause analysis seemed
very appealing to the operations engineers. However, minor adjustments might be
needed regarding the visual aspect to enable smooth analysis and investigation of
reported alert notifications.

Even though our initial solution [88] included the widely adopted method for
detecting anomalies in multivariate time series (LSTMAE model), we decided to
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enrich the original design of the autonomous monitors considering the latest ad-
vancements in the ML field. Thus, the solution by Tuli et al. [214] seemed like a
perfect fit as it showed very promising results on the publicly available datasets and
only needed to be instantiated and evaluated in an industrial setting. We refer to
this validity extension as contribution C2. Industrial contexts without ground truth
data are always challenging, as testing selected ML models before deployment is
not feasible. Furthermore, the distribution of data used for training might affect
the learning process and bring even more uncertainty to the evaluation phase. In
our case, the TRANAE model showed solid performance and higher precision rate
by 11.5% compared to the LSTMAE model. It can be used to detect both short-
and long-term anomalies, as shown in Figure 3. Due to its high potential, it will
be used for similar solutions in our future work.

6.2 Threats to validity

To increase the overall validity and relevance of the proposed autonomous moni-
tors, we considered the latest advancements in the ML world during the design de-
velopment. For this purpose, we surveyed state-of-the-art machine learning tech-
niques and explored recent innovations. Furthermore, we established a close re-
lationship with our industry partner, involving interviews and recurrent dialogues.
Potential threats to validity are discussed in the context of construct, conclusion,
internal, and external validity.

Construct validity. The central construct of this study is the notion of anomaly.
It is hard to precisely define and distinguish from other events that indicate varia-
tions, but are still within the range of what characterizes a healthy system. In our
approach, we move away from the threshold-based definitions of anomalies and
train ML models. These models are no perfect representation of the anomaly con-
struct, but our additional GPT-3 analysis helps the operators to analyze the events
in depth and judge whether they are anomalous or not.

Conclusion validity. The duration of the evaluation period (which spans 14
days) could potentially have an impact on drawn conclusions. Additionally, re-
ported alert notifications were reviewed by only two engineers from the operations
team, thus, the final results might be biased. To address this challenge, the opera-
tions team will continue using our anomaly detection solution even after the study
concludes. Additionally, we are preparing for more comprehensive evaluations
and discussions with practitioners following a considerably longer period of use in
the future.

Internal validity. Selection and preprocessing of the features can significantly
impact the performance of ML models and overall results. The 127 features de-
scribed in Section 4 were carefully selected based on the very thorough observa-
tions of monitoring data visualized in Grafana and inputs we received from the
operations team. We mainly focused on data types (features) that were usually
monitored and examined when some severe failures were detected. However, con-
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sidering the system dimensionality and the volume of available monitoring data,
the selected set of features could be adjusted in the future by adding new or re-
moving some of the existing features. This will, however, require training new
ML models, but revising the existing and exploring new features is necessary for
building trustworthy and reliable machine learning solutions.

External validity. With this study, we extend the validity of our solution to
another industrial context. However, this still limits the scope of the solution to
cloud-based systems deployed and monitored using MS Azure. Considering the
similarity between different providers of cloud solutions, we assume that the same
solution could be implemented using matching cloud tools like Amazon Cloud-
Watch and corresponding cloud services. This will be further investigated in our
future studies initiated with other industrial partners.

7 Conclusion

Using ML-inspired solutions for improving software engineering environments
and different quality aspects of cloud-based systems has become a standard nowa-
days. The possibilities are endless and yet to be explored. In this paper, we report
one of the applied solutions that leverage state-of-the-art ML models and cloud-
based services for the timely detection of anomalies and reporting of interpretable
alerts. To remain at the forefront of recent research, we included ML models
(TRANAE [214] and GPT-3 [162]) based on deep transformer networks in the de-
sign of the solution, the autonomous monitors. Thus, we extended the validity
scope for the TRANAE model as it has not been evaluated previously in the indus-
trial context of the cloud-based system. Additionally, the validity was extended
for the overall solution for improving alert management, expressed in the form of
the technological rule in our recent work [88]. The solution design for reporting
smart alerts proved to be efficient in proactive monitoring and early investigation
of raised issues before they escalate and cause severe consequences.
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Appendix 1: Questionnaire form

The DevOps and CloudOps teams were asked to fill in a questionnaire form, where
we provided a detailed description of the autonomous monitors and the following
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questions:

1. What is your general opinion regarding the ML Channel and new alert re-
ports?

2. Does ML Channel provide more (useful) information than the current one
(General)?

3. Is it easier to understand current health state of different parts of the system?

4. Does GPT-3 give reasonable suggestions for root cause analysis?

5. Would you use ML Channel for investigation of raised issues (by customers)?

6. Does ML Channel produce more alerts than DevOps and CloudOps teams
are able to handle during the day?

7. Is there anything you would like to change in the visual representation or
functionality?

8. Would you be willing to provide additional details or clarification if needed
regarding your response?

Appendix 2: Online Resources
All Python scripts and Jupyter notebooks used in the study are available upon
request at https://github.com/adha7/inAlerts-icse due to privacy
concerns of the case company. Implementation of the TRANAE model by Tuli
et al. [214] can be found at the https://github.com/imperial-qore/
TranAD.

https://github.com/adha7/inAlerts-icse
https://github.com/imperial-qore/TranAD
https://github.com/imperial-qore/TranAD
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monitoring practices are often insufficient to timely identify and handle unexpected
operational failures. To address these challenges, this paper presents the findings
from a quantitative industry survey focused on the application of Machine Learn-
ing (ML) to enhance software monitoring and alert management strategies. The
survey targets industry professionals, aiming to understand the current challenges
and future trends in ML-driven software monitoring. We analyze 25 responses from
11 different software companies to conclude if and how ML is being integrated into
their monitoring systems. Key findings revealed a growing but still limited reliance
on ML to intelligently filter raw monitoring data, prioritize issues, and respond to
system alerts, thereby improving operational efficiency and system reliability. The
paper also discusses the barriers to adopting ML-based solutions and provides
insights into the future direction of software monitoring.
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1 Introduction

Large-scale cloud computing systems can fail in various unpredictable ways, with
faults cascading across components, leading to service outages or degraded per-
formance. Understanding how these systems behave under failure conditions is
crucial for planning effective failure management and prevention strategies [33].
Effective monitoring plays a vital role in detecting these operational failures. Soft-
ware development companies rely heavily on monitoring tools [65] that collect
and analyze vast amounts of operational data. However, the large volume and
complexity of monitoring data pose challenges in identifying meaningful patterns
and extracting actionable insights. Traditional monitoring systems often strug-
gle to effectively manage data overload, leading to alert fatigue and the potential
overlooking of critical alerts. Moreover, there is a lack of standardization and
an overabundance of different monitoring tools, which leads to inconsistent and
ineffective monitoring practices [205].

To address these challenges, Machine Learning (ML) techniques have emerged
as a promising approach to enhance the analysis and management of monitoring
data [149, 212]. ML can significantly improve system observability and enable
extensive system performance analysis to identify anomalies that could indicate a
potential failure as shown in our previous case studies [88–90]. However, despite
significant research and commercial solutions for advanced monitoring using ML,
many organizations have yet to utilize these capabilities fully. Current monitoring
methods primarily depend on alert thresholding for key performance indicators
(KPIs) or log querying, with limited use of ML-based solutions due to uncertain-
ties about their usefulness, reliability, and cost-effectiveness [174].

To advance understanding of the aforementioned challenges in monitoring
cloud computing systems and adopting ML-based approaches, our industry-academia
collaboration research team conducted a national quantitative survey among indus-
try practitioners. We targeted companies responsible for developing, testing, and
operating cloud-based software systems. By engaging with practitioners who are
directly involved in the lifecycle of such systems, we obtained a comprehensive
understanding of the current monitoring practices, their limitations, and the poten-
tial impact of incorporating advanced ML techniques for more efficient monitoring
strategies. More details about the survey setup can be found in Section 3.

Despite the growing interest in ML technologies and their potential applica-
tions [33, 193], there is a scarcity of comprehensive survey studies specifically
focusing on how industries are implementing ML for monitoring purposes and de-
tecting operational failures. Most recent and relevant surveys [195, 205] provide
valuable insights, but each from unique and differing viewpoints regarding cloud
monitoring practices and the adoption of machine learning in the industry, par-
ticularly for software failure prediction. Thus, there is a need for more focused
research in this area that integrates both perspectives, to understand the benefits,
practical challenges, and the extent of ML adoption in industrial monitoring and
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proactive alert management. Therefore, this study aims to contribute to this area
by providing empirical insights into the current state of ML usage in industrial
monitoring and exploring the factors influencing its adoption and effectiveness for
early detection of operational failures.

2 Background and Related Work

Recent studies have significantly advanced software monitoring, particularly through
ML-driven approaches, highlighting the challenges and innovations in this area.
The review by Giamattei et al. [65] explores a variety of monitoring tools for large-
scale systems like microservices, noting challenges in their selection and usage.
Research by Candido et al. [36] addresses complexities in log data and introduces
AIOps for improving operational workflows. The IntelligentMonitor study [209]
discusses an adaptive system that reduces data overload and alert fatigue through
ML, enhancing monitoring efficiency. Additionally, Gill and Hevary [66] identify
major challenges in cloud monitoring, including issues in technology, virtualiza-
tion, and performance, emphasizing the need for innovative solutions.

According to the recent survey by Tamburri et al., [205], it is evident that
monitoring practices are crucial for detecting operational failures. Additionally,
monitoring should be recognized as a strategic asset for improving system observ-
ability [205]. There are examples of successful intentions to address the early de-
tection of failures by leveraging data accessible through monitoring tools. Mariani
et al. [149] introduce PreMiSE, a method that predicts failures in multi-tier dis-
tributed systems. This approach, tested on a telecommunication system prototype,
showcases high precision in failure prediction with minimal false positives. Simi-
larly, Cotroneo et al. [33] propose a method for analyzing failure data in cloud sys-
tems, leveraging Deep Embedded Clustering to classify failures efficiently without
manual feature engineering.

However, despite the availability of numerous monitoring tools, Tamburri et
al. [205] find that adopting advanced monitoring technology in the industry is still
in its early stages due to required substantial investments and lack of industry
standards. To investigate this further, our survey study aims to understand to what
extent the companies leverage monitoring tools and data to detect operational fail-
ures and perform root-cause analysis, beyond single case studies.

Hrusto et al. have undertaken two case studies in collaboration with indus-
trial partners [88–90]. They reveal current alert management practices and the
limitations of existing monitoring solutions. Interviews and observations in the
case studies highlight specific challenges, such as undetected operational failures,
alert flooding, difficulty in interpreting alerts, and the need for more efficient alert
mechanisms, such as autonomous monitors [90]. To address these, they devel-
oped and evaluated a cloud-based solution for monitoring, detecting anomalies,
and reporting interpretable alerts.
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Additionally, it is crucial to understand the integration of AI and ML in the in-
dustry, as these technologies play a significant role in enhancing productivity and
decision-making. Surveys by Rana et al. [174] and Holmström [83] offer insights
into the factors influencing AI/ML adoption. Our study adds a practical perspec-
tive by evaluating the real-world applicability of AI/ML in software development,
helping to bridge the gap between theoretical frameworks and industry implemen-
tation.

3 Research methodology

We conduct an industrial quantitative survey study following the recommenda-
tions and guidelines from three key publications on designing and conducting sur-
veys in software engineering authored by Molléri et al. [155], Kasunic [112], and
Linåker et al. [136]. The survey process involves several key steps [155], detailed
in subsequent subsections, including reflections on threats to validity important for
ensuring the reliability and credibility of research findings.

3.1 Research objective

The survey aims to describe challenges in handling operational failures and mon-
itoring data in a set of Swedish software development companies. Since our aim
is to observe the existence of challenges and assess the validity of proposed solu-
tions, we conduct a judgment study with experts rather than a sample survey [200].
We report the occurrence, detection mechanisms, and types of failures while con-
sidering the use of monitoring data for better understanding and designing preven-
tion mechanisms. Further, we evaluate the benefits and limitations of ML-based
anomaly detection and alert tool [90], assessing its broader industry applicability.
Additionally, we analyze the impact of AI/ML solutions on developing, testing,
and operating cloud-based software systems and the organizations’ capability to
adopt these tools.

3.2 Research questions

We defined the research questions based on a synthesis of the authors’ industry
experiences and the latest contributions in the field, as outlined in Section 2 as
follows:

• RQ1: How do different types of operational failures impact software devel-
opment environments, considering their occurrence and consequences?

• RQ2: To what extent are monitoring data and its specific types used for
detecting and analyzing operational failures?
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• RQ3: Are there recognized needs for more advanced detection (alert) mech-
anisms in operations based on state-of-the-art machine learning approaches?

• RQ4: What is the current level of readiness and attitude of software de-
velopment, testing, and operations teams towards adopting and relying on
ML-based solutions, given the latest advancements in AI?

3.3 Defining and sampling the population
We target a population of Swedish software companies that develop and operate
software systems deployed in the cloud, referred to as software development com-
panies. Their names are not disclosed on their request to remain anonymous. The
target audience consists of intended respondents from these companies, to whom
we refer as software practitioners.

The first and fourth authors are employed at a global software quality assurance
(GSQA) company with headquarters in Sweden that offers a wide range of services
within the Software Development Life Cycle (SDLC). The company has a signifi-
cantly large network of loyal customers across Sweden who focus on high-quality
software products and processes, which we aim to examine in our study. We used
a non-probabilistic sample from this customer network, combining convenience
and purposive sampling, as discussed by Baltes and Ralph [11]. To minimize bi-
ases, we expand the sample with the authors’ LinkedIn connections, specifically
targeting software practitioners from companies that prioritize software quality in
their businesses.

3.4 Designing and validating the instrument
We used a structured questionnaire as a survey instrument for data collection. The
questionnaire was carefully designed to include closed-ended questions, which
offered respondents both single- and multiple-response options [155]. This for-
mat was chosen to simplify the response process and to ensure consistency and
comparability in the collected data. We utilized a specialized survey design tool
provided by our university to develop the questionnaire, ensuring a rigorous and
systematic approach to data collection. We formulated questions with predefined
categorical responses specifically designed based on the authors’ experiences and
considering definitions of quality characteristics standardized by ISO1. The survey
assesses software quality across usability (user roles and experience), reliability
(operational failures, detection methods, and alerts), and maintainability (moni-
toring tools and data analysis), while also evaluating the impact of ML solutions
on efficiency and functionality of cloud-based systems.

The questionnaire form, openly available2, begins with an overview section
that includes the project title, the research team involved, the purpose of the survey,

1https://iso25000.com/index.php/en/iso-25000-standards/iso-25010
2https://doi.org/10.5281/zenodo.10986352

https://iso25000.com/index.php/en/iso-25000-standards/iso-25010
https://doi.org/10.5281/zenodo.10986352
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and information on data privacy. This part sets the context for the respondents
and assures them of the confidentiality of their responses. The questionnaire is
structured into distinct sections corresponding to our research questions:

• Respondent Profile: This section comprises six questions designed to gather
respondents’ demographic and professional background information.

• Operational Failures and Monitoring Data Usage: It consists of nine ques-
tions, targeting RQ1 and RQ2 to collect respondents’ experiences and per-
ceptions regarding operational failures and monitoring practices in their re-
spective environments.

• ML for Smart Monitoring & Alerts: This segment includes eight questions
focused on using ML in smart monitoring and alert management (RQ3).

• Adoption of ML-based Solutions: The final section, with seven questions,
explores the attitudes and readiness of respondents towards adopting ML-
based solutions in their work processes (RQ4).

To ensure the validity of our survey, our team leveraged its expertise to align
the survey questions accurately with the research questions. One author with in-
depth domain knowledge designed the initial questionnaire. Three other authors,
with academic and industrial insights, reviewed it thoroughly. This review iden-
tified several concerns, leading to collaborative discussions that refined and vali-
dated the questions.

3.5 Managing participants and responses

In managing participant engagement and responses, our approach involved the dis-
tribution of the online questionnaire through three primary digital channels: email,
Microsoft Teams, and Viva Engage. To effectively reach potential respondents,
we shared the survey URL along with a brief context description, explaining the
purpose of the study and its significance. We directly reached out to 30 poten-
tial respondents through our professional network, including consultants at GSQA
company and contacts on LinkedIn, and relied on them to further distribute the
questionnaire among their respective teams and companies. Throughout the sur-
vey period of four weeks, we actively monitored the response rate to gauge par-
ticipant involvement. Based on these observations, we regularly reached out to
all previously contacted individuals to check on the status of their participation,
as well as to express our gratitude and encourage their ongoing involvement, ac-
knowledging their valuable contributions. This strategy of regular communication
and appreciation played a crucial role in maintaining a good response rate.
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3.6 Analyzing and reporting results

We initially exported the results into an Excel file to analyze and report our survey
results. We manually inspected the file and determined the most efficient approach
for detailed analysis. To facilitate this, we divided the results into five separate
CSV files corresponding to the respondent profile and the four research questions.
Each question and its corresponding answers were coded systematically (e.g., F1
for a question and F1A1 for its answer related to operational failures), stream-
lining the process of data handling. This structured coding system enabled us to
efficiently write Python code snippets for loading, analyzing, and extracting rele-
vant information that directly addressed our constructs and survey objectives. For
comprehensive transparency and reference, the auto-generated report from the sur-
vey tool, encompassing all the detailed results, is openly available3.

3.7 Threats to validity

Addressing potential threats to validity is crucial for ensuring the accuracy and
credibility of our survey findings [155]. We considered the following threats to
validity:

• Internal Validity – We ensured through internal reviews that questions were
designed to minimize misunderstanding or ambiguity and that the survey
was distributed to a representative sample of the target population.

• Construct Validity – The brief description of the ML-based anomaly de-
tection tool in the questionnaire could have affected respondents’ ability to
accurately answer related questions, thereby impacting the reliability of our
findings. We assumed that respondents would have sufficient background
knowledge to understand the main goal of the described tool, given the
widespread adoption and growing use of AI in the software industry. How-
ever, we also included a question regarding their experience in AI to gauge
their familiarity.

• External Validity – Given that our sample was non-probabilistic and drawn
entirely from Sweden, the generalizability of our findings to a global context
is limited. However, we aimed to expand upon our previous findings from
two Swedish case companies, focusing on generalizing to a broader, but yet
limited, population of similar companies. To achieve this, we included par-
ticipants from different software engineering subfields in Sweden to capture
diverse population characteristics.

• Conclusion Validity – We ensured this by employing a systematic approach
that combined manual data inspection with automated analysis using a Python

3https://doi.org/10.5281/zenodo.10986352

https://doi.org/10.5281/zenodo.10986352
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script. This approach enabled us to thoroughly examine the data while effi-
ciently extracting information relevant to our research questions.

4 Results

This section presents the outcomes of our quantitative survey, structured to ad-
dress each of our four research questions in Section 3.2. Each subsection provides
a comprehensive analysis of the survey responses, offering a detailed understand-
ing of the current state and future directions in operational failure management and
machine learning adoption in software development environments. The results are
analyzed based on 25 responses across 11 different software development com-
panies, out of 30 invitations. We examined the data from both the company and
software practitioner perspectives.

4.1 Respondent profiles

The respondent profiles, shown in Table 1, include a diverse spectrum of positions
primarily in the software industry. Quality assurance is the most prevalent role
within the target audience (10/25 from 8/11 companies), but DevOps engineers
(6/25 from 6/11 companies) and software developers (5/25 from 4/11 companies)
are also dominant positions. The range of roles also includes two CloudOps engi-
neers, one test manager, and one project manager.

These practitioners are sourced from a diverse range of companies, where the
number of companies corresponding to each position follows a similar distribution.
In terms of professional experience, there’s a wide range, from those with less than
a year to those with over a decade in their field. The experience with AI tools
varies, with a significant number of respondents having engaged with AI either a
few times or moderately, indicating a growing interest in using AI to enhance their
working processes.

Table 1: Overview of the respondent profiles

Position No. of respondents
per position

No. of unique
companies

Quality Assurance 10 8
DevOps Engineer 6 6

Software Developer 5 4
CloudOps Engineer 2 2

Test Manager 1 1
Project Manager 1 1
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4.2 RQ1: Operational failures

The main objective of this research question was to investigate one of the criti-
cal aspects of software development related to the types, occurrence, and conse-
quences of operational failures. The results showed that the occurrence of opera-
tional failures varies across companies, reflecting the differing resilience and vul-
nerability of systems in the industry. With seven companies experiencing weekly
failures and three of them encountering them monthly, it’s evident that operational
failures are a common and recurrent challenge. Interestingly, respondents in dif-
ferent roles within the same company often reported different occurrences of oper-
ational failures, indicating role-specific challenges and perspectives on issues. To
address this discrepancy, we considered the worst-case scenario as the reference.
This means that when respondents from a single company reported different oc-
currences of failures, we considered the more frequent instance as the baseline. In
this way, we focused on addressing the most significant and recurrent operational
failures.

The reported methods for detecting operational failures show the industry’s re-
liance on technology and human oversight. Companies are increasingly integrating
technology-driven methods, such as automated alert systems, used by all eleven
surveyed companies, with human-centric approaches like manual monitoring and
user reports, employed by eight companies each. Interestingly, some companies
employ a mix of these methods to create a more robust and comprehensive detec-
tion strategy. These blended strategies for detecting operational failures highlight
the need for more comprehensive monitoring and detection mechanisms.

Continuing the analysis, the collected data from the surveyed companies re-
vealed that the most frequent problems arise from the interaction between different
software components. This was reported by nine companies, indicating the impor-
tance of the integration or compatibility issues. Following closely are performance
issues, signalizing the difficulties the companies face in maintaining optimal sys-
tem performance and response times. System outages or crashes also represent
a major concern, as they were experienced by six companies. This demonstrated
an urgent need for robust infrastructure and proactive maintenance to minimize
downtime. Although data-related issues and security vulnerabilities are less fre-
quent among operational failures, their relevance is still highly important. Data
corruption or loss can have severe consequences for data integrity and reliabil-
ity, while even a single security incident can cause data breaches, financial losses,
and damage to a company’s reputation. Considering the broad range of potential
failures, their early identification is crucial for maintaining overall system health.

An additional overview of operational failures per company is given in Fig-
ure 1. It becomes evident that certain operational failures are more prevalent
in specific companies, indicating potentially unique challenges or vulnerabilities
within their operational environments. For instance, the results suggest that many
companies should direct their improvement efforts to address performance issues.
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Figure 1: Distribution of different failure types per company

Complementing these findings, the results also indicate consequences of op-
erational failures, shown in Figure 2. It was evident that several companies ex-
perienced a range of failure consequences simultaneously. Among the closely
distributed four responses (blue, green, purple, and yellow), the highest rate of
companies, 9/11 (81.8%), reported increased development time and costs due to
operational failures, highlighting a burden on resource allocation and project time-
lines. A comparable rate of 8/11 (72.7%) experienced impacts on both product
quality and customer satisfaction, indicating the extended effects on business rep-
utation and profitability. An increase in technical debt, reported by 7/11 (63.3%),
points to the accumulating challenges in software maintenance and development
efficiency. These insights collectively revealed the complex nature of operational
failures yet nearly even distribution of consequences affecting various aspects of
business.

The findings of RQ1 highlight the extensive and persistent challenges regard-
ing operational failures in the software industry. This indicates an urgent need
for proactive and effective mitigation strategies. The diversity of these failures,
as shown in Figure 1, emphasizes the necessity for robust monitoring solutions
capable of addressing a wide range of issues.

4.3 RQ2: Usage of monitoring data
With RQ2, we aimed to understand the evolving landscape of monitoring data
management, which is crucial in detecting and analyzing operational failures. Fur-
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Figure 2: Distribution of different types of failure consequences per company

thermore, we examined the utilization of diverse monitoring tools and alert mech-
anisms and considered their impact in providing real-time insights and proactive
responses to operational anomalies.

The data reveals how different organizational roles utilize monitoring data.
DevOps engineers and quality assurance teams primarily engage with it for con-
tinuous integration and quality checks, focusing on system vulnerabilities and in-
tegration issues. Managers, though less represented, primarily rely on data for
decision-making and oversight. In contrast, CloudOps engineers and software de-
velopers use data to track performance trends and identify vulnerabilities, aligning
with their responsibilities in cloud infrastructure and software development. These
patterns highlight the tailored applications of monitoring data to meet specific role-
based demands.

Next, we analyze the results related to the usage of different monitoring tools
and types of monitoring data, shown in Figure 3. Among the monitoring tools,
Amazon CloudWatch, Azure Monitor, and Grafana emerge as the organizational
leaders, signaling their widespread acceptance likely due to robust features and
seamless integration capabilities with respective cloud environments. In contrast,
tools like Prometheus and Kibana, while still utilized, show a relatively lesser
degree of adoption, which may reflect preferences based on specific organizational
needs or system compatibility.

When analyzing the types of monitoring data, performance metrics, particu-
larly focusing on CPU and memory usage, stand out as the most monitored data
type in Figure 3. This dominant usage highlights the critical importance of sys-
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tem performance and cloud infrastructure optimization in maintaining operational
efficiency. Log files, comprising system, application, and error logs, demonstrate
a slightly higher usage compared to performance metrics, highlighting their im-
portance in diagnosing issues and gaining insights into operational failures. We
have additionally identified that there is a consistent distribution of different types
of monitoring data across a range of monitoring tools. This uniformity suggests
that irrespective of the specific monitoring tool employed, the aforementioned data
types are always prioritized.

In comparison, resource utilization, user activity, and network traffic, although
integral to comprehensive system monitoring, appear to be less prioritized. This
may suggest an area for increased focus, especially considering the insights they
can provide into user behavior and network efficiency. Security alerts remain a sig-
nificant concern even though they don’t dominate in usage, indicating a relatively
limited emphasis on identifying and mitigating potential security risks. The data
collectively illustrates diverse monitoring approaches using various tools tailored
to specific system health and security needs, emphasizing strategic organizational
choices.

Many commercial monitoring tools offer the possibility to configure different
alert mechanisms, which can be highly significant for timely identification of op-
erations failures. The survey results reveal that a larger proportion of companies
reported having basic or limited alert systems, compared to those with fully inte-
grated systems, suggesting a trend towards incremental adoption of sophisticated
monitoring tools and alert strategies. Interestingly, most of these companies con-
sider their systems to be very effective, indicating a positive reception towards the
existing alert mechanisms despite their varying levels of complexity. However,
fewer companies are in the process of implementing or planning to implement
alert systems. This shows a growing awareness and need for advanced monitor-
ing solutions. This industry shift towards proactive, efficient monitoring strategies
underscores the growing importance of effective alert systems for organizational
resilience and efficiency.

4.4 RQ3: ML for advanced monitoring and alerting

The survey findings revealed a diverse perspective among different organizational
roles, as shown in Figure 4. Quality assurance practitioners mainly reported a
moderate need, with a few noting a strong need, which may denote a balanced per-
spective on integrating advanced technologies and the possible benefits for quality
assurance processes. DevOps and CloudOps engineers, with the majority per-
ceiving little and moderate need, expressed satisfaction with current monitoring
systems or possible concerns associated with implementing and maintaining such
ML-driven solutions. On the contrary, developers recognized a strong need for ad-
vanced monitoring, most likely because they are usually impacted by operational
failures and are mainly responsible for their resolution. Interestingly, manager
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Figure 4: Need for advanced analysis of monitoring data perceived by different
organizational roles

roles pointed towards a strong and moderate need for ML-driven monitoring so-
lutions, which may reflect their prioritization of efficiency and risk management
in project delivery. These varied responses highlight the complexity of organiza-
tional readiness for advanced ML monitoring solutions, emphasizing the relevance
of our study to understanding current and future trends.

As previously explained in Section 2, one of the reasons for examining the
applicability of ML-based monitoring solutions was inspired by the authors’ re-
cent work [90]. For this purpose, we specifically constructed questions to target
the benefits and challenges of such solutions. Table 2 highlights the top three
benefits and challenges identified in our analysis. Among the benefits, the fastest
detection of operational failures stands out as the most acknowledged advantage,
marked by 23 out of 25 respondents, highlighting its significance. This suggests
a strong agreement on the importance of ML in quickly identifying operational
issues, which is crucial for timely problem-solving and efficiency. The second
most frequent answer, the reduction in manual monitoring efforts, indicates a sig-
nificant awareness of ML capabilities, highlighting its role in easing the workload
of human operators. More accurate root cause analysis, although rated lower, is
still notably recognized as a benefit, pointing to the analytical strengths of ML in
diagnosing issues.

The top three identified challenges, including integration with existing systems,
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Table 2: Top three benefits and challenges of ML solution for reporting inter-
pretable alerts

Benefits # respondents

Faster detection of operational failures 23
Reduction in manual monitoring efforts 19
More accurate root cause analysis 15

Challenges # respondents

Integration with existing systems 15
Cost and resource allocation 15
Data privacy and security concerns 15

cost and resource allocation, and data privacy and security concerns, shared the
highest score, with each receiving 15 responses. This uniformity in responses
suggests a balanced perception of these challenges, emphasizing that while ML
implementation is promising, it comes with a set of equally important consider-
ations. These include technical integration complexities, significant investment
requirements, and the critical need to maintain data integrity and security. The
balanced view on these challenges reflects a well-rounded understanding of what
implementing such a solution entails, emphasizing the need for strategic planning
and resource management.

The aforementioned ML-based solution for proactive monitoring [90] utilized
the capabilities of the GPT3.5 Turbo model for getting interpretations of the log
data. Therefore, we aimed to understand how confident different organizational
roles are in the predictions from such a large language model. A significant per-
centage of participants found GPT suggestions somewhat effective and primarily
helpful for basic alerts and routine tasks. A relatively smaller group acknowledged
the effectiveness of GPT in accurately identifying issues and suggesting solutions.
However, only a few respondents rated GPT as highly effective, pointing to its po-
tential for delivering in-depth analysis and actionable solutions, while a minimal
number perceived it as not effective, highlighting limitations in certain contexts.
In terms of confidence in GPT’s predictions, a similar pattern emerges. Many par-
ticipants trust GPT for routine tasks but remain cautious about its use in critical
decisions. This disparity underscores the necessity of continually assessing GPT’s
reliability and effectiveness in diverse operational contexts.

4.5 RQ4: Overall adoption of ML-based solutions

The current level of readiness towards adopting AI/ML-based solutions is a crucial
indicator of how these cutting-edge technologies are currently being integrated into
various software environments. The collected survey data, as shown in Table 3, re-
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Table 3: Readiness to adopt new AI/ML-based solutions

Organizational role Not ready
or hesitant

Somewhat ready,
facing constraints

From cautious
to proactive

CloudOps Engineer 0 2 0
DevOps Engineer 4 1 1
Project Manager 0 0 1
Test Manager 0 1 0
Quality Assurance 3 4 3
Software Developer 0 1 4

flects varied levels of readiness among different organizational roles. For instance,
a significant number of quality assurance practitioners and software developers in-
dicated cautious readiness or somewhat readiness, facing constraints. This implies
a recognition of the potential benefits of AI/ML but with a raised awareness of the
challenges and constraints involved. The data also indicates a hesitancy among
some roles, particularly DevOps engineers, who showed a mix of hesitation and
cautious readiness. These results could be related to potential concerns regarding
the technical complexities, integration challenges, or possible disruption to estab-
lished workflows and processes. Overall, the distribution of answers highlights the
need for tailored strategies in AI/ML integration, considering the unique needs and
constraints of each role within the software development and operations.

Another significant observation from the survey results shown in Table 4 is the
contrast between the current and forecasted impacts of AI/ML-based solutions. A
major percentage (56%) of respondents reported no significant impact from re-
cent AI advancements on their development and testing processes. However, there
are positive expectations about the future, with an equal proportion of respondents
(56%) anticipating a noticeable increase in development cycle speed due to AI/ML
solutions. Therefore, while the immediate benefits of AI are not yet widely rec-
ognized across organizational units, there is strong optimism in its potential to
enhance efficiency and delivery pace in the near future.

Even though practitioners in the majority of organizational units do not per-
ceive the immediate effects of AI/ML tools on the software development life-cycle,
a significant percentage (60%) have already started using some of the basic tools,
such as chatbots and simple analytics. This captures a typical transitional phase
in the adoption of new technology. Industry professionals acknowledge the po-
tential of AI in enhancing software development and operations, as they are keen
to explore widely used tools on the market. However, their practical outcomes in
software development environments are still not apparent but are enthusiastically
awaited.
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Table 4: The current and forecasted impact of AI/ML-based tools

Current impact on DevOps Answers (%)

No significant impact 56%
Slightly improved processes 20%
Moderately improved processes 20%

Forecasted impact on delivery pace Answers (%)

Noticeable increase in speed 56%
Minor increase in speed 36%
No effect on pace 4%

5 Discussion and conclusion

In this section, we discuss the main findings of this survey study, focusing on the
implications and future directions of each research question.

The diversity of identified operational failures and their occurrences across dif-
ferent organizational units and roles (RQ1) highlights the dynamic and complex
nature of software development environments. A need for more advanced moni-
toring solutions is evident to ensure operational resilience and efficiency in such
environments. This may include interpretable monitoring strategies that detect
issues and provide natural language suggestions for addressing them. This evolu-
tion towards systems that can interpret operational failures and propose solutions
in a human-readable format represents a significant step forward. It merges the
efficiency and precision of technology with the intuitive understanding of human
experts, aiming to enhance decision-making and streamline the resolution process
in software development environments.

Detailed insights into the use of monitoring data revealed its significance for
investigating underlying issues and maintaining software quality (RQ2). The di-
verse usage of tools like Amazon CloudWatch and Microsoft Azure, favored for
their comprehensive features and ease of integration, highlights the need for tai-
lored approaches to meet varied operational demands. Commonly analyzed data
includes performance metrics and log files, with operational teams prioritizing
system performance monitoring and issue diagnosis. Organizations adopt alert
systems of varying sophistication to enhance effectiveness, and there is industry
consensus on the value of alert strategies for the early detection of operational
failures.

Even though some organizational roles are currently confident in existing mon-
itoring solutions, there is still a growing interest in integrating advanced technolo-
gies to enhance alert detection (RQ3). This is crucial for minimizing downtime
and resolving issues proactively. Additionally, the potential reduction in manual
monitoring efforts through ML suggests an important shift towards automation,
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freeing up human resources for more complex tasks. However, the possibilities of
ML in monitoring and alerting are approached with caution. There are concerns
about integration, costs, and data security, as well as the varied levels of confidence
in ML predictions, particularly in critical operational tasks. This indicates a need
for further validation and refinement of these ML-enabled systems. The common
perspective leans towards a gradual, thoughtful integration of ML, with a focus on
balancing innovation with practicality, efficiency with reliability, and automation
with human oversight.

Regarding RQ4, the findings showed a cautious but growing readiness among
different organizational roles towards adopting AI/ML solutions. The varied readi-
ness levels indicate a recognition of the potential benefits and challenges associ-
ated with these technologies. The contrast between the current limited impact and
the optimistic future outlook for AI/ML in software development suggests an on-
going transition phase. As practitioners start to engage with basic AI/ML tools,
there is a growing expectation for these technologies to considerably enhance op-
erational efficiency and development processes in the future. This points to a pe-
riod of exploration and gradual integration, where the full potential of AI/ML in
software environments is yet to be realized.

The collective findings from our survey study offer valuable insights into the
evolving dynamics of software development and monitoring, particularly in the
context of operational failures, monitoring practices, alert strategies, and the in-
tegration of AI/ML technologies. The results revealed a combination of complex
challenges and emerging opportunities where organizations increasingly recognize
the potential of advanced technologies to enhance efficiency and problem-solving
capabilities. Given their source in a survey of selected experts, we do not claim
our findings to be generally valid, but rather indicate variation among a set of
quite homogeneous companies to be addressed in further research and implemen-
tation. The anticipated impact of AI/ML on software development and operations
promises a new era of innovation and productivity, considering that the challenges
of integration, cost, and data security will be effectively addressed in the near fu-
ture.
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Abstract

Anomaly detection is key to maintaining cloud systems, allowing early failure de-
tection. With ongoing advances and complex industrial applications, a review of
techniques using real-world operational data is needed. This study aims to com-
plement existing research with an extensive catalog of the techniques and monitor-
ing data used for detecting anomalies affecting the performance or reliability of
cloud-based software systems that have been developed and/or evaluated in a real-
world context. We perform a systematic mapping study to examine the literature
on anomaly detection in cloud-based systems, particularly focusing on the usage
of real-world monitoring data. Based on a review of 104 papers, we categorize
monitoring data by structure, types, and origins and the tools used for data collec-
tion and processing. We offer a comprehensive overview of data preprocessing and
anomaly detection techniques mapped to different data categories. Our findings
highlight practical challenges and considerations in applying these techniques in
real-world cloud environments. The findings help practitioners and researchers
identify relevant data categories and select appropriate data preprocessing and
anomaly detection techniques for their specific operational environments.
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1 Introduction

The widespread adoption of cloud-based software solutions in various industries is
driven by their scalability, reliability, and cost-effectiveness [75]. However, main-
taining the operational health of these systems presents significant challenges [39].
Detecting anomalies in system behavior is a critical issue, as these deviations from
normal operational patterns often serve as early indicators of underlying prob-
lems that could compromise the reliability and performance of cloud-based sys-
tems [244]. Thus, anomaly detection (AD) plays a crucial role in maintaining the
operational health of systems deployed in cloud environments.

In practical scenarios where cloud systems operate under diverse conditions
and varying workloads, monitoring data is essential for understanding system
behavior and creating robust anomaly detection strategies. Such data gathered
from cloud operations provides critical insight into the dependencies and interac-
tions between hardware and software components. This information is crucial in
root cause analysis and proactive fault management frameworks for cloud appli-
cations [220]. Furthermore, the use of operational data in the development and
evaluation of AD techniques indicates the likely practical applicability of such
techniques in real cloud environments. Therefore, leveraging data from cloud
operations is critical for developing more resilient and fault-tolerant cloud sys-
tems [212].

Existing literature studies that aggregate anomaly detection research have of-
ten not made a distinction between synthetic datasets and monitoring data from
real-world systems. However, synthetic data or data from lab deployments does
not accurately reflect the complexities and nuances of real-world cloud environ-
ments. Similarly, the existing literature often falls short of providing compre-
hensive insights into the application of anomaly detection using data collected
from cloud operations, leading to a gap in practical, empirical evidence. In-
stead, existing reviews on anomaly detection focus on other and specific aspects
of cloud computing systems, such as cloud infrastructure, or on characteristics
of detection techniques without paying attention to the operational context or
data [22, 32, 36, 66, 75, 100, 156, 161, 223].

To address this gap, we explore and synthesize the data used for anomaly de-
tection with a particular focus on its application and evaluation in cloud-based
systems. We conducted an extensive systematic mapping study, focusing on dif-
ferent data characteristics and corresponding techniques for processing the data
and detecting anomalies.

Based on information extracted from the reviewed papers, we provide catalogs
of data based on type, structure, and origin; tools used for monitoring; and data
preprocessing and anomaly detection techniques. We further provide reflections
on the contexts in which these techniques have been applied. Our catalogs are de-
signed to aid practitioners in prioritizing relevant operational data and developing
effective anomaly detection strategies tailored to their specific contexts. By using
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monitoring data from real industrial settings, anomaly detection techniques can be
trained and tested on datasets that accurately reflect the complexities and dynam-
ics of cloud-based software systems. Highlighting the practical aspects of anomaly
detection in cloud environments, we aim to contribute to the body of knowledge
with actionable insights that can be readily implemented in real-world scenarios.

This paper makes several key contributions to the field of anomaly detection in
cloud-based systems:

• C1: A catalog of monitoring data collected from operational environ-
ments. This classification helps in understanding the diverse nature of mon-
itoring data, their properties, and their relevance to anomaly detection in
real-world cloud environments.

• C2: An overview of monitoring tools. We compile a list of monitoring
tools used in various cloud environments for collecting and storing monitor-
ing data while discussing their strengths and limitations.

• C3: Comprehensive overview of data preprocessing and anomaly detec-
tion techniques. This contribution is a valuable resource for practitioners
seeking to enhance their anomaly detection in cloud environments. Addi-
tionally, we provide a detailed mapping of anomaly detection techniques to
various monitoring data categories, aiding in selecting suitable techniques
based on data characteristics.

• C4: Analysis of real-word aspect. This analysis reveals which anomaly
detection techniques are directly applicable and relevant to industry prac-
tices and real-world challenges.

By addressing these areas, we aim to provide a solid foundation for the devel-
opment and implementation of effective anomaly detection strategies in real-world
cloud environments. By focusing on real-world data and providing comprehen-
sive catalogs, we offer valuable guidance to practitioners seeking to enhance their
anomaly detection capabilities.

2 Background and Related Work
In this section, we briefly introduce the task of anomaly detection and its impor-
tance in cloud-based systems. In addition, we provide an overview of existing
reviews on anomaly detection techniques applied in these environments and out-
line our unique contributions to the field.

2.1 Anomaly detection
In the field of software engineering, anomaly detection is the process of identifying
deviations from the expected or normal behavior within a software system [21]. It
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involves continuously analyzing monitoring data, which provides observability to
identify potential anomalies that require further investigation or action. Monitor-
ing data exist in different modalities, such as logs, metrics, and traces [63].

Cloud-based systems generate vast amounts of monitoring data from various
components, such as servers, services, databases, load balancers, and virtual ma-
chines [1]. Anomalies can occur in any of these components. Manually analyz-
ing monitoring data from different components to detect anomalies for the cloud-
based system can be time-consuming and error-prone. Modern anomaly detection
leverages automation techniques to continuously monitor and analyze monitoring
data from various components [1, 75]. Automated anomaly detection can help to
quickly identify and remediate potential anomalies, optimize system performance,
and reduce operational overhead [21].

2.2 Existing reviews
We systematically searched1 for related literature reviews or mapping studies on
anomaly detection in cloud-based systems. We identified seven relevant papers [32,
36, 66, 75, 100, 161, 223].

An overview of these reviews on anomaly detection in cloud-based systems
is presented in Table 1 and Table 2. These reviews focus primarily on the under-
lying cloud infrastructure and analysis of its characteristics, challenges, or most
relevant topics with regard to cloud monitoring or management. Only three re-
views [36, 75, 100] cover anomaly detection in cloud computing environments.
Hagemann and Katsarou focus their review on anomaly detection techniques in
cloud environments. Cândido et al. identify relevant research with regards to
software monitoring in general and introduce anomaly detection as one of the ap-
plication areas for log analysis. The most recent review by Jayaweera et al. [100]
identified only 21 relevant papers published between 2017 and 2023, despite em-
ploying an extensive search string (see Table1).

These reviews present an overview of anomaly detection techniques and their
areas of application, but they offer little to no attention to the context in which these
techniques were applied. Furthermore, none of the identified literature reviews
specifically focus on the types of data used and how these data are mapped to the
reviewed anomaly detection techniques, which is the primary goal of our review.

2.3 Our contribution
We identify the need for a review of publications that report case studies concern-
ing data and techniques for anomaly detection in cloud-based software systems.

1We used the following search string to identify potentially relevant literature reviews on anomaly
detection in cloud-based systems. TITLE-ABS-KEY ("anomaly detection" OR "monitoring") AND
TITLE-ABS-KEY ("cloud" OR "microservices" OR "software system*") AND TITLE-ABS-KEY ("sys-
tematic" AND ("mapping" OR "review" OR "map")) . The approach for the construction of the search
string and identifying relevant reviews is described in Appendix 1
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Hagemann and Katsarou [75] take a rather broader overview of all anomaly de-
tection techniques in cloud computing or monitoring. We aim to complement this
review, broadening the scope to specify the type of systems and context for which
anomaly detection techniques may be applied, but also looking deeper into the
importance of such techniques for improving the performance characteristics of
the software in operations. Moreover, our focus is on monitoring data as a source
of valuable information regarding failures, performance issues, or anything that
could degrade the reliability of large-scale software systems in cloud operations.
We also aim for an extensive overview of anomaly detection techniques applied
to different categories of monitoring data. In addition, we include an analysis of
the tools for managing data and a discussion on the techniques evaluated with data
representative of real-world scenarios.

3 Research Methodology
We conducted a systematic mapping study following the guidelines proposed by
Kitchenham and Chaters [116]. The aim of this mapping study is to present an
overview of the published literature reporting applications of anomaly detection,
particularly using real-world data collected through the monitoring of cloud-based
software systems in real industrial contexts.

3.1 Research questions

The following research questions outline our study on the use of monitoring data
for anomaly detection in cloud-based software systems:

• RQ1: What are the main categories of monitoring data in terms of structure,
types, and origin used for anomaly detection in the operational environment
of cloud-based software systems?

• RQ2: Which monitoring tools are used to collect, store, and process moni-
toring data?

• RQ3: What types of data preprocessing and anomaly detection techniques
are used in different monitoring data categories?

• RQ4: Which anomaly detection techniques have been evaluated using data
representative of real-world cloud environments?

3.2 Data sources and search strategy

The selection of databases can significantly influence the scope and depth of a
literature review. Kitchenham and Chaters [116] recommend using a comprehen-
sive set of digital libraries, including IEEE Explore, ACM Digital Library, Scopus,
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SpringerLink, and ScienceDirect, to ensure a wide coverage of relevant academic
literature in systematic reviews. In our context, Scopus emerges as a particularly
effective digital library due to its extensive coverage of peer-reviewed literature
across diverse publishers. In a comparative analysis conducted by Valente et
al. [215], findings suggested that the inclusion of IEEE Explore alongside Sco-
pus did not significantly improve the coverage of the literature, as IEEE Xplore
content was already included in Scopus. This redundancy indicates that Scopus
alone may be sufficient for comprehensive literature searches, especially in fields
well represented in its database, such as computer science. Furthermore, Scopus
is acknowledged for its broader interdisciplinary coverage and updates, which in-
clude journals and conference proceedings from both ACM and IEEE, making it a
singularly efficient source in the context of maximizing both the breadth and depth
of literature exploration without compromising the quality or relevance of selected
studies [51]. Given these attributes, we relied solely on Scopus for this systematic
mapping study.

Regarding the search strategy, we started with trial searches, while preliminary
search strings were derived from research questions with the following features:

• Task: Monitoring and anomaly detection. Keywords: anomaly detection,
outlier detection, cloud monitoring, runtime monitoring, or software moni-
toring.

• Data: Related to quality attributes. Keywords: performance or reliability.

• System type: Software systems deployed and operating in the cloud. Key-
words: cloud system, cloud application, cloud platform, cloud computing,
edge computing, fog computing, microservice, or software system.

• Context: Real cloud and software environments. Keywords: real-world or
case study.

The keywords within each feature category were joined using the Boolean op-
erator OR, and the four categories were joined using the Boolean operator AND.
Four different variations of preliminary search strings (PSS1-PSS4) were created
as shown in Table 3, combining keywords from different categories to examine the
search scope from very broad to narrow. To objectively validate the effectiveness
of these four search strings, we relied on a Quasi-Gold Standard [42].

3.3 Quasi-Gold Standard (QGS)

A quasi-gold standard [42] refers to a curated benchmark collection of papers
known to be highly relevant to a specific research question or topic. The “quasi”
aspect acknowledges that while the QGS is carefully selected to be as comprehen-
sive and relevant as possible, it may not be exhaustive or perfectly representative
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Table 3: Overview of search strings (PSS2 was initially selected, while FSS is the
final search string obtained after refining PSS2)

PSS1
TITLE-ABS-KEY(("anomaly detection" OR "outlier detection" OR "monitoring")
AND ("reliability" OR "performance")
AND ("cloud" OR "edge computing" OR "fog computing" OR "microservice*" OR "software system*"))

PSS2

TITLE-ABS-KEY(("anomaly detection" OR "outlier detection" OR "cloud monitoring" OR "runtime monitoring"
OR "software monitoring")
AND ("reliability" OR "performance")
AND ("cloud system*" OR "cloud application*" OR "cloud platform*" OR "cloud computing"
OR "microservice*" OR "software system*"))

PSS3

TITLE-ABS-KEY(("anomaly detection" OR "outlier detection" OR "cloud monitoring" OR "runtime monitoring"
OR "software monitoring")
AND ("reliability" OR "performance")
AND ("cloud system*" OR "cloud application*" OR "cloud platform*" OR "cloud computing"
OR "microservice*" OR "software system*") AND ("real world" OR "case study")

PSS4

TITLE("anomaly detection" OR "outlier detection" OR "cloud monitoring" OR "runtime monitoring"
OR "software monitoring")
AND TITLE-ABS-KEY("reliability" OR "performance")
AND TITLE("cloud system*" OR "cloud application*" OR "cloud platform*" OR "cloud computing"
OR "microservice*" OR "software system*")

FSS

TITLE-ABS-KEY("anomal*" OR "outlier*" OR "cloud monitoring" OR "runtime monitoring"
OR "software monitoring")
AND TITLE-ABS-KEY("reliability" OR "performance" OR "health" OR "failure*")
AND TITLE-ABS-KEY("cloud system*" OR "cloud application*" OR "cloud platform*"
OR "computing platform*" OR "cloud computing" OR "microservice*" OR "software system*")

of all possible relevant literature due to inherent limitations such as the subjective
selection of papers or incomplete database indexing.

To develop the Quasi-Gold Standard (QGS) for this study, we systematically
analyzed references from the systematic review by Hagemann and Katsarou [75],
which included 216 references. Furthermore, we analyzed ten papers and their 62
citations (February 2023), which were selected based on our prior knowledge and
expertise in the field. After the exclusion of duplicates and incomplete references,
a pool of 237 papers was formed. The titles and abstracts of these papers were
reviewed considering our selection criteria presented in Section 3.5. The relevance
of each article was assessed by at least two authors. We had an average inter-rater
reliability of 83.55%. The rigorous selection process resulted in forming a QGS
comprised of 36 papers, which was intended to serve as a benchmark for evaluating
the effectiveness of our search strategies.

3.4 Selection of the search string

An overview of the steps in the process of selecting the search string is illustrated in
Figure 1. The left part of Figure 1 shows the selection of the QGS, while the right
part corresponds to the evaluation of search string proposals with this established
benchmark of relevant papers. Thus, we designed and tested four preliminary
search strings (PSS1-PSS4, see Table 3) to explore the effectiveness of each search
strategy in capturing the key literature included in the QGS.
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PSS1

PSS2

PSS3

PSS4

Selection 
criteria

References from 
Hagemann and 
Katsarou (216)
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citations (72)

QGS
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Evaluate search strings

Titles 
and 
abstracts

Analysis of missed 
QGS papers based on 
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22
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3
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Updated search string
FSS (28 from QGS)

Search result in Scopus

1127 pr imary 
studies

Overlap 
with 
QGS

Excluding 
duplicates and 

incomplete 
references

237 papers

Figure 1: Overview of the steps in the selection of the search string (PSS1-4 rep-
resent preliminary search strings while FSS is a final search string)

The results of this testing phase indicated different levels of overlap between
the retrieved documents and the QGS. Specifically, PSS1 demonstrated the highest
level of overlap, retrieving 22 relevant papers from 6021 hits. This was closely
followed by PSS2, which identified 20 relevant papers from 501 hits. In contrast,
PSS4, with 49 hits, retrieved 6 relevant papers, while PSS3, with 61 hits, identified
the fewest relevant papers, only 3. We decided to proceed with PSS2 due to its
highest balance between precision and recall. While PSS1 retrieved a slightly
higher number of relevant papers, it produced an excessively large number of hits,
making it less efficient and more cumbersome for manual review. PSS2, with its
higher precision and manageable number of hits, ensured comprehensive coverage
of relevant literature without overwhelming the review process.

To further improve the search string PSS2, we performed a detailed analysis
of the papers that were missed by the initial searches, particularly examining the
most frequent keywords. This led to minor updates in the search string PSS2 and
creating the final search string FSS (see Table 3). We identified two additional
keywords related to data and quality attributes (failure and health) that we decided
to include in the final search string FSS to achieve a more comprehensive search
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mechanism. This updated search string was then used to conduct a search in the
Scopus database, which resulted in identifying 1127 potentially relevant primary
studies, including 28 papers from QGS. This iterative refinement of the search
strings, guided by the insights from the QGS, helped us to maximize both the
coverage and relevance of the identified literature.

The following is the resulting search string FSS:
(TITLE-ABS-KEY("anomal*" OR "outlier*" OR "cloud monitoring" OR "runtime
monitoring" OR "software monitoring")
AND TITLE-ABS-KEY("reliability" OR "performance" OR "health" OR "failure*")
AND TITLE-ABS-KEY("cloud system*" OR "cloud application*" OR "cloud plat-
form*" OR "computing platform*" OR "cloud computing" OR "microservice*" OR
"software system*"))

The proximity operator was used to enhance the relevance of search results
while also allowing variations in terminology used by different authors to describe
specific features associated with the categories outlined in Section 3.2. This ap-
proach improves the precision of our search strategy, increasing the likelihood of
retrieving contextually related documents that are more relevant to our research
focus.

3.5 Study selection criteria and procedure

The selection of primary studies was carried out in two phases:
First phase. In this phase, we screened the titles and abstracts of the papers to

check for relevance. We divided the papers among four reviewers (1st – 4th author)
and filtered them according to our exclusion criteria, which are presented below.
Note that 51 papers were excluded from this phase as 28 belong to QGS, and
23 had been previously identified as irrelevant during the QGS selection process.
Before applying the exclusion criteria specific to our review, all search results were
initially filtered through a search string FSS that incorporated generic exclusion
criteria, including:

• Publications in non-peer-reviewed venues such as books, master’s or Ph.D.
theses, keynotes, tutorials, and editorials.

• Documents not available in English.

• Publications where research contributions belong to fields other than com-
puter science or software engineering.

Or translated to Scopus sytnax: (LIMIT-TO (DOCTYPE , "ar") OR LIMIT-
TO(DOCTYPE , "cp" )) AND (LIMIT-TO(LANGUAGE , "English")) AND (LIMIT-
TO( SUBJAREA , "COMP") OR LIMIT-TO(SUBJAREA , "ENGI"))

Thus, the exclusion criteria were applied to 1076 primary studies after generic
exclusion. The exclusion criteria are as follows:
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• Duplicates. The paper is a duplicate. In this first phase, we did not treat the
subsequent publication of a conference paper as a journal article as a dupli-
cate. However, this aspect was addressed later during the full-text review of
the articles. Excluding duplicates is important to avoid double-counting of
evidence [16].

• Task. The main focus of the paper is not on monitoring sub-tasks, primarily
on anomaly detection or similar.

• Quality attribute. The anomaly detection is not focused on the perfor-
mance or reliability aspects of the cloud-based software system.

• System. The research focus is not on a cloud-based software system (at
the application, platform, or infrastructure level). Papers focusing only on
data centers or public clouds in general without clear reference to a software
system under study were disregarded.

• Data. The study does not utilize monitoring data derived from real-world
environments. Monitoring data refers to metrics, logs, traces, or other data
types actively collected through monitoring or passively gathered, such as
archived data.

To ensure a rigorous and efficient review process, we implemented a stream-
lined single review approach, as justified by the very high inter-rater reliability
discussed in Section 3.3. In this process, each paper was labeled as relevant, un-
clear, or irrelevant. Following the initial phase of screening titles and abstracts, 111
papers were identified as relevant, 104 as unclear, and 861 as irrelevant. Based on
a cost-benefit analysis, we decided to focus solely on the 111 relevant papers for
further selection and data extraction.

Second Phase. The final selection of papers was based on the full-text review
of papers identified as relevant during Phase 1 (111) applying the same exclusion
criteria. To streamline the review process, this full-text assessment was conducted
concurrently with data extraction. The final dataset comprises 104 papers, which
includes 24 papers from the Quasi-Gold Standard (after removing 4 duplicates
from the original 28 papers).

3.6 Data extraction

We used a random sample of five papers from selected primary studies to design
the draft of the data extraction form. The first author proposed an initial version
of the data extraction form based on the four research questions, utilizing a shared
spreadsheet. Then, all authors reviewed and piloted this initial version during
data extraction from the five sample papers. Throughout this process, the form
was incrementally developed and improved through several consecutive meetings.
The spreadsheet integrates a classification scheme, where the first column lists all
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relevant papers, and subsequent columns are dedicated to research questions and
corresponding categories 2.

Specifically, the first research question (RQ1) focuses on extracting types of
monitoring data and relevant properties in the context of anomaly detection for
cloud-based software systems. Our primary emphasis is on monitoring data uti-
lized for the evaluation of proposed anomaly detection techniques, as these data
typically represent real-world usage scenarios. For RQ1, we capture several key
data properties: the entity (e.g., infrastructure, cloud application), quality attributes
(e.g., performance), base measures (e.g., CPU time, response time), and the data’s
source (e.g., metrics, logs, traces). Additionally, we classify the data structure as
either structured or unstructured, noting structured data’s organized nature, often
stored in databases, versus unstructured data’s more complex, formatless nature.
We also examine the origin of the monitoring data and labels, distinguishing be-
tween primary data actively collected for the study and secondary data, which
includes previously collected data sets used for evaluation.

Subsequent research questions expand on this extraction framework. RQ2
specifically targets the tools used in monitoring operational data critical to anomaly
detection in cloud-based systems. RQ3 expands further into the technical as-
pects of anomaly detection by focusing on the data processing techniques and
the specific anomaly detection algorithms employed. This question explores the
entire data pipeline from initial data collection to the final detection of anomalies.
We extract detailed information about data preprocessing steps, such as clean-
ing, normalization, and augmentation, which are critical to ensuring data quality
and reliability before applying detection techniques. In addition, we catalog the
anomaly detection techniques associating them with various data categories. With
RQ4, we assess the representativeness of real-world scenarios in monitoring data
and anomaly labels, noting whether data or labels are more representative when
sourced from operational environments or less so when derived from simulated
conditions or public archived datasets. Furthermore, we use this information to
argue which of the anomaly detection techniques are more or less applicable to
real-world settings.

3.7 Data analysis
To further streamline the data analysis process based on the extracted data, we
performed a standardization across all the papers included in the review process.
This standardization involved identifying general categories for the data in each
column, tagging the data accordingly, and augmenting the data extraction form to
include additional columns for these categories. Each of these new columns rep-
resents a standardized category to which a paper can be mapped. We marked the
mapping between a paper and a category with an ’X’. This systematic structuring
allows for the straightforward aggregation and quantification of data belonging to

2Data extraction form

https://docs.google.com/spreadsheets/d/1nPlfRMINqOUizAp4mnC311XVMWjRgx3f73KmUg37otg/edit?gid=1942921684
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each category. Note that not all of these categorizations are mutually exclusive,
which means that a paper may report several types of results.

3.8 Threats to validity
This section discusses potential threats to the validity of our systematic mapping
study.

Internal validity. One potential threat to internal validity is the bias intro-
duced during the selection of primary studies. While we employed a rigorous se-
lection process involving multiple reviewers and resolving disagreements through
discussions, the analysis of extracted data, as explained in Section 3.7, was mainly
reviewed by one author. This could introduce personal biases and inconsistencies.
To mitigate this, we attempted to align the data extraction process with the specific
backgrounds of the authors, leveraging their expertise to ensure more accurate and
relevant categorizations. However, this approach may still lead to inconsistencies
due to subjective interpretations. In addition, out of the 1127 search hits, we ex-
cluded 104 papers because their relevance was unclear (after reading the titles and
abstracts of the papers), which might have led to missing some important stud-
ies in our review. Our decision was made to ensure the review process remained
manageable as we had identified a large number of papers (i.e., 111 papers) that
we considered relevant according to our selection criteria. Given the large sample
size, we consider that the threat of missing relevant papers among the 104 excluded
papers does not risk the conclusions of this mapping study.

Construct validity. Given the vast scope of cloud-based systems and the rapid
evolution of technologies and methodologies, there is a risk that some relevant
studies or important aspects of anomaly detection may not have been fully captured
within the final search string. Additionally, variations in the quality of reporting
in primary studies may have affected how well we identified and categorized the
constructs. Inconsistent or incomplete reporting could lead to misinterpretation of
the data or failure to capture all relevant aspects of the measured construct. To
address this, we carefully reviewed and cross-validated the information from the
primary studies during data analysis whenever we encountered doubts.

External validity. The generalizability of our findings may be limited by the
specific focus on cloud-based systems. Although our study encompasses a wide
range of cloud environments and operational contexts, the results may not be di-
rectly applicable to other domains, such as hybrid cloud environments. Neverthe-
less, the principles and catalogs developed in this study provide a foundation that
can be adapted and extended to other areas.

4 Results and Analysis
In this section, we present the results of our systematic mapping study on anomaly
detection in cloud computing systems, ensuring a thorough overview of the current
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Figure 2: Distribution of publications over the years

state of research and highlighting significant areas of interest and ongoing devel-
opment. We begin by analyzing publication years to identify research trends and
review the venues of these studies, including conferences and journals. Next, we
explore the study context, covering various system types and architectures. Finally,
we address the results related to each of our research questions, offering in-depth
analysis regarding the main findings from 104 papers included in our review.

4.1 Publication years

Figure 2 presents a line graph illustrating the distribution of primary studies on
anomaly detection in cloud computing systems published over a span of years
from 2010 to 2023. The data reveal a clear upward trend in the number of studies
published, reflecting growing interest and increasing research activity in this field.
Interestingly, the earliest publication in the reviewed set of papers dates back to
2010. This may indicate that, while the broader field of anomaly detection has
existed for longer, its application, specifically within cloud computing systems,
began to gain attention around this time. This specific starting point marks a pe-
riod when cloud computing was becoming more prevalent, requiring specialized
research in anomaly detection to address unique challenges within cloud environ-
ments. Over the years, there has been a significant increase in publications, with
notable peaks in 2019 and 2023, where the number of published studies reached 12
and 15, respectively. The increase in publications highlights a growing interest in
anomaly detection in cloud environments, indicating an expanding and important
research field.
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4.2 Publication venues
Additionally, the distribution of publications across leading conferences and jour-
nals further supports this upward trend, as shown in Table 4. Among the 104 pa-
pers reviewed, 37 were published in journals and 67 in conferences. Table 4 lists
venues with at least two publications, while there is a total of 79 unique venues,
which shows the diversity and broad interest in this research area. The IEEE In-
ternational Conference on Cloud Computing (CLOUD) stands out with eight pub-
lications, highlighting its significance as a leading platform for research dissemi-
nation. Other notable conferences with multiple publications are closely related to
cloud computing and software engineering research areas. With regard to journals,
four stand out, each with three publications. The spread of studies across numer-
ous prestigious venues indicates a well-established and rapidly growing research
community focused on tackling anomalies in cloud computing environments.

Table 4: An overview of the leading publication venues based on included papers

Venue type Venue name Count

Conference

IEEE International Conference on Cloud Computing (CLOUD) 8
IEEE International Symposium on Software Reliability Engineering (ISSRE) 3
IEEE International Conference on Cloud Computing Technology and Science (CloudCom) 2
USENIX Annual Technical Conference (USENIX ATC) 2
International Conference on Software Engineering (ICSE) 2
IFIP/IEEE International Symposium on Integrated Network Management (IM) 2
International Conference on Cloud Computing and Services Science 2
The ACM Web Conference 2

Journal

Journal of Systems and Software 3
IEEE Transactions on Network and Service Management 3
Future Generation Computer Systems 3
Concurrency and Computation: Practice and Experience 3
Journal of Cloud Computing 2
Software: Practice and Experience 2

4.3 System context
All included primary studies are framed within the overarching context of cloud
computing, as shown in Table 5. However, within this broad context, some studies
focused particularly on specific layers or architectures, offering deeper insights and
solutions for a narrower scope. For example, multiple papers specifically address
the cloud application layer and enhance application performance, scalability, and
reliability in order to adapt to varying workloads and user demands. On the other
hand, a larger number of studies concentrate on the cloud infrastructure layer,
which serves as the backbone for cloud services and applications. These papers
examine the core elements that ensure the robust and efficient operation of cloud
infrastructure to support increasingly complex and demanding cloud applications.

Moreover, according to Table 5, there are various types and architectures within
the cloud computing ecosystem. However, the included papers are mainly focused



4 Results and Analysis 145

on microservice architectures. This attention to microservices may reflect a shift
towards modular and flexible service design, which enables the development of
more agile and resilient cloud applications.

Table 5: Overview of different system contexts (Note that some papers reported
only a general context, while others report instantiating studies in specific single
or multiple contexts)

General Layer Type/Architecture

Cloud
Computing

Systems

Cloud
Application

Cloud
Infrastructure

Virtualized
systems

Large-scale
complex
systems

Microservice Distributed

Count of papers 25 38 6 6 24 4

4.4 RQ1: Main categories of monitoring data

Observability in cloud-based software systems is essential to ensure the reliabil-
ity, performance, and overall health of applications deployed in distributed and
dynamic cloud environments. According to Kosińska et al. [118], observability is
defined as the ability to accurately capture, analyze, and present information on
the performance of a cloud system. A key component of observability is mon-
itoring data, which serves as the foundation for understanding the behavior of
complex, multi-layered cloud systems, including infrastructure resources and the
applications they support [205]. Monitoring data provides direct insights into sys-
tem operations, enabling proactive monitoring and timely intervention in case of
severe disruptions. Thus, by systematically collecting, organizing, and analyzing
monitoring data, organizations can achieve a higher level of operational resilience
in their cloud applications. We present a detailed overview of monitoring data used
for anomaly detection, including the structure, types, and origins as identified in
the reviewed papers.

Structure

The structure of monitoring data refers to the way in which input data is organized
and formatted. It impacts how efficiently monitoring data can be processed and
utilized for observability purposes [118].

Structured data is typically well-defined and easily searchable, often organized
in tabular formats or databases. Moreover, JSON (JavaScript Object Notation) is
frequently used for structured data (mainly traces) due to its clear and organized
key-value pair format. This type of data allows for straightforward searching,
filtering, and aggregation, facilitating quick and efficient analysis. We found that
approximately 92% (96/104) of papers reported that data was structured. This
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indicates that most anomaly detection efforts rely on this data, likely because of
its ease of use and the straightforward nature of the analysis it enables.

In contrast, 12% (13/104) of papers used unstructured data, which requires
more advanced techniques for effective processing and use. This smaller propor-
tion reflects the additional complexity and effort required to analyze unstructured
data. Despite being less prevalent, unstructured data remains crucial for compre-
hensive observability, as it can provide deeper insights into system behavior and
interactions that structured data alone cannot capture.

Types

A comprehensive catalog of monitoring data is crucial for evaluating various as-
pects of performance and reliability in cloud-based systems. The classification
of monitoring data into metrics, logs, and traces is presented in Tables 6 and 7,
together with references to the papers that utilized these data types for anomaly
detection. These types of monitoring data encompass various base measures col-
lected to evaluate different aspects of system performance and reliability. These
include:

• Metrics: Quantitative measures that provide insights into system perfor-
mance are reported in 76% (79/104) of papers. They include: 1) system
data like CPU statistics, disk usage, and memory usage; 2) infrastructure
data such as Kubernetes and container metrics; 3) application/service data
like response times and service faults; 4) network data encompassing web
traffic flows and latency across network layers; 5) database data covering
read/write throughput and MySQL metrics. The prevalence of system, ap-
plication, and network data metrics can be attributed to their critical roles in
ensuring system health. System data metrics maintain infrastructure stabil-
ity and capacity by monitoring hardware and operating systems. Infrastruc-
ture metrics play a key role in managing the underlying platforms that run
applications, supporting container orchestration, scaling, and cloud resource
optimization. Further, application data metrics ensure high-quality user ex-
periences by tracking service performance, and network data metrics ensure
seamless communication and data flow between system components, which
is vital for the efficiency and reliability of distributed cloud environments.

• Logs: Records of events that occur within the system, which can be used to
trace the sequence of actions leading up to an issue. System logs and appli-
cation/service logs, identified in 18% (19/104) of papers, provide a compre-
hensive view of operations and are vital for diagnosing issues.

• Traces: Detailed records of the flow of requests through the system, useful
for identifying bottlenecks and understanding system interactions. Traces
reported in 16% (17/104) of papers, capture the execution paths of requests
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Table 6: A catalog of monitoring data for evaluating various aspects of perfor-
mance and reliability in cloud-based systems

Types of monitoring data in cloud-based software systems Percentage

Metrics

System data
CPU Statistics

Disk Usage
Memory usage

76%

Infrastructure data
Kubernetes metrics
Container metrics
Resource metrics

Application/Service data

Response time:
Service faults (e.g., number of
HTTP errors or failed requests)

Processing time
Application latency

Network data

Traffic metrics
RPC execution times
Web traffic metrics

API Response Time and Throughput
Communication latency

Database data DB Read/Write Throughput
MySQL Metrics

Logs System data System logs 18%
Application/Service data Executions logs and log events

Traces Structured data capturing the execution paths of
requests through the system’s components 16%

through the system’s components, offering a structured view of how differ-
ent parts of the system interact.

Interestingly, 5% of the papers did not specify the types of monitoring data
used, suggesting the need for a more comprehensive and standardized approach to
documenting monitoring data in research.

Origin

The origin of monitoring data refers to the source and method of data collec-
tion. Data can be actively collected from the operational environment through
instrumentation and monitoring tools, or passively obtained from publicly avail-
able datasets. Understanding the origin of monitoring data is crucial for assess-
ing its accuracy and reliability. Active data collection provides real-time insights,
whereas passive data may offer historical context.
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Table 7: Types of monitoring data mapped to corresponding papers

Types of monitoring data Papers

Metrics

System data

[206], [72], [231], [212], [149], [154], [121], [78], [68], [157],
[35], [245], [147], [43], [197], [69], [81], [76], [41], [234],
[216], [183], [126], [169], [198], [167], [24], [111], [179], [86],
[227], [94], [113], [248], [40], [25], [232], [228], [194], [71],
[88], [180], [73], [176], [246], [99], [188], [38], [85], [186],
[201], [2], [236], [185], [47], [5], [187], [95], [221], [247],
[224], [165], [150], [13], [70], [84], [52]

Infrastructure data [212], [149], [24], [179], [233], [99], [5]

Application/Service data

[149], [137], [121], [157], [147], [160], [81], [76], [240], [41], [234],
[216], [183], [126], [169], [235], [129], [142], [225], [9], [180], [107],
[73], [140], [188], [226], [151], [196], [166], [101], [23], [150], [13],
[34], [152], [117], [98]

Network data

[206], [72], [149], [213], [68], [74], [35], [245], [147], [43], [197],
[81], [183], [126], [169], [198], [167], [24], [111], [227], [40],
[25], [232], [228], [194], [71], [57], [58], [222], [73], [176], [186],
[201], [47], [187], [221], [224], [165], [70], [52]

Database data [188], [95]

Logs [127], [137], [78], [102], [76], [126], [169], [179], [172],
[113], [106], [99], [166], [201], [2], [5], [101], [52], [152]

Traces [213], [160], [240], [129], [24], [233], [250], [9], [180],
[140], [226], [151], [196], [23], [150], [34], [117]

Table 8 presents a catalog of the origin of data monitoring in cloud-based sys-
tems, categorizing them into primary and secondary data sources. Primary data,
corresponding to active collection methods, includes predominantly data from pro-
duction systems, research and experimental systems, and benchmarking systems.
Production systems are a significant source, providing real-world data from com-
panies like IBM [206] and Google [231]. These datasets are essential for tuning
performance and diagnosing failures in actual operational settings. Research and
experimental systems, including lab environments and testbeds, offer controlled
conditions for experimenting and validating new techniques, as seen in studies
by Jia et al. [101] and Liu et al. [140]. Benchmarking systems, such as Acme-
Air [102] and Hipster-shop [197], provide standardized environments to assess
the performance and reliability of various cloud-based solutions. Furthermore,
large-scale distributed systems [206], IP Multimedia subsystems [149], web and
database servers/applications [121], and web and e-commerce systems [129] fur-
ther enrich the variety of primary data sources by offering insights from specific
and often complex operational contexts. Notably, 85% of the reviewed papers uti-
lized primary data, reflecting the importance of active data collection for real-time
monitoring and reliability assessment.

Secondary data sources, corresponding to passive collection methods, encom-
pass a wide range of preexisting datasets. Cloud service metrics from providers
like IBM [102], Windows Azure [179], and Alibaba [180] are vital for develop-
ing and testing new algorithms without needing extensive data collection infras-
tructure. Benchmark datasets, including those from Yahoo, RUBIS, and NAB
[92, 206], offer robust, standardized data for performance evaluation and anomaly
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Table 8: A catalog of monitoring data origins in cloud-based systems

Origin of monitoring data Papers

Pr
im

ar
y

da
ta

Production
systems

Public

IBM [206], [38], [166]; Google [231]; Microsoft [88], [248]
Amazon [227], [52], [201], [2]; OpenStack [106], [165], [34]
Huawei Cloud [25]; AppScale [98]; Alibaba Cloud [151], [152]
Once Cloud [99], [224]; Other or not specified [121], [78], [76],
[216], [169], [235], [94], [188]

Private

[212], [149], [245], [160], [129], [250], [176], [85], [185], [47], [187],
[101], [221], [117], [197], [81], [240], [233], [58], [73], [140], [226],
[186], [150], [70], [72], [127], [102], [234], [198], [167], [24], [86], [113],
[128], [40], [194], [71], [5], [132], [13], [84]

Research and
experimental systems

Lab environment
[212], [245], [160], [129], [106], [188], [166], [101], [183], [9],
[107], [186], [154], [102], [234], [111], [86], [246], [23], [84]

Testbeds
[140], [70], [72], [127], [68], [157], [35], [147], [69], [198],
[167], [113], [128], [40], [232], [194], [71], [5], [132], [13]

Benchmarking systems
(*not open-source)

Acme-Air [102]; Hipster-shop [197], [81], [129]
Trainticket [24], [9], [226], [140], [240]; E-Shopper [213]
SockShop [231], [73], [226]; TPC-W [41], [183]
PiggyMetrics [226]; Social Network [150]
Bench4Q [227], [225], [224], [150]
Trade6* [38]; RuBBoS [107], [38]; RUBiS [70]
Other or not specified [78], [176], [166], [57], [58], [111], [222]

Large-scale/distributed (backend) system [206], [76], [250], [88], [151], [85], [95], [52], [117], [23]
IP Multimedia subsystem Clearwater [149], [185], [47], [187]

Web and database servers/applications [121], [201], [2], [221], [165], [152], [98], [186], [246], [34]

Web and e-commerce systems [129], [142], [188], [197], [81], [41], [233], [227], [225], [58],
[73], [224], [213], [222], [99]

Se
co

nd
ar

y
da

ta

Cloud service metrics,
logs, traces

IBM
Windows Azure

Alibaba
[179], [180], [188], [247], [236], [102]

Benchmark datasets
Yahoo
RUBIS
NAB

[206], [92], [25], [93], [2], [173], [74], [43], [62], [248], [196], [40]

Datasets from AIOps Challenge Events [129], [25], [173], [240], [126], [62]
Web Logs [137]

Synthetic dataset [179], [233]

Public datasets

HDFS
BGL

Thunderbird
SMD

[172], [228], [234], [24], [128]

detection, ensuring consistency in research outcomes. Data from AIOps Challenge
Events offers another source of secondary data, often used to test advanced oper-
ational solutions in controlled scenarios [25, 129]. Public datasets, such as HDFS
and BGL [172], contribute to the pool of resources available for researchers, en-
abling extensive testing and validation of new methods across diverse scenarios.
The reliance on secondary data, used in 27% of the papers, may stem from re-
searchers lacking access to real cloud environments, necessitating the use of pub-
licly available datasets to validate their methods. This use of secondary data en-
sures that research can progress even without direct access to operational systems,
enabling the development and testing of new anomaly detection techniques that
can later be applied in real-world settings. It can also facilitate benchmark com-
parisons and replicability of research.

The overlap in the usage of primary data (85%) and secondary data (27%) in
research indicates that some papers leverage both types of data to enhance the ro-
bustness of their studies. This dual approach allows researchers to validate their
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findings in diverse datasets, increasing the reliability and generalizability of their
results. Primary data offers real-time, context-specific insights crucial for accu-
rate performance assessment and anomaly detection in cloud-based systems. This
data is invaluable as it reflects the actual operational environment, ensuring that
research findings and developed algorithms are grounded in reality. For example,
data from Microsoft production systems [88] and Huawei Cloud [25] provide cru-
cial insights for researchers to develop and test algorithms that are practical and
effective in real-world conditions. The granularity and relevance of primary data
enable researchers to address specific issues and challenges encountered in live
environments, enhancing the robustness and reliability of cloud-based solutions.

4.5 RQ2: Overview of monitoring tools

As shown in Figure 3, the frequency of monitoring tools used across various re-
search papers highlights the diverse functionality required to maintain robust ob-
servability in modern cloud computing environments. Prometheus, Sysstat/Perf,
and Jaeger emerge as frequently used tools due to their comprehensive capabilities
in metrics collection, performance analysis, and distributed tracing, respectively.
Prometheus [24, 197, 212, 231, 232, 234, 245] is particularly valued for its power-
ful metrics collection and alerting system, which enables real-time monitoring and
alerting of system performance. Sysstat/Perf [68–72, 194, 198] provides perfor-
mance analysis with detailed insights into system resource usage and application
performance. Jaeger [9,113,150,226,250], on the other hand, provides distributed
tracing, allowing a user to trace the flow of requests across microservices and iden-
tify performance bottlenecks and latency issues.

Figure 3: Overview of monitoring tools
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The diversity of tools reflected in the data also indicates a trend toward special-
ized monitoring solutions tailored to specific use cases and technological stacks.
For instance, cAdvisor [24,47,197,231] and Node-exporter [231,232] are pivotal
in containerized environments, providing detailed insights into the performance
and resource usage of individual containers. Istio [197, 231, 232, 240], another
frequently used tool, offers comprehensive service mesh observability, enabling
traffic management, security, and microservice monitoring. Additionally, Zip-
kin [34,150,160,213,226] is particularly useful for distributed tracing, helping in
the collection and analysis of trace data from complex microservice architectures,
thus identifying latency issues and performance bottlenecks across services. Gan-
glia [111, 185, 186] is essential for monitoring large clusters and grids, offering
scalable distributed monitoring solutions.

Leading commercial tools including Amazon CloudWatch [2, 52, 137, 188,
201] and MS Azure MT [88] also provide scalable monitoring and logging ser-
vices, useful for maintaining the health and performance of cloud-based applica-
tions. Moreover, Grafana [47,73,212] is widely used to visualize metrics, provid-
ing a powerful platform to build dashboards and alerts. This trend highlights the
increasing complexity of IT environments and the need for specialized monitoring
tools to ensure comprehensive observability and proactive system management
across heterogeneous infrastructures.

However, the dominance of custom monitoring tools (MT) reflects the unique
and diverse requirements of modern monitoring infrastructure. Custom tools are
designed to meet specific needs that off-the-shelf solutions may not fully address,
offering flexibility and precision in data collection and processing. Examples
include custom monitoring infrastructures integrating SNMPv2c for application-
level monitoring, Ceilometer for IaaS level monitoring, and Linux OS agents for
operating system-level monitoring [149]. These specialized setups ensure compre-
hensive coverage across different layers of the IT infrastructure, capturing a wide
range of metrics and performance indicators. Other custom setups reported include
the use of Docker stats for live container data, mpstat for CPU utilization, vmstat
for memory usage, Heapster for data aggregation, and InfluxDB for time-series
data storage [183].

In research, the widespread use of custom-built monitoring tools can be at-
tributed to the unique and specific requirements of experimental setups and the
flexibility needed to accommodate evolving research questions. Custom tools of-
fer researchers the ability to tailor their monitoring infrastructure precisely to their
needs, ensuring comprehensive data collection and accurate analysis. For example,
some setups use the CloudSim simulation environment [154]. The variety of cus-
tom tools and techniques, such as those used in Performance Anomaly Detector
(PAD) [169], SHoWA testbed [147], and CloudDoc framework [151], underline
the need for tailored solutions that can adapt to specific environments and work-
loads, providing granular insights that are crucial for optimizing performance and
ensuring system reliability.
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4.6 RQ3: Data preprocessing and anomaly detection tech-
niques

In the analysis of data preprocessing techniques employed across the reviewed
studies, distinct techniques have been identified as particularly suited to different
types of data, whether derived from metrics, logs, or traces. These techniques are
categorized based on their application to textual data, categorical data, numeri-
cal data, general-purpose tasks, and graph-based data, as shown in Figure 4. It
should be noted that this classification is not exhaustive, as some techniques may
be applied to multiple data types. The categories are derived on the basis of the
techniques used in the reviewed studies.

Parsing
10

Tokenization
4

Semantic embedding creation
4

Graph-based
6

Sliding window
6

Normalization
12

Statistic-based
10

One-hot encoding
4

Feature selection
9

Missing value imputation
6

Dimensionality reduction
11

Data aggregation
3

Data formatting
12

Textual data
Graph data
Numerical data
Categorical data
General purpose

Figure 4: Overview of data preprocessing techniques and their categories with the
number of papers employing each technique

Textual data processing techniques

In cloud-based systems, textual data is usually derived from logs and traces. This
data often requires detailed preprocessing to extract meaningful insights and pat-
terns.

Parsing transforms unstructured raw data (e.g., text) into structured formats or
templates by breaking it down into manageable components like words or phrases.
For instance, in log analysis, parsing might involve identifying key fields such as
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log messages, timestamps, event types, and error codes, which can then be used
for further processing. Multiple studies demonstrate its widespread use [76, 101,
102, 106, 117, 127, 140, 160, 172, 194].

Tokenization is a preprocessing step in NLP that involves splitting raw text
into smaller, manageable units known as tokens. These tokens typically repre-
sent words, phrases, or even individual characters, depending on the specific re-
quirements of the analysis. Given the abundant amount of data generated by logs
and traces, tokenization helps in reducing the complexity of the data, making it
more manageable and easier to process in real-time, as highlighted in several stud-
ies [127, 140, 160, 172].

Semantic embedding creation transforms textual data into dense vector rep-
resentations. These vectors, often referred to as embeddings, capture the seman-
tic meaning of the text, enabling more advanced text analysis. For example, if
two logs are semantically similar, meaning they describe similar system states
or events, their embeddings will be close in the vector space. Several studies
have shown the effectiveness of semantic embedding creation in cloud-based sys-
tems [78, 127, 140, 172].

Categorical data processing techniques

Categorical data in cloud-based systems are typically derived from structured rep-
resentations such as service types, event sequences, or status codes, primarily
found in logs and traces.

One-hot encoding is a technique used to convert categorical data into binary
vectors, where each unique category is represented by a distinct binary feature.
This technique could be applied to represent different services, events, or call
paths as binary vectors, indicating their presence or absence in a trace. It can
also be adapted to structured data in microservice environments, where the goal
is to transform categorical attributes like service types or event keys into a format
suitable for ML models [24, 117, 140, 240].

Numerical data processing techniques

Numerical data, which are abundant in metrics and traces, require specific prepro-
cessing techniques to ensure that they can be used effectively by ML models.

Normalization is a widely used technique for preparing numerical data by
scaling it to a specific range, depending on the requirements of the analysis. Nor-
malization helps reduce the potential for bias in ML models by preventing any
single feature from dominating others due to its scale. Studies in our review have
shown that normalization is a critical step in preprocessing pipelines, leading to
improved model accuracy [2, 69, 76, 88, 106, 111, 113, 121, 160, 173, 187].

Statistical techniques [86,101,106,111,113,129,151,201,216] are frequently
applied to numerical data from metrics and traces. The development of these tech-
niques often involves sophisticated mathematical modeling and a deep understand-



154 DATA FOR ANOMALY DETECTION: A MAPPING STUDY

ing of the underlying data structures. Custom statistical techniques are essential for
pushing the boundaries of conventional data analysis, providing tailored solutions
that enhance the depth and accuracy of insights derived from complex datasets.

Sliding window is specifically used in time-series analysis of metrics and
traces to create overlapping segments of data or "windows". This technique cap-
tures temporal dependencies crucial for understanding data dynamics over time,
as shown in some of the studies [41, 69, 74, 81, 173, 240].

Graph data processing techniques

In cloud-based systems, data involving network structures or relationships are usu-
ally represented as graphs and are primarily derived from logs and traces.

Graph-based techniques [24, 102, 113, 196, 232, 233] are essential for rep-
resenting data in graph form. In cloud environments, data is often highly inter-
connected, with numerous dependencies between different components, such as
microservices, network devices, or user sessions. Graph-based techniques allow
this interconnected data to be visualized and analyzed in a way that highlights
these relationships, making it easier to identify patterns, dependencies, and poten-
tial issues.

General purpose processing techniques

Broadly applicable to different types of data such as metrics, logs, and traces, these
general-purpose preprocessing techniques are valuable tools for data analysis.

Data formatting is essential for ensuring that data from different sources are
aligned to a common format. Each of these sources may have different data struc-
tures, formats, units of measurement, and levels of granularity. Without proper
formatting, comparing or combining these datasets for analysis would be chal-
lenging. This technique is frequently used in studies dealing with heterogeneous
data [24, 43, 72, 74, 81, 106, 147, 173, 185, 227, 231, 233].

Feature selection is used to identify and retain the most important and relevant
features within a dataset. In cloud environments, datasets often contain numerous
features, many of which may be redundant, irrelevant, or noisy. Feature selection
helps to streamline the dataset, ensuring that only the most informative features
are retained for analysis. The importance of this technique is well-documented in
various studies [62, 72, 111, 132, 187, 212, 231, 234, 247].

Dimensionality reduction techniques [41,68,71,72,76,167,198,212,221,224,
234] aim to transform the entire dataset into a lower-dimensional space while still
preserving its essential characteristics. This transformation is critical in scenarios
where the original data contains a large number of features.

Missing value imputation [71, 72, 95, 121, 194, 212] is particularly used for
handling incomplete datasets, where some data points may be missing. Imputation
techniques work by filling in these gaps with estimated values, ensuring that the
dataset remains as complete as possible.
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Data aggregation involves the process of combining and summarizing data
from various sources into a single, unified dataset. This technique is particularly
useful when dealing with large volumes of data that originate from different com-
ponents of a system, each of which might generate data at different granularities
or with different formats [147, 187, 233].

It is interesting that 38 papers did not report any data preprocessing techniques,
and 11 papers explicitly stated that no preprocessing was needed. This variation
highlights the context-dependent nature of data preprocessing. In some cases, raw
data (e.g., numerical data) may already be in a suitable format for analysis, or the
research focus might be on methods that inherently handle raw data without the
need for extensive preprocessing. Thus, the choice of data preprocessing tech-
niques is highly influenced by the nature of the dataset and the specific require-
ments of the analysis.

Anomaly detection techniques

Regarding the second part of this research question, Figure 9 provides a compre-
hensive overview of various anomaly detection techniques and their applicability
to different types of monitoring data. This classification is essential for researchers
and practitioners aiming to select the most appropriate technique for their specific
anomaly detection tasks, ensuring that the chosen technique aligns with the data
characteristics and requirements of the task. The techniques are broadly catego-
rized into statistical, machine learning, and deep learning, each offering unique
advantages and areas of application based on the data involved.

According to Figure 9, statistical techniques, such as SPOT, VAR, and ARIMA,
are fundamental methods effective in handling time-series data like metrics and
system data. Bayesian methods, known for their probabilistic approach, are widely
applicable across various data types, including logs and network data. Custom
statistical methods demonstrate versatility by being applicable to nearly all data
types. These techniques are particularly beneficial in scenarios where the underly-
ing data distribution is either known or can be estimated, allowing for straightfor-
ward implementation and effective anomaly detection.

The next category, including machine learning techniques, enhances capabil-
ities for more complex and dynamic data patterns. Ensemble-based methods,
including decision trees and random forests, excel in handling heterogeneous data
sources such as logs, application data, and network data. These techniques ag-
gregate multiple models to improve robustness and accuracy, making them suit-
able for environments with varied data characteristics. Isolation trees are also
an ensemble-based anomaly detection technique that isolates anomalies by recur-
sively partitioning the data. This method relies on the concept that anomalies,
being few and different, are easier to isolate and thus require fewer partitions. This
technique is particularly well-suited for high-dimensional datasets and is com-
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Table 9: A catalog of anomaly detection techniques mapped to data types

AD techniques M
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ST
AT
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T

IC
A

L SPOT [166]; VAR [76] ✓ ✓ ✓

ARIMA [187] ✓ ✓ ✓

Bayesian methods [72], [43], [94], [113], [194], [71], [47] ✓ ✓ ✓ ✓

Custom statistical [212], [149], [137], [35], [147], [197], [169], [179], [142], [227],
[113], [225], [57], [58], [222], [180], [73], [99], [236], [132], [13], [52], [152], [98] ✓ ✓ ✓ ✓ ✓ ✓

M
A

C
H

IN
E

L
E

A
R

N
IN

G

Ensemble-based

Decision tree [41], [198], [111], [113], [71] ✓ ✓ ✓ ✓ ✓

Random forest [62], [113], [185], [47] ✓ ✓ ✓ ✓

Isolation trees [154] ✓ ✓

Distance-based Nearest Neighbors [47] ✓ ✓ ✓

Margin-based SVM [41], [167], [201], [47] ✓ ✓ ✓ ✓ ✓

Linear variation [41], [234], [221] ✓ ✓ ✓ ✓

Neural-network ELM [245] ✓ ✓ ✓

Clustering

Distance-based [231], [240],
[113], [232], [246], [52], [152] ✓ ✓ ✓ ✓ ✓ ✓

Centroid-based [213] ✓ ✓

Incremental algorithm [212], [68], [227] ✓ ✓ ✓ ✓

Data stream algorithm [186] ✓ ✓ ✓

Density-based Density Spatial Clustering [93], [247] ✓ ✓

(Local Outlier Factor) LOF [76] ✓ ✓ ✓ ✓

Dimensionality
reduction

PCA [74], [69], [106], [38], [2], [224], [23], [152] ✓ ✓ ✓ ✓ ✓ ✓

SVD [92] ✓

SOM [121], [78] ✓ ✓ ✓ ✓

Matrix sketching [23] ✓ ✓

Similarity-based Similarity measure algorithm [150] ✓ ✓ ✓

kTail Algorithm [151] ✓ ✓

Hierarchical Models HTM, HMM [43], [183],
[86], [176], [85], [34], [84] ✓ ✓ ✓ ✓ ✓

Pattern sketching ADSketch [25] ✓ ✓ ✓

Median-based PMAD [216] ✓ ✓ ✓

D
E

E
P

L
E

A
R

N
IN

G Feed-forward MLP [113] ✓ ✓

Sequential
LSTM, GRU, RNN [127], [173], [74], [160], [81],

[40], [88], [9], [188], [95], [117] ✓ ✓ ✓ ✓ ✓ ✓ ✓

Transformers [128] ✓ ✓ ✓

Autoencoder variations [74], [81], [233], [94], [250], [88], [9], [140] ✓ ✓ ✓ ✓ ✓ ✓

Graph-based GNN, TCFG [81], [196], [101], [102] ✓ ✓ ✓ ✓ ✓ ✓

monly applied to metrics and system data, where they efficiently detect outliers
across various data dimensions.

Distance-based methods like nearest neighbors are effective for metrics, sys-
tem, and network data due to their ability to detect anomalies based on proximity
measures. Margin-based methods such as Support Vector Machines (SVM) are
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advantageous for binary classification and can detect anomalies in high-dimensional
data, often found in system and application data, as they can effectively clas-
sify anomalies by creating hyperplanes that separate normal and abnormal in-
stances [201].

Clustering techniques are particularly useful for unsupervised anomaly de-
tection tasks. Distance-based clustering methods group similar data points and
identify outliers that do not conform to any cluster, making them ideal for traces
and system data where labeled anomalies are scarce. Centroid-based clustering,
such as k-means, is effective in identifying central points in data clusters and rec-
ognizing anomalies as deviations from these centers. Incremental algorithms and
data stream clustering methods are designed to handle continuously evolving data,
making them suitable for real-time anomaly detection in dynamic environments.

Density-based anomaly detection techniques identify anomalies by analyzing
the density of data points in a given space. The core idea is that normal data points
typically belong to dense regions, while anomalies lie in sparser regions. Tech-
niques like Density Spatial Clustering and Local Outlier Factor (LOF) are com-
monly used. These techniques are particularly effective for detecting anomalies in
complex datasets, including metrics, system data, and application data, which may
have varying shapes and densities.

Dimensionality reduction techniques like Principal Component Analysis (PCA)
and Singular Value Decomposition (SVD) reduce the complexity of high-dimensional
data, facilitating anomaly detection in metrics and network data by isolating sig-
nificant patterns. These techniques facilitate anomaly detection in metrics and
network data by reducing noise and highlighting key features that distinguish nor-
mal from abnormal behavior. Techniques like PCA can also help in visualizing
complex data structures, making it easier to identify and interpret anomalies.

Similarity-based techniques identify anomalies by comparing data points to
each other, looking for those that deviate significantly from the norm. Techniques
like the Similarity Measure Algorithm and kTail Algorithm work by calculating
similarity scores or distances between data points, flagging those with low simi-
larity to others as anomalies. These methods are particularly effective in scenar-
ios where consistent patterns are expected, making them well-suited for detecting
anomalies in traces, system data, and application data. Additionally, Hierarchi-
cal models, such as Hidden Markov Models (HMM) and Hierarchical Temporal
Memory (HTM), are effective for sequential data like traces, capturing temporal
dependencies to identify anomalies over time.

The third category of deep learning techniques are increasingly popular due
to their ability to model complex, non-linear relationships in large datasets. Feed-
forward neural networks, such as Multi-Layer Perceptrons (MLP), are effective for
logs and system data, capturing intricate relationships between features. Sequen-
tial models, including Long Short-Term Memory (LSTM) networks and Trans-
formers, are highly effective for time-series data like metrics as well as for logs
and traces due to their proficiency in capturing temporal patterns and long-term
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dependencies. Autoencoder variations, including denoising and variational au-
toencoders, are versatile in learning data representations, making them suitable for
traces, system data, and application data. Graph-based techniques, such as Graph
Neural Networks (GNN), excel in handling data with complex interdependencies,
often found in logs and network data, by leveraging graph structures to model
relationships and detect structural anomalies.

It is important to note that the type of learning (supervised, unsupervised, or
semi-supervised) was not specified in the table, as it depends heavily on the avail-
ability of labels and the specific context of the application. For example, LSTM
networks can be used in a supervised manner when it is trained with labeled data
to predict specific anomalies, as demonstrated by Qiu et al. [173]. However, in
some frameworks, LSTM may only be used to model sequences in monitoring data
without utilizing labels [74,81]. For instance, in unsupervised settings, LSTM net-
works can be employed to capture and learn the inherent patterns and dependencies
within sequential data. In this context, LSTM networks act as feature extractors
that understand the temporal structure of the data, which can then be used as input
for other unsupervised models like autoencoders or clustering algorithms. Addi-
tionally, semi-supervised approaches are common, where representations of logs
or traces are generated using unsupervised models, and then sequence models or
graph-based models are used for prediction or classification [24].

The flexibility in learning types ensures that the selected anomaly detection
technique can be adapted to the specific context and data characteristics, providing
a robust solution for identifying and mitigating anomalies across various domains.
Understanding the relationship between data types, anomaly detection techniques,
and learning frameworks is crucial for developing effective AD solutions tailored
to the unique challenges of different datasets. This comprehensive catalog serves
as a valuable guide for selecting the most appropriate AD techniques based on
specific data characteristics and application requirements.

4.7 RQ4: Representativeness of real-world operational
environments

This section describes the categories of representativeness identified in reviewed
papers regarding monitoring data and labels in cloud operational contexts. By
representativeness, we refer to how well the data and labels used for training
and evaluating anomaly detection techniques mirror real-world scenarios, captur-
ing the complexities and authentic conditions encountered in operational environ-
ments. More representative data typically originates from systems deployed in
production, encompassing actual usage patterns and the anomalies that occur in
practice. This category also includes benchmark datasets from real systems, of-
ten used as standards for evaluating anomaly detection techniques due to their
relevance and realism. More representative labels are those verified by domain
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experts to ensure that the detected anomalies are considered valid and significant
to practitioners.

In contrast, less representative data is often collected from emulated usage of
systems, testbeds, or simulated environments. While useful for preliminary test-
ing and development, these data sources lack the complexity and unpredictability
of real-world scenarios. Consequently, models trained on such data may perform
well under controlled conditions but struggle when deployed in production. Sim-
plified or synthetic data do not capture a range of factors that influence real-world
systems, leading to models that may not generalize well.

In our analysis, we found that 71% of the papers used more representative data
sources, while 29% used less representative data sources. The high percentage of
more representative data indicates a strong focus on using realistic data sources to
validate anomaly detection techniques, ensuring their relevance in real operational
contexts. However, when we examined the representativeness of the labels used, a
different picture emerged. We found that 73% of papers used labels that were less
representative, being either artificially generated, labeled by researchers, injected
without verification by domain experts, or resulting from common issues such
as infrastructure problems and performance degradation. Thus, while the data
used for training and evaluation are increasingly realistic, the labels often lack
the same level of representativeness. This discrepancy can lead to models that
are well-calibrated to detect anomalies in realistic data, but may still suffer from
inaccuracies due to the less reliable labeling.

Therefore, we used the categorization of more and less representative data to
assess the relevance of anomaly detection techniques and their likely applicability
to real industrial contexts. Figure 5 provides an overview of anomaly detection
techniques evaluated in more and less representative cloud environments based on
the data used for training and evaluation, serving as a guide for researchers and
practitioners.

Accordingly, techniques evaluated with data from deployed production sys-
tems are often tailored to handle the complexities of actual operational environ-
ments, ensuring their robustness and practical applicability. Such thorough eval-
uation with real-world data provides confidence that these techniques are likely
to deliver reliable performance in industrial settings, i.e., reducing the risk of
false positives or missed detections, which can be costly in operational environ-
ments. Furthermore, using more representative data in several evaluations shows
that these techniques are tailored to handle the actual challenges found in produc-
tion settings. This makes them more useful and easier to apply in different sce-
narios, giving practitioners a strong starting point to tailor the models according
to their specific operational needs. Examples of these techniques include custom
statistical models, clustering, sequential models (LSTM, GRU, and RNN), autoen-
coder variations, and PCA.

On the other hand, techniques evaluated with less representative data might
perform well under controlled conditions but may struggle to generalize to the
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Figure 5: Overview of anomaly detection techniques trained and evaluated with
more and less representative data

complexities of real-world operations. This lack of exposure to realistic scenarios
indicates that these techniques are less mature and may not be fully reliable when
deployed in operations. For instance, while decision trees and random forests
may be useful, their current evaluation in primarily less complex environments
means that they may not perform as well in real-world scenarios. Similarly, as
hierarchical models and isolation trees are often tested in simulated settings, there
is a need for their further validation in real-world environments to ensure their
maturity and effectiveness.

5 Discussion and Conclusion

This study may significantly advance the understanding and practice of anomaly
detection in cloud-based systems by offering a structured and empirical approach
to the topic. A key contribution of this study is the classification of monitoring data
collected from operational environments. This classification aids in understanding
the diverse nature of the monitoring data, their properties, and their relevance to
anomaly detection in real-world cloud environments (C1). Furthermore, the study
provides an extensive overview of monitoring tools used across various cloud en-
vironments. This resource is invaluable for practitioners looking to implement or
enhance their monitoring infrastructures (C2). The diversity of tools presented in
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this study reflects the complexity and varied requirements of modern cloud sys-
tems, emphasizing the need for flexible and adaptable monitoring solutions.

One interesting observation is that there is a lower use of commercial mon-
itoring tools in research, which may be due to their predefined features, limited
flexibility, and potentially high costs that may not align with the specialized needs
of research projects. Instead, researchers might prioritize custom-built tools for
their ability to integrate seamlessly with experimental workflows and address spe-
cific research challenges. A similar pattern emerges when comparing DevOps and
microservices monitoring tools identified in a recent review of grey literature [65]
to the tools identified in our study. Both sources identified widely adopted tools
(custom/research and commercial/industry) like Prometheus, Jaeger, Zipkin, and
Elasticsearch, which are crucial for metrics collection, distributed tracing, and log
management in cloud-based systems. However, the review of the grey literature
includes a larger number of tools primarily from the industry, such as Nagios, Zab-
bix, and Dynatrace, underscoring the importance of advanced and multipurpose
monitoring solutions, while our findings emphasize the need for more customized
tools tailored to specific monitoring and research requirements.

Moreover, the detailed examination of data preprocessing and anomaly detec-
tion techniques in our mapping study offers practical guidance for selecting suit-
able methods based on specific data characteristics. This comprehensive overview
includes an in-depth analysis of different preprocessing techniques, such as nor-
malization, log parsing, and feature selection, which are critical for preparing the
data before applying anomaly detection algorithms. Additionally, the mapping
of anomaly detection techniques to various categories of monitoring data helps
practitioners understand which techniques are most effective for different kinds of
data, such as metrics, logs, and traces. This detailed understanding enables the
optimization of anomaly detection workflows, as practitioners can select the most
appropriate techniques for their specific datasets, thus improving the accuracy and
reliability of detecting operational anomalies (C3).

A critical component of this study is its analysis of real-world aspects, ex-
amining the extent to which monitoring data and labels reflect actual operational
and cloud contexts. This insight is essential to ensure the practical applicability
of anomaly detection techniques (C4). Understanding the representativeness of
the data and labels used in evaluating anomaly detection techniques is crucial for
developing robust, reliable models that perform effectively in production environ-
ments. By focusing on more representative data and striving for higher-quality
labels, researchers and practitioners can ensure the development of solutions that
are truly applicable to real-world industrial contexts.

In summary, this study makes significant contributions to the field of anomaly
detection in cloud-based systems by addressing the multifaceted challenges of
real-world scenarios, including diverse data sources, system architectures, and dy-
namic operational conditions. The structured approach, with its comprehensive
catalogs and detailed analyses, offers researchers and practitioners the necessary
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tools and knowledge to develop effective anomaly detection frameworks appli-
cable to real operational environments. Additionally, comprehensive catalogs of
monitoring data enable straightforward identification and prioritization of critical
health indicators in a cloud-based system. By focusing on real-world applicabil-
ity, our study bridges the gap between theoretical research and practical imple-
mentation, providing actionable insights that can improve operational resilience in
industrial contexts.

Furthermore, our emphasis on leveraging empirical data from actual cloud op-
erations offers insights beyond the limitations of synthetic datasets typically used
in existing research. By grounding our findings in real-world data, we ensure that
the recommendations are both relevant and immediately applicable, making a di-
rect impact on the reliability and performance of cloud environments. This dual fo-
cus on advancing academic knowledge and offering practical guidance contributes
to the development of more resilient and efficient cloud-based systems.
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Appendix 1: Search to establish the need for re-
view

The first step of our review process involved conducting a search within electronic
databases to identify existing systematic reviews relevant to our research ques-
tions. We limited the search only to the Scopus library as argued in Section 3.2.
Accordingly, we aimed to identify the need and research gap for conducting our
systematic mapping study. In our search, we relied on keywords derived from
our research questions and the Quasi-Gold Standard (QGS), whose selection is
discussed in Section 3.3. The search for relevant secondary studies is conducted
using the following search string:

TITLE-ABS-KEY (("anomaly detection" OR "monitoring") AND ("cloud" OR
"microservices" OR "software system*") AND ("systematic" AND ("mapping" OR
"review" OR "map"))) AND (LIMIT-TO ( DOCTYPE , "ar") OR LIMIT-TO (DOC-
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TYPE , "re") OR LIMIT-TO (DOCTYPE , "cp") OR LIMIT-TO (DOCTYPE , "sh"))
AND (LIMIT-TO (SUBJAREA , "COMP")) AND (LIMIT-TO (LANGUAGE , "En-
glish"))

Thus, our search is limited to English-language, peer-reviewed conference pa-
pers, articles, reviews, or short surveys in the field of computer science. In to-
tal, this search strategy returned 139 hits. After reading the titles, only seven
papers [22, 32, 66, 75, 100, 156, 161] were selected as related reviews.
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