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- Captain Kathryn Janeway, Star Trek Voyager





Abstract

High-order harmonic generation (HHG) supplies extreme ultraviolet (XUV) radia-
tion with attosecond pulse duration for a wide variety of applications from fundamen-
tal research to industry. As HHG is a very inefficient process, enhancing the XUV
flux is of great interest. Hereby, either the HHG process itself or the laser which is
the primary driver of HHG can be optimized.

Currently, the technology is shifting from Titanium:Sapphire (Ti:Sa) to Ytterbium-
based (Yb) laser systems as the latter are able to supply much higher average powers,
benefiting the XUV flux. However, Yb amplifiers deliver pulse durations much longer
than those of Ti:Sa systems.

A significant part of this thesis is dedicated to post-compression of pulses to shorter
durations with multi-pass cells (MPCs) demonstrating high efficiencies and scalability
to the desired peak power regime. A compact and cost-effective experimental setup
that uses thin glass plates as the nonlinear medium compresses 300 fs long pulses from
an Yb amplifier with a peak power of 370MW down to 31 fs. Output peak-powers
of > 2.5GW with a transmission of 87% and a repetition rate of 200 kHz were
achieved, demonstrating a promising perspective for MPCs as HHG drivers.

To accurately judge the quality of ultrashort laser pulses a lot of emphasis was placed
on pulse characterization methods, as knowing the exact generation conditions for
HHG benefits the understanding of the HHG optimization possibilities immensely.
This thesis includes the results from two novel methods developed within the scope of
this research work: retrieval of a time-dependent polarization state with the dispersion
scan method as well as single-shot carrier-envelope phase measurements via optical
Fourier transform.

Optimizing the yield of HHG in a specific XUV spectral range can also be done by
tuning the trajectories of the electrons during the HHG process. By combining a
turn-key Yb laser with its second harmonic in a waveform synthesizer built for max-
imum pulse parameter control, two-color HHG was investigated with the emphasis
on finding the optimum laser field parameters, consisting of the relative color ratio
and phase, to enhance the XUV flux for a specific harmonic order. A simple law based
on electron trajectories is derived and experimentally verified, relating the laser field
parameters to the yield enhancement of a single harmonic order.
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Popular Science Summary

Looking at things that no one was able to see before has always been exciting. For
the big things, the world was glued to the TVs in awe when first images of the moon
landing were broadcasted and pictures taken by telescopes from far away planets, stars,
and even galaxies inspired not only a whole science fiction genre, but also made us
wonder what else is out there and if we really understand our universe. The universe
is incredibly large and slow to our human standards, but since time travel and the
famous Warp Drive have not yet been invented, we have to wait for some of the
answers to the mysteries of our existence. Maybe a few billion years.

So does this mean that understanding small and fast things is easier? Absolutely not.
With our eyes, we can observe a single hair and judge by its damage whether it is time
to go to the hairdresser. For everything thinner than hair, we rely on optical micro-
scopes, with those we can observe objects on the picometer scale (0.000000000001
meters. That is extremely small.). On the time scale, our eyes are even weaker. We
could not even judge without the tools of early photography whether a horse has all
four legs in the air while galloping or not. Today, high-speed cameras allow us to
capture flying bullets. But even with the best electronics we cannot measure things
faster than a few tens of picoseconds (0.000000000001 seconds, which is extremely
short).

But why do we want to look at even smaller and faster things? First of all, because why
not. Exploring the limits of knowledge is exciting in itself. Second, it is actually useful
and important for further technical and medical advances. Imagine a world where we
could watch a movie of a chemical reaction. Not just the end products but looking
at the process of how molecules break apart or change their structure or lose one or
more electrons. It would certainly be a very short movie in the order of femtoseconds
(0.000000000000001 seconds). If we can observe and understand every aspect of it,
we might be able to control it at some point, with huge potential benefits for treating
diseases or battling climate change. Of course we are not there yet, we can look at
molecules, but we are very far away from understanding them.

So how do we look at those ultrashort events, if building a camera does not work so
easily? If a camera shutter is not fast enough to not smear out the dynamic events of
interest, we simply reduce the exposure time by making the camera flash very short.
This works very well with lasers. A laser is light, just as it comes from the sun, but
with a few very important differences. Both emit waves, but the laser sends them in
only one direction, and not everywhere, which makes it much more intense. Also, it
usually consists of very specific colors, which are waves of different wavelengths. If
we can control those different wavelengths and how they behave relative to each other
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(we call this a ”spectral phase”), we can shape a laser light pulse as we like.

After treating the laser light to its desired shape, it is also very important to be able
to characterize it. We work with lasers that range from a wavelength of 300 nm to
1100 nm, translating this wavelength to an oscillation period gives a few femtosec-
onds, so if we want to fully measure this electric field in time, we need the precision
to do so. So now that we know how our laser light looks like, we can use it. In my
case I do not look at molecules, but I shoot the laser pulse into a cloud of atoms to
generate light pulses that are even shorter, with a length of a few hundred attoseconds
(0.0000000000000001 seconds.)! This process is widely known as high-harmonic
generation. Those attosecond pulses are not only short, but their wavelength is also
very very small, which makes it super interesting to investigate structures in the few
nanometer length scale, for example computer chips.

To generate attosecond pulses with high harmonic generation, lasers based on a ma-
terial called Titanium:Sapphire were often used in the past. Even though they emit
beautifully short laser pulses they are very expensive to operate. Today, laboratories
are beginning to switch to lasers based on another material: Ytterbium. While these
lasers are much cheaper and more powerful, the emitted pulses are much longer.

In summary, my work is located right in-between laser development and applications.
I used a Ytterbium laser and shortened its light pulses and performed research on the
art of characterizing those electric fields. Using the knowledge I gained from there,
I moved on to high-harmonic generation, with the goal to generate as powerful high
harmonics as possible.
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Populärvetenskaplig sammanfattning

Att se saker som ingen tidigare har kunnat se har alltid varit spännande. När det
gäller stora saker, klistrade världen sig framför TV-apparaterna i förundran när de
första bilderna av månlandningen sändes, och bilder tagna av teleskop från avlägsna
planeter, stjärnor och till och med galaxer inspirerade inte bara en hel science fiction-
genre, utan fick oss också att undra vad mer som finns där ute och om vi verkligen
förstår vårt universum. Universum är otroligt stort och långsamt enligt våra mänskliga
mått, men eftersom tidsresor och den berömda Warp Drive ännu inte har uppfunnits,
måste vi vänta på några av svaren på våra existentiella mysterier. Kanske flera miljarder
år.

Så, betyder det att det är lättare att förstå små och snabba saker? Absolut inte. Med våra
ögon kan vi observera ett enda hårstrå och avgöra utifrån dess skick om det är dags att
gå till frisören. För allt som är tunnare än ett hårstrå är vi beroende av mikroskop, och
med dem kan vi observera objekt på picometerskala (0,000000000001 meter. Det
är extremt litet). På tidsskalan är våra ögon ännu svagare. Vi kunde inte ens avgöra,
utan de tidiga fotografiverktygen, om en häst hade alla fyra benen i luften medan den
galopperade eller inte. Idag tillåter höghastighetskameror oss att fånga flygande kulor
på bild. Men även med den bästa elektroniken kan vi inte mäta saker snabbare än
några tiotal picosekunder (0,000000000001 sekunder, vilket är extremt kort).

Men varför vill vi titta på ännu mindre och snabbare saker? För det första, varför in-
te? Att utforska kunskapens gränser är spännande i sig. För det andra är det faktiskt
användbart och viktigt för ytterligare tekniska och medicinska framsteg. Tänk dig en
värld där vi kunde se en film av en kemisk reaktion. Inte bara slutprodukterna, utan
att titta på processen hur molekyler bryts sönder eller ändrar sin struktur eller förlorar
en eller flera elektroner. Det skulle säkert vara en väldigt kort film, i storleksordning-
en femtosekunder (0,000000000000001 sekunder). Om vi kan observera och förstå
varje aspekt av det, så kan vi kanske kontrollera det vid något tillfälle. Det skulle ge
enorma fördelar för behandling av sjukdomar eller bekämpning av klimatförändring-
ar. Idag kan vi titta på filmer av molekyler, men vi är långt ifrån att förstå dem.

Så hur tittar vi på dessa ultrakorta händelser, om det inte är så enkelt att bygga en
kamera? Om en kameraslutare inte är tillräckligt snabb för att inte sudda ut de dy-
namiska händelserna av intresse, förkortar vi helt enkelt exponeringstiden genom att
göra kamerans blixt väldigt kort. Detta fungerar mycket bra med lasrar. En laser är
ljus, precis som det som kommer från solen, men med några mycket viktiga skillna-
der. Båda sänder ut vågor, men lasern skickar dem i bara en riktning, och inte överallt,
vilket gör den mycket mer intensiv. Dessutom består den vanligtvis av mycket spe-
cifika färger, som är vågor med olika våglängder. Om vi kan kontrollera dessa olika
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våglängder och hur de beter sig i förhållande till varandra (vi kallar detta spektral
faskontroll”), kan vi forma en laserljuspuls som vi vill.

Efter att ha behandlat laserljuset till sin önskade form är det också mycket viktigt
att kunna karaktärisera den. Vi arbetar med lasrar som har våglängd från 300 nm till
1100 nm. Om man omvandlar dessa våglängder till en svängningsperiod får man någ-
ra femtosekunder. Om vi vill mäta tiden för detta elektriska fält , behöver vi precision
för att göra det. När vi vet hur vårt laserljus ser ut, kan vi använda det. I mitt fall
tittar jag inte på molekyler, utan jag skjuter laserpulsen in i ett moln av atomer för att
generera ljuspulser som är ännu kortare, med en längd på några hundra attosekunder
(0,0000000000000001 sekunder)! Denna process är allmänt känd som hög övertons
generering. Dessa attosekundpulser är inte bara korta, utan deras våglängd är också
mycket liten, vilket gör dem superanvändbara för att undersöka strukturer på några
nanometer storlek, till exempel datorkretsar.

För att generera attosekundpulser med hög övertons generering användes ofta lasrar
baserade på ett material som heter Titan:Safir. Även om de avger fantastiskt korta
laserpulser är de mycket dyra att använda. Idag börjar laboratorier övergå till lasrar
baserade på ett annat material: Ytterbium. Även om dessa lasrar är mycket billigare
och kraftfullare, är de avsända pulserna mycket längre.

Sammanfattningsvis befinner sig mitt arbete mitt emellan laserutveckling och tillämp-
ningar. Jag använde en Ytterbium-laser och förkortade dess ljuspulser och gjorde även
ytterligare forskning på konsten att karaktärisera dessa elektriska fält. Med den kun-
skap jag fick därifrån gick jag vidare till hög-harmonisk generering, där mitt huvudmål
är att hitta ett recept för att få så starka övertoner som möjligt.
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Chapter 1

Introduction

1.1 High-order harmonic generation and its applications

When studying the ionization of noble gases with powerful lasers during the late 1980s,
researchers did not only find the expected electrons but also, to their great surprise,
many odd-order high harmonics of the driving laser frequency [1]. The intensities of
these high-order harmonics in the extreme-ultraviolet (XUV) spectral region are com-
parable, defying the beliefs of the expected physics at that time. It was suggested very
quickly afterwards that the resulting very broad spectrum, centered in the XUV, could
be used to generate pulses with attosecond duration (1 × 10−18 s) [2]. Many years
and many advances in theoretical understanding and laser development later, the first
experimental observations of attosecond pulses by high-order harmonic generation
(HHG) were shown [3, 4].

Physics with attosecond resolution, which is the time scale on which electrons move,
enabled many fascinating studies. But not only the temporal aspects are interesting.
Due to its short wavelength, HHG can be used to study the spatial properties of
structures within the same length scale. Since modern HHG systems can be very
compact and fit on a single laboratory table, this became a very interesting opportunity
for industrial applications, e.g. in the semiconductor industry [5, 6].

Still, HHG is a very inefficient process, compared to the laser powers that are required
to generate it, on the order of 10−5 to 10−7 [7]. It can be intuitively explained by
the semi-classical three-step model [8], sketched in Fig. 1.1. An intense laser pulse can
enable electrons to tunnel into the continuum (step 1). The strong electric field of
the laser further accelerates the electron away from its parent atom (step 2). When
the electric field changes its sign, the electron is accelerated back to the atom where
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step 2

Figure 1.1: Illustration of the semi-classical three-stepmodel for one electron. The trajectory the electron takes
is illustrated by the dashed line, the electric field is displayed in red (positive) and blue (negative).

it may eventually recombine (step 3), converting its acquired kinetic energy into an
XUV photon. The understanding and manipulation of the HHG process itself is
inevitable intertwined with laser development and characterization, as lasers are the
primary drivers of HHG.

The maximum XUV photon energy that can be reached with HHG increases quadrat-
ically with the central wavelength of the laser being used because an electron has more
time to acquire kinetic energy [9]. However, because of the longer time in the contin-
uum, the probability of return is significantly lower due to the spread of the electron
wave packet, therefore greatly reducing the efficiency of the whole process further [10].
During the last decade, this has sparked a large interest in the development of high
repetition-rate long-wavelength systems that also deliver high average power [11].

Another route to increase the XUV yield is manipulating the electron trajectories dur-
ing step 2 of the three-step model. This can be done by changing the shape of the elec-
tric field, for instance, by combining different frequencies. HHG with a fundamental
and its third harmonic together was first demonstrated in 1994, where Watanabe et
al. observed a large increase in harmonic yield compared to only using the fundamen-
tal [12]. In fact, it was predicted that the optimum electric field shape to maximize the
HHG yield can be achieved by such a multi-color synthesis [13]. HHG with multiple
colors can be used not only for enhancing the flux but also to learn more about the
process itself. For example, by having precise control over the amplitude and phase of
the different colors, the exact dynamics of birth and recollision of the electrons could
be resolved and investigated [14–17].

1.2 Motivation of this thesis

The workhorse for many HHG studies has been the Titanium:Sapphire (Ti:Sa) laser
[18] due to its short pulse duration towards the few electric field cycle regime and high
peak power. However, amplifying the output of a Ti:Sa oscillator to reach the laser
intensities that are needed is a very inefficient process. Due to the large difference
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Figure 1.2: Current laser technologies for high-harmonic generation in terms of average power and pulse du-
ration.

between pump and laser photon energy, the so-called quantum defect, almost half of
the energy that is used to pump the laser is dissipated as heat. Amplifying at high
repetition rates is therefore hardly possible.

An alternative to Ti:Sa lasers are Ytterbium-based systems [19]. Naturally, Ytterbium
(Yb) amplifiers have rather long pulse durations (few hundreds of fs to ps) because
of their narrow gain bandwidth. However, the quantum defect is minimal, enabling
amplification at high repetition rates. This makes them also suitable as a pump for
optical parametric amplification [20] where no energy is stored in the medium, so
amplification can be conducted without any heating. Another benefit of Yb is the
long life time in the upper laser level compared to Ti:Sa (ms instead of μs), allow-
ing pumping with efficient, continuous-wave diodes, bringing down the costs for an
amplifier system significantly.

To achieve short pulses with an Yb amplifier, without significant losses, these pulses
have to be post-compressed in a separate step. Post-compression methods [21], such
as multi-pass cells (MPCs) [22], are very versatile with respect to the required average
power throughput and output pulse duration, giving great flexibility for the desired
application. Especially because of their cost and power efficiency compared to the
well-established Ti:Sa systems, Yb-driven HHG sources have the potential to become
the new laboratory standard for a wide variety of applications.

All of these developments in laser technology add coherently to the motivation of this
thesis:
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• Higher average powers, thus higher repetition rates can be translated to a higher
flux in XUV which benefits the statistics of experiments.

• The versatility of post-compression schemes gives power scalability to reach the
optimum conditions for specific HHG targets [23, 24].

• Yb-based lasers operate in the near-infrared at 1030 nm compared to Ti:Sa
sources at 800 nm, benefiting the maximum energy that can be reached with
HHG due to its λ2 energy cutoff scaling [8]

• Longer pulses from Yb systems are sometimes extremely beneficial from a prac-
tical, experimental point of view: their narrow frequency bandwidth allows to
built waveform synthesizers with a large level of flexibility and parameter con-
trol.

• Pulse characterization research, especially towards shorter pulses and single-
shot capabilities also at high repetition rates, increases the insights into the
laser development process and helps to better describe the HHG generation
conditions.

An overview of the developments in laser technology in connection with HHG re-
search is shown in Fig. 1.2.

1.3 Outline

This thesis covers the investigation of MPCs as a post-compression method for Yb
lasers, research on ultrashort laser pulse characterization methods and HHG using
two laser colors, summarizing the results of the six attached publications.

In Chapter 2, an introduction to the most important concepts of ultrafast optics that
are relevant for this thesis work is given. This small overview covers the relation be-
tween the spectral and temporal electric field representation as well as polarization.
The properties of laser beams and pulses and their interaction with optical elements
are introduced, including spatial abberations and spatio-temporal couplings. In the
end, the origin of some nonlinear effects will be described, which includes second-
harmonic generation, spectral broadening, and self-focusing in a Kerr medium, and
the basics of high-order harmonic generation.

Chapter 3 focuses on the aspect of laser technology. A more detailed comparison be-
tween Ti:Sa and Yb-based lasers is given. Afterwards, the concept of post-compression
is introduced before the method of MPCs is discussed in detail. In Paper I we devel-
oped an MPC using only standard components, compressing 300 fs pulses from an
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Yb rod amplifier to 31 fs with > 87% efficiency, pushing MPCs using only bulk as
broadening medium into the multi-gigawatt regime. This chapter introduces the de-
sign choices behind the experimental setup in this publication and motivates the im-
portance of post-compression research and MPCs, the latter being a relatively young
research field. Energy scaling of MPCs is briefly discussed in the context of Paper VI.

For any experiment, especially towards HHG, knowledge of the laser parameters is
essential to ensure a correct result interpretation. Chapter 4 introduces the pulse
characterization methods we used throughout all publications. This includes beam
quality (M2), pulse duration measurements (frequency resolved optical gating and
dispersion-scan), time-dependent polarization characterization (polarization dispersion-
scan), spatio-temporal couplings (spatially-resolved Fourier transform spectrometry)
and single-shot carrier envelope phase detection (via optical Fourier transform). A
focus is placed on the independent pulse characterization research projects, which
are discussed in detail in Papers II (time dependent polarization) and III (single shot
carrier-envelope phase detection).

Chapter 5 focuses on the enhancement of XUV flux with HHG using a two-color
waveform synthesizer (Paper IV). The experimental results are discussed, where the
optimum parameters for a two-color laser field are determined and demonstrated to
optimize the flux for a specific harmonic order. These results are discussed extensively
in Paper V.

Finally, a summary and outlook of this thesis work is given in Chapter 6.
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Chapter 2

Introduction to ultrafast optics and
high-order harmonic generation

In this chapter, an introduction is given to the most important concepts of ultra-
fast optics and HHG used within this thesis. For ultrafast optics, the formalism was
inspired by [25] and [26].

2.1 The electric field in time and frequency domain

A monochromatic electromagnetic wave is characterized by a frequency f or angular
frequency ω = 2πf , with a wavelength corresponding to λ = v/f , where v is
the wave velocity in the medium. In vacuum, v = c. A pulse consists of many
frequencies, with its central frequency ω0 called the carrier. Often it is useful to
describe the electric field of a pulse in a complex form in the spectral domain:

Ẽ(ω) = |Ẽ(ω)|e−iϕ(ω) (2.1)

where ϕ(ω) is the so-called spectral phase. The time and frequency descriptions are
directly linked by a Fourier transform:

Ẽ(ω) =

∫ +∞

−∞
E(t)e−iωtdt (2.2)

E(t) =
1

2π

∫ +∞

−∞
Ẽ(ω)eiωtdω (2.3)

The so-called time-bandwidth product limit indicates that the product of the full width
at half maximum (FWHM) of the pulse duration ∆t and spectral bandwidth ∆ω

9



Energy

Ppeak

E0

Figure 2.1: Illustration of the electric field in time (left) and frequency (right) in its most relevant represen-
tations. The carrier-envelope phase, where the difference between carrier (black) and envelope
(grey) is 0 (left), π/2 (middle) and π (right) is shown as an inset on the top.

must be larger than a constant,

∆t∆ω ≥ const. (2.4)

As a result, it means that the shorter the pulse is, the larger the spectral bandwidth
has to be. When the time-bandwidth product equals the constant, the pulse is as
short as it can physically be at its Fourier-transform-limit (FTL). Different pulse shapes
correspond to different constants.

The most commonly used representations of these equations are displayed in Fig. 2.1.
In the upper left, the real part of Ẽ(t) is shown in black, with its maximum valueE0.
The envelope is drawn in gray. The maxima of the carrier oscillation and the envelope
do not necessarily align. This offset is described by the carrier-envelope phase-offset
(CEP). For very short pulses, where only a few oscillations of the electric field are
contained under the envelope, the CEP can shape the electric field significantly. An
example of different CEPs is illustrated in the inset at the top in Fig. 2.1.

The absolute squared value of Ẽ(t) is proportional to the optical power. If this curve
is normalized by the area with the energy contained in such a pulse (gray area), the
maximum value is read as the peak power Ppeak, shown on the lower left of Fig. 2.1.
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The only representation which is directly, and easily accessible in an experiment by
using an optical spectrometer is the spectral intensity I(ω) = |Ẽ(ω)|2, is displayed
on the upper right.

The measurement of the spectral phase ϕ(ω), shown in the bottom right, requires
more complicated schemes discussed in Chapter 4. The spectral phase can be ex-
panded as a Taylor series arround the carrier ω0:

ϕ(ω) = ϕ0 +
dϕ

dω︸︷︷︸
GD

(ω − ω0) +
1

2

d2ϕ

dω2︸︷︷︸
GDD

(ω − ω0)
2 +

1

6

d3ϕ

dω3︸︷︷︸
TOD

(ω − ω0)
3 + . . . (2.5)

The effect of the individual components, highlighted under the separate terms in
Eq. (2.5), can be understood very intuitively. An overview of these effects on very
short (top row) and longer (bottom row) pulses is illustrated in Fig. 2.2. In the left-
most column, the pulses are displayed in the frequency domain, with a broad spec-
trum for short pulses in time (top) and a narrower bandwidth for long pulses (bot-
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Figure 2.2: Influence of adding the same spectral phase terms on a short (upper row) and long (lower row)
Fourier-limited pulse, for GD = 20 fs (blue), GDD = 50 fs2 (green) and TOD = 100 fs3 (red). The
spectrum with the phase components are on the left, the electric fields in time in the middle and
the intensity profiles on the right. The Fourier-limited solution (black) is superimposed in grey to
highlight the changes. The numbers on the right tell the pulse length (FWHM).
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tom). The spectral phase components that are applied are identical for both pulses
and highlighted as colored lines on top of the spectrum.

The Fourier-tranforms to the time domain are displayed in the middle column for the
electric field and on the right for the intensity. A constant phase (black) describes the
FTL. In this case, the peak of the carrier is also aligned with the peak of the envelope.
A linear phase, also known as the group delay (GD, blue), moves the envelope in time.
The intensity is not changed, as illustrated to the right in direct comparison to the FTL
(gray). However, it can have an effect on the CEP. In this example, it introduced a
phase shift of π (top middle, blue). The same CEP change is also present for the
longer pulse at the bottom, but due to its length it is barely noticeable.

The second derivative of the spectral phase, also known as group delay dispersion
(GDD), describes the so-called chirp, given in the unit of fs2 which stretches a Fourier-
limited pulse in time. This is illustrated in green. Very short pulses are very susceptible
to chirp because of their large bandwidth. In the example in Fig. 2.2 the same amount
of GDD stretches the short pulse by more than a factor of three, thus drastically
reducing its peak power, while the long pulse is hardly affected. Third-order dispersion
(TOD), given in fs3, gives rise to a side pulse, illustrated in red in Fig. 2.2, degrading
the temporal contrast. Such a side pulse can be detrimental for some applications,
i.e. photoionization [27].

2.2 Propagation in a material

If an electromagnetic wave propagates in a material, it interacts with the electrons of
the atoms, displacing them, and thus forming oscillating dipoles. To describe the mag-
nitude of dipole moments formed in the medium over a unit volume, the polarization
density P is used, defined by

P̃ = ϵ0χẼ . (2.6)

It depends on the vacuum permittivity ϵ0 and the proportionality constant χ called
susceptibility. χ encodes the effort needed to form a dipole, described by the refractive
index n of the material. These constants are related by

n =
√

1 + χ =
c

v
(2.7)

which also encodes the change in velocity ofE within the medium. With thewavenum-
ber k = n2π/λ the electric field can now be described in time and space (along the
propagation direction z):

E(t) = |E(t)|eiωt−ikz (2.8)
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Figure 2.3: Wavelength-dependent refractive index n (left) and its effect on GDD and TOD (right) for BK-7
glass.

If n is wavelength-dependent, the material is called dispersive, and the spectral phase
that is added to Ẽ(ω) upon propagation reads

ϕmaterial(ω) = kn(ω)z . (2.9)

Analogue to Eq. (2.5), this phase term can be decomposed into its orders, which are
often given in terms of a unit length of the material. An example is illustrated in
Fig. 2.3 for BK-7, a commonly used glass in optics. On the left, its refractive index
is plotted with respect to the wavelength. On the right, the corresponding values for
GDD and TOD are displayed, per length of material.

2.3 Polarization

Polarization describes the course of the electric field vector Ẽ(r, t), perpendicular to
its propagation direction z. The electric field of a monochromatic wave travelling
along the z direction can be written as

Ẽ(r, t) = Ẽ(r)ei(ωt−kz) = (Exx̂+ Eyŷ)e
i(ωt−kz) (2.10)

= (|Ex|x̂+ eiφ|Ey|ŷ)ei(ωt−kz) (2.11)

The phaseφ encodes the phase-offset between the x- and y-components. A few exam-
ples are shown in Fig. 2.4 for a monochromatic wave travelling along the z direction,
with Ex and Ey projected onto the respective plane. Linear polarization, with the
field oscillating along the direction of Ẽ is presented for the two most common cases:
|Ey| = 0 (left) horizontally, and |Ex| = 0 (middle left) vertically polarized light.
If φ = π/4 and |Ex| = |Ey| the electric field is circularly polarized (middle right).

13



Figure 2.4: Graphic representation of Eq. (2.10) with examples of horizontal (left), vertical (middle left), circular
(middle right) and elliptical (right) polarization of amonochromatic wave. The x and y components
are projected onto their respective plane (gray).

If these conditions are not met the polarization state can in general be described as
elliptical (right).

It is often useful to capture the polarization in the Jones formalism. The Jones-vector
J indicates the polarization state as

J =

[
|Ex|

|Ey|eiφ
]

(2.12)

The interaction with elements that alter the polarization state can be described by
Jones-matrices Mj, so that Jnew = MjJold. Jones matrices often represent specific
polarization components, such as polarization selecting elements like polarizers or
polarization-altering elements such as waveplates. The latter require a material that
changes φ, which can be achieved by experiencing a different refractive index along
different crystallographic axes, an effect known as birefringence. The term optical axis
refers to the crystal direction along which the polarization of the light is not affected.
If such a material has a thickness d, the phase delay ∆φ that is accumulated when
passing through not along the optical axis is

∆φ =
2πd∆n

λ
(2.13)

where ∆n is the difference in refractive index for the x and y component of the
electric field. For ∆φ = π it is a half-wave plate, rotating linear polarisation by 90◦,
for ∆φ = π/2 it is a quarter-wave plate turning linear polarization to circular and
vice versa.

In the context of ultra-short pulses it is required to express Eq. (2.12) in a frequency-
resolved manner due to the effect of dispersion.

An example of a birefringent material is Quartz, illustrated in Fig. 2.5, with two dif-
ferent refractive indices no (ordinary, dashed) and ne (extraordinary, solid) shown,
together with their absolute difference∆n in red. The ordinary index is perpendicular
to the optical axis, the extraordinary is parallel.
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Figure 2.5: Refractive index n for Quartz for the ordinary axis (dashed) and extraordinary axis (solid). The
difference ∆n is shown on the right axis in red.

These optical components are usually designed for one specific wavelength, by choos-
ing d so that Eq. (2.13) satisfies the desired condition. For an ultra-short pulse with
a broad spectrum interacting with such an element, this can lead to time-dependent
variations of the polarization state. To illustrate the effects, a perfectly linearly, hori-
zontally polarized pulse is displayed in the middle in Fig. 2.6. This pulse now passes
through a half-waveplate that is designed for λ = 800 nm, while its whole spectrum
is spanning the range displayed in Fig. 2.5. The result is a pulse that is perfectly lin-
early polarized in the center, while towards the pulse edges there is still a significant
contribution of the electric field along the x axis (right).

χ

ψ

Figure 2.6: Polarization ellipse (left). Example of an electric field of an ultrashort laser pulse in perfect horizon-
tal, linear polarization (middle) and after passing through a zero-order half-wave plate designed
for the pulse’s central wavelength (right).

For such complicated and time-dependent polarization states, it is convenient to in-
troduce the polarization ellipse, illustrated in Fig. 2.6 on the left, defined by the angles
χ and ψ. χ describes the angle of ellipticity, which is the amplitude ratio of its major
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and minor components. If χ = 0, the ellipse turns into a line, which encodes linear
polarization, with 0◦ ≤ ψ ≤ 90◦ indicating its oscillation direction. For χ = ±45◦

the light is right-hand (+) or left-hand (−) circularly polarized.

2.4 Gaussian beams

Laser beams are within the paraxial approximation described by Gaussian beam the-
ory, with an amplitude of

A(r, z) = A0
w0

w(z)
e

−r2

w(z)2 e
−ikz+ik r2

2R(z)
−iψ(z) (2.14)

and an intensity of

I(r, z) =
2P

πw(z)2
e
− 2r2

w(z)2 (2.15)

where P is the optical power and w(z) the beam radius at 1/e2 of its intensity along
its propagation direction z and radial coordinate r. Equation (2.15) is visualized in
Fig. 2.7. The grey line follows w(z), defined by

w(z) = w0

√
1 + (z/zR)

2 . (2.16)

−2 −1 0 1 2
z (zR)

−2
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2

r (
w
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Figure 2.7: Intensity profile for a Gaussian beam following the absolute squared value of Eq. (2.15) (color). The
grey lines outlinew(z) (see Eq. (2.16)). The wavefront curvatureR is illustrated by the cyan, dashed
lines (see Eq. (2.18)).
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It depends on the beam radius w0 at the geometrical focus z = 0 and its Rayleigh
length zR, equal to

zR =
πw2

0

λ
. (2.17)

The radius of curvature R of a Gaussian beam is

R(z) = z
(
1 + (zR/z)

2
)
, (2.18)

indicated by the blue dashed lines in Fig. 2.7. The electric field undergoes a phase-shift
when passing through the geometrical focus called the Gouy phase shift ψ(z):

ψ(z) = arctan

(
z

zR

)
(2.19)

It is often useful to describe a Gaussian beam by its complex beam parameter q(z),
with

1

q(z)
=

1

R(z)
− iλ

πnw(z)2
. (2.20)

Equation (2.20) can be rearranged to

q(z) = z +
iπnw2

0

λ
= z + izR . (2.21)

To describe how the q parameter changes when interacting with an optical element,
such as a mirror, a focusing lens, or a refractive medium, ABCD matrices are in-
troduced. They originate from geometrical optics and act on a vector, consisting of
position x relative to a propagation axis z, and angle θ:[

x2
θ2

]
=

[
A B
C D

] [
x1
θ1

]
(2.22)

Adapting this formalism to Gaussian beams, the evolution of the q parameter reads

q2 =
Aq1 +B

Cq1 +D
. (2.23)

An overview of ABCD matrices of common optical elements is given in Table 2.1.
To describe a more complicated system made out of many elements, these matrices
can be multiplied by each other.
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Table 2.1: Examples of a few important ABCD matrices.

Optical element ABCD matrix

Free space propagation with distance d
[
1 d
0 1

]

Refraction at a flat interface from n1 to n2

[
1 0
0 n1/n2

]

Reflection from a curved mirror with curvature R
[

1 0
−2/R 1

]

Transmission through a thin lens with focal length f

[
1 0

−1/f 1

]

2.5 Spatial aberrations

In an ideal case, the wavefront ϕ(r, θ) of a Gaussian beam (see Eq. (2.14)) is flat in the
focus or approximately parabolic withing the paraxial approximation, corresponding
to a curvature of R (see Eq. (2.18)). However, in practice, interactions with optical
elements such as lenses or mirrors often distort the wavefront. To better describe
this wavefront, ϕ(r, θ) can be decomposed into an orthogonal basis. For an optical
wavefront, the most common method is the Zernike-decomposition [28], where the
Zernike polynomials, in radial coordinates, are defined as

Z ln(r, θ) ∝ (2.24)
(n−|l|)/2∑
k=0

(−1)k(n− k)!

k!
(
n+|l|
2 − k

)
!
(
n−|l|
2 − k

)
!
rn−2k

{
· cos(lθ) (l ≥ 0)

· sin(|l|θ) (l < 0)

with |l| ≤ n and n and l being both odd or even. The spatial phase then takes the
form of

ϕ(r, θ) =
∑
n,l

C lnZ
l
n(r, θ) (2.25)

where C ln is the Zernike amplitude.
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Figure 2.8: Example of the first six Zernike polynomials with indices (n, l) according to Eq. (??).

The first few examples of Z ln(r, θ) are illustrated in Fig. 2.8, with their corresponding
names. The effects of those wavefront abberations in the near-field become only visible
in the far-field. To reach the far-field computationally, a Fresnell-Kirchhoff diffraction
integral needs to be performed [29], which however in the Fraunhofer approximation
becomes a Fourier transformation. In practice, this can be achieved by focusing the
beam down, illustrated in Fig. 2.9. A wavefront tilt, which can be decomposed into
vertical and horizontal components, will result in a direction-corresponding shift of
the focus position within the focal plane. More complicated components will move
or distort the focal plane. An example is shown at the bottom of Fig. 2.9 where an
arbitrary combination of different Zernike polynomials significantly distorts the beam
profile in the focus, changing its shape and thus lowering the maximum peak intensity
that can be achieved significantly.

Figure 2.9: Relation between near-field (left) and far-field (right) of a laser beam profile, related by a Fourier
transformation.
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2.6 Spatio-temporal couplings

For laser pulses, it is often assumed that each color shares the same spatial wavefront,
or that the description of the electric field E(r, ω) depending on its frequency and
spatial coordinates can be fully separated into

E(r, ω) = E(r) · E(ω) . (2.26)

If Eq. 2.26 is not valid, the laser pulse is subjected to spatio-temporal couplings (STC)
[30, 31]. STCs can be described in different domains, all related by a Fourier transfor-
mation along different axes. In Fig. 2.10 an overview is given for the relation between
spatial coordinate x, angular component k, time t and frequency f for the example
of an ultrashort pulse that has traveled through a BK-7 glass prism separating the
different colors angularly.

FrequencyTime

xx

kk

Frequency Time

Pulse-front tilt

Angular dispersion Time vs. angle

Spatial chirp

Figure 2.10: Illustration of spatio-temporal couplings in the different domains, for an ultrashort pulse after
passing through a BK-7 prism (leftmost) forE(t, x) (top left),E(f, x) (top right),E(f, k) (bottom
left) and E(t, k) (bottom right). The wavefront is represented by the dashed lines. This figure is
inspired by [30].

The top part of the beam propagates through less material than the bottom part, ap-
plying a spatially-dependent spectral phase. In addition, as BK-7 glass is a dispersive
material with a higher refractive index for the shorter wavelengths (blue) than for
the longer wavelengths (red), see Fig. 2.3, different frequencies experience a different
propagation angle after the prism, which is illustrated by the dashed lines indicating
the wavefront. In terms of intensity, when the beam is focused down, this will cause a
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different focus position for different colors, called the spatial chirp (top right). In the
time domain, this is equivalent to a pulse-front tilt (top left), meaning that pulse front
and phase front are not parallel to each other anymore. In the angular domain, differ-
ent colors travel at different angles (bottom left). Less common is the time vs. angle
description (bottom right).

2.7 Nonlinear optics

The relation between polarizability P and E is linear, see Eq. 2.6, if E is small. For
stronger electric fields the relation becomes nonlinear and can be expressed in a Taylor
expansion:

P = ϵ0

(
χ(1)E + χ(2)E2 + χ(3)E3 + . . .

)
(2.27)

Which of these terms are relevant depends on the material properties and most im-
portantly on the inversion symmetry. A material with inversion symmetry fulfills the
condition that when all spatial coordinates are inverted ((x, y, z) → (−x,−y,−z))
it is still the same material. If E → −E, P must transform in the same way with
Eq. (2.27) still being fullfilled. This means that all even-order terms have to be zero
due to their quadratic, quartic etc. dependency on E. In summary, centrosymmetric
materials, such as fused silica glass or noble gases, can only exhibit odd-order effects.
For noncentrosymmetric materials this restriction is lifted, allowing all of the terms
in Eq. (2.27) to be considered. Since the strength of the contributing terms is pro-
portional to the order, in a perturbative approximation, the second-order nonlinear
term usually dominates. In the following, a few relevant examples for second- and
third-order nonlinear effects are given.

2.7.1 Three-wave mixing

When light with frequencies ω1 and ω2 enters a noncentrosymmetric medium such
as beta-barium-borate (BBO), its polarizability is proportional to E2:

P (ω1, ω2) ∝ (E1 exp(iω1t− ik1z) + E2 exp(iω2t− ik2z))
2 (2.28)

resulting in fields oscillating with the frequencies 2ω1, 2ω2, ω1 − ω2 and ω1 + ω2.
These terms are commonly known as second-harmonic generation (SHG), difference
frequency generation (DFG) and sum frequency generation (SFG). The efficiency
of the generation of new frequencies (ω3) depends on the so-called phase-matching
condition, where the sum of the wavevectors k̃ must add up, taken into account the
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wavelength specific refractive index n of the material:

n(ω1)k̃1 + n(ω2)k̃2 = n(ω3)k̃3 . (2.29)

For collinear second-harmonic generation, which was first discovered in 1961 [32],
where k1 = k2 = k and k3 = 2k, this condition becomes

n(ω) = n(2ω) . (2.30)

This condition can only be fulfilled in a birefringent crystal exhibiting different refrac-
tive indices depending on the crystal axis, which by definition cannot be centrosym-
metric. For a uniaxial crystal, assuming propagation along one principal axis of the
crystal, the angular dependence (with respect to the other, perpendicular principal
axis) of the refractive index can be described by the ellipse equation

1

n2(θ)
=

cos2 θ

n20
+

sin2 θ

n2e
. (2.31)

In practice, crystals are cut with a specific angle θ (phase-matching angle), to fulfill
the condition in Eq. (2.31) and achieve phase-matching at a given wavelength. As
ultrashort pulses have a broad spectrum, the phase-matching bandwidth∆f is an im-
portant quantity as θ varies with f . It can be described by [25]

∆f =
c

2L∆Ng
(2.32)

where Ng = n− λ0
dn
dλ is the group refractive index and L is the crystal length. The

overall SHG efficiency η depends on

η ∝ L2I2sinc2
(
∆kL

2

)
(2.33)

where I is the intensity and ∆k is the wavevector mismatch. Equation (2.32) hereby
describes the width of the sinc function in Eq. (2.33).

2.7.2 Optical Kerr effect

In centrosymmetric media the optical Kerr effect dominates at high electric field in-
tensities. It originates from the intensity-dependent refractive index n, which is re-
lated to the nonlinear refractive index n2:

n(I) = n0 + n2I (2.34)

This has several consequences. In the temporal domain, a short pulse has a vary-
ing intensity over time, illustrated in the top left Fig. 2.11, consequently exhibiting a
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Figure 2.11: Illustration of self-phase modulation. The temporal intensity profile is shown (top left) and the
instantaneous frequency according to Eq.(2.35) (bottom left). The result of the spectral broadening
is presented on the right in terms of spectral intensity (colored) and spectral phase (grey).

time-varying refractive index and thus causing a time-dependent phase and therefore
the addition of new instantaneous frequencies ωinst. This effect is used to spectrally
broaden a pulse. n2 is a material constant, and together with the information of the
thickness (z) of the material, the new frequencies can be calculated as

ωinst(t, z) =
dϕ

dt
= ω0 −

ω0

c
n2
dI(t, z)

dt
z (2.35)

shown in the bottom left of Fig. 2.11, with a resulting spectrum displaying a charac-
teristic modulation on the right. This effect is known as self-phase modulation, which
was first discovered in liquids [32] in 1961 before being investigated in solid materials
[33]. The color-coding in time represents which part of the pulse is responsible for
which frequency. ωinst depends on the time derivative of the intensity, or slope of the
intensity profile, with the leading edge responsible for the lower frequencies (red) and
the trailing edge (blue) for the higher frequencies. The phase change in time is also
directly related to a quadratic spectral phase term, shown in grey in Fig. 2.11 to the
right, introducing a significant amount of GDD.

There can also be an intensity-dependent profile in the transverse spatial direction. As-
suming a Gaussian intensity beam profile, which can be approximated by a parabola,
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a material with thickness d, a beam width w and a peak power P , acts as a lens with
the inverse focal length

1

fKerr
=

8n2d

πw4
P . (2.36)

This is known as self-focusing [34]. When the peak power of a laser exceeds the critical
power Pcrit of the material,

Pcrit =
αλ2

4n0n2
(2.37)

with α = 1.8 for a Gaussian beam, self-focusing can lead to a beam collapse.

Self-focusing and spectral broadening go inevitably together, as one is the effect in
the spatial domain and the other in the temporal domain. A useful quantity is the
B-integral, which describes how much non-linear phase is accumulated in a system,
assuming the on-axis intensity I(z):

B =
2π

λ

∫
n2I(z)dz (2.38)

2.8 High-order harmonic generation in gases

2.8.1 The three-step model

High-order harmonic generation is a nonlinear effect that does not follow the per-
turbative expansion of Eq. (2.27). It can be described in an intuitive picture called
the semi-classical three-step model [8], illustrated in Fig. 2.12. When a very strong
electric field interacts with an atom, its potential can be distorted, so the electron may
be freed into the continuum by tunneling. The second step describes its acceleration
in the continuum, where the electron accumulates kinetic energy. When the electric

Figure 2.12: Illustration of the three-stepmodel. Due to a strong electric field the potential is bent, allowing an
electron to tunnel into the continuum (left). The electron is further accelerated (middle) before it
might recombine (right) when the electric field changes its sign. The electric field is superimposed
in the background.
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field changes its sign, the electron is accelerated back to its parent atom, where it then
eventually recombines. The excess kinetic energy is then emitted as a photon.

The calculation of the trajectories that the electron takes while being accelerated by a
field following E0 cos(ωt) is done by solving the equation of motion

d2x

dt2
= −eE0

me
cos(ωt) (2.39)

for different times of ionization, where me is the electron mass and e the electron
charge. Figure 2.13 shows all possible electron trajectories. The trajectories are col-
ored, corresponding to their kinetic energy upon return (top). Non-returning trajec-
tories are shown in black. The kinetic energy can be expressed as a function of the
ponderomotive potential Up, which is the cycle-averaged energy of a free electron in
an electromagnetic field, defined by

Up =
e2

4me
· E

2
0

ω2
. (2.40)
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Figure 2.13: Trajectories calculated by solving Eq. (2.39) (top). Colored trajectories are the ones returning to the
atom, with the color corresponding to their return energy, black trajectories do not return. The
electric field is represented on the right axis in red. The return energies are plotted separately
below, against ionization time (left) and recombination time (right). The cutoff of 3.17Up is
marked by the horizontal grey line.
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The maximum kinetic energy an electron can acquire upon recombination is 3.17Up,
taking into account the ionization potential Ip of the gas being used. Thus, the max-
imum photon energy that is emitted is

Emax = Ip + 3.17Up, (2.41)

known as the ”cutoff-law” [8]. In the bottom of Fig. 2.13, the return energies of the
trajectories are plotted against both their time of ionization and their time of return.
Often it is discriminated between ”long” and ”short” trajectories depending on their
return time. This process is repeated every half-cycle of the electric field, giving rise to
interference in the spectral domain and resulting in a comb of odd-order harmonics
in the XUV regime.

A characteristic HHG spectrum is shown in Fig. 2.14 with the perturbation regime
including the exponential decay of intensity for the very low-order harmonics, the
plateau in the center with approximately constant intensity and the cut-off harmonics
to the right.
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Figure 2.14: Typical HHG spectrum, featuring the perturbative regime at low harmonic orders, the plateau at
medium orders and the cutoff at high orders.

2.8.2 Generation of attosecond pulses

The phase relation between the different harmonic orders is fixed by the return time
of the electrons, as electrons with different kinetic energies return at different times,
emitting the XUV photons with a delay relative to each other. Following the same
principles as discussed in Sec. 2.1, this phase relation of the different colors determines
if a short pulse can be generated.

In Fig. 2.15 an example is shown for several odd-order harmonics (colored) added
together coherently (black). On the left, the different frequencies have a constant
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Time Time

Figure 2.15: Waves with a respective frequency difference of 2ω added together, for a linear phase relation
(left) and for a random phase relation (right).

phase relation adding up to a well-defined short pulse with roughly the duration of the
central wavelength period (green/blue). On the right, the phase relation is random,
resulting in intensity fluctuations without a short pulse. Since the central wavelength
of the high-order harmonic plateau, see Fig. 2.14, is in the XUV range, its oscillation
period, which defines the shortest possible pulse duration, equals several hundreds of
attoseconds. If only short trajectories are selected, the slope of return energy vs. the
return time, often referred to by its derivative, the attochirp, is approximately linear
[35]. By pushing the HHG spectrum very far into the XUV, pulses of 43 as [36] and
53 as [37] were demonstrated in 2017.

If the laser pulses used for HHG are several cycles long, an attosecond pulse is emitted
at every half-cycle, resulting in an attosecond pulse train [4]. If the electric field only
contains one half-cycle with significant field strength for HHG, the HHG spectrum
will be continuous without distinct harmonics [3].

2.8.3 Scaling and optimization

HHG is governed by a few scaling laws primarily determining the range and intensity
of the resulting spectrum. From Eq. (2.40) and (2.41) it follows directly that the
maximum photon energy that can be achieved, the cutoff, is linearly dependent on
the intensity I of the driving laser and quadratically on the wavelength. These laws
follow the simple mechanics of Newton, as the electron acquires more kinetic energy
when exposed to a higher electric field, and also has more time to acquire kinetic
energy when the time in the continuum is longer with longer driving wavelengths
[9, 23]. However, generation efficiency suffers greatly when using longer wavelengths.
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Different experiments demonstrated a decrease in conversion efficiency from λ−5 to
λ−7, originating mainly from the reduced probability of recombination due to the
longer excursion time in the continuum as the electron wave-packet spreads spatially
with time, referred to as quantum diffusion [11]. At wavelengths above ≈ 3 μm the
magnetic fieldB which is perpendicular toE and acts on the electrons with velocity v
through the Lorenz force of v×B, cannot be neglected anymore [38]. B displaces the
returning electron with respect to its parent atom and therefore reduces the probability
of recombination.

The intensity of the driving laser cannot be increased indefinitely, as a too high degree
of ionization, leading to plasma generation, will result in the depletion of the XUV
photons [39].

All of the above considerations refer to the interaction between an electric field and
one atom, called single-atom response. In reality, billions of atoms interact with the
laser at the same time. The relation of the harmonic emission of each atom must be
taken into account, known as phase-matching [23, 24]. Along the propagation axis,
the phase-mismatch ∆k between the generated harmonic field and the laser induced
polarization is described by

∆k = ∆katom +∆kfree electrons +∆kfocusing +∆kintensity . (2.42)

The different contributions in Eq. (2.42) consist of the dispersion in a neutral medium
∆katom, the presence of additional free electrons ∆kfree electrons, the influence of the
focusing geometry ∆kfocusing and the intensity ∆kintensity, also called dipole response.

Using Eqs. (2.41) and (2.42), the spectral and temporal properties of HHG can be
optimized by tuning the generation conditions through the driving field and the gas
target.

2.8.4 Two-color laser driver

In the following, the conventions and variables used throughout this thesis as well
as in Paper IV and V are introduced in the context of HHG employing a two-color
laser driver. In these works, the two colors refer to a fundamental (ω) and its second
harmonic (2ω). To define the ratio of the two colors with respect to the total intensity
of the combined colors Itot, R is introduced as

R =
I2ω

I2ω + Iω
=
I2ω
Itot

. (2.43)
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R defines the fraction of the intensity of the second harmonic ISH to the total inten-
sity. The resulting, time-dependent electric field can then be written as

E(t) =

√
1

cϵ0

(√
(1−R)Itot cos(ωt) +

√
RItot cos(2ωt+ ϕ))

)
(2.44)

where ϕ is the phase offset between the two colors. An illustration of Eq. (2.43) and
(2.44) is shown in Fig. 2.16, with the total electric field on the top (black) and its
fundamental (red, middle) and second-harmonic contributions (green, bottom).

Applying the three-step model, the right part of Eq. (2.39) can be replaced with
Eq. (2.44) and solved numerically, completely analogous to how the trajectories in
Fig. 2.13 were obtained.

1st half-cycle 2nd half-cycle 

Figure 2.16: Two-color laser field (top, black) consisting of a fundamental with frequency ω (middle, red) and
its second harmonic 2ω (bottom, green).

Examples of varying R and ϕ including the resulting electron trajectories and the
distribution of return energies Er vs. their return time TR are shown in Fig. 2.17.

To the left, the R = 0 case is shown for two contributing electric field half-cycles.
This situation is equivalent to what is presented for only one half-cycle in Fig. 2.13.
Even though the electrons get emitted in opposite transversal direction ifE(t) changes
sign, the distribution of electrons that do return remains identical, which is the essence
of centro-symmetry and the reason for only odd-order harmonics. The gray line in
the last row indicates the cutoff according to Eq. 2.41. For R = 0.2, Itot remains
the same, with a reduced fundamental contribution at ω (red) to compensate for the
added second harmonic at 2ω (green). The trajectory distribution, except for the sign
difference, now looks very different. In the first half-cycle, for ϕ = π/2 (middle
column), Er is decreased since |E(t)| close to the times of return has a flatter slope
than for R = 0. However, for the second half-cyle, this effect is reversed with a
much faster change of E(t) towards the times of return. Comparing Er in units of
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Figure 2.17: Examples for E(t) (top row), trajectories (middle row) and distribution of Er vs. return time TR

(bottom row) forR = 0 (left column), (R, ϕ) = (0.2, π/2) (middle column) and (R, ϕ) = (0.2, π)
(right column). All three examples were calculated with an identical value for Itot. The grey line
indicates the single-color cutoff. Adapted from Paper IV.

Up for R = 0, see Eq. 2.40, this leads to an extension of the cutoff. For ϕ = π
(right column), where the peaks of |E(t)| overlap for the second half-cycle, the cutoff
reduction in the first half-cycle and the cutoff extension in the second one is still
present, just not as dominant.

The effect of this so-called symmetry break in the half-cycle contributions for R ̸= 0
results not only in odd-order, but also in even-order additional harmonic orders. The
different distributions for Er in the last row of Fig. 2.17 strongly indicate a change in
spatial, spectral and temporal properties depending on R and ϕ.
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Chapter 3

Laser technology for high-harmonic
generation

This chapter first provides a comprehensive introduction to the principles behind ul-
trafast high-power lasers, with a focus on the technology shift from Ti:Sa to Yb and its
implications for HHG. Then, post-compression of Yb sources is discussed, presenting
an experimental setup and the results of Paper I.

3.1 Ultrafast high-power lasers

3.1.1 Basics of lasers

Absorption, spontaneous and stimulated emission are fundamental processes in the
interaction between light and matter [40], sketched in Fig. 3.1. If the energy of a
photon matches the difference of two levels in an atom, it might be absorbed, lifting
an electron from a ground state to an excited state (left). When this electron falls to a
lower level, the difference in the energetic states is freed in the form of a photon with
the same energy (middle). This process occurs spontaneously, usually after a lifetime
τ of the upper state. The emission can also be triggered by a photon with the same
energy which will result in the emitted photon having the same direction, energy and
polarization (right). These processes are crucial to the working principle of a laser, an
abbreviation for Light Amplification by Stimulated Emission of Radiation, which was
successfully demonstrated in 1960 for the first time [41].

For a laser to work, more atoms have to be in the excited state than in the ground
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Figure 3.1: The process of absorption (left), spontaneous emission (middle) and stimulated emission (right)
illustrated schematically.

state. To obtain this, energy needs to be pumped into the system. This condition,
commonly referred to as population inversion, cannot occur in a two-level system, as
sketched in Fig. 3.2 (left). Such a system can only be pumped by the same energy as
the desired emission transition, which will lead to equal populations in the ground
and excited state and thus to no amplification. A minimum of three levels is required,
as shown in the middle and right of Fig. 3.2. Hereby, a pump with energy higher than
that of the transition of interest is absorbed in the medium. The electrons quickly
move to a lower, intermediate state via a nonradiative decay, with this energy difference
dissipated as heat. As the intermediate state has usually a long lifetime in comparison
to the uppermost state, electrons can accumulate quickly. If these atoms are placed in
a resonator, which consists of highly reflective mirrors facing each other, amplification
can occur if stimulated emission (gain) surpasses the losses of this resonator. The lower
level of the lasing transition does not have to be the ground state, as shown in Fig. 3.2
to the right where a four-level system is presented schematically, with an additional
nonradiative decay from the second intermediate state to the ground state.

A laser gain medium can consist of atoms, molecules, liquids, or solids. The two
most important properties of a gain medium are its bandwidth, which is the width
of the laser levels, defining the achievable pulse duration, and the quantum defect,
which is the difference between the pump energy and the laser energy, which is usually
transferred into heat.

Figure 3.2: Illustration of a two-level system (left), a three-level system (middle) and a four-level system (right).

3.1.2 High power amplification schemes

For high powers, the standard laser amplification scheme described in Sec. 3.1.1 can
lead to a few issues. If the peak intensity is too large, the first imminent problem
is material destruction, both for the laser medium and for subsequent optics after
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amplification. This can be circumvented by applying a large quadratic phase to the
pulses, thus stretching the pulse in time to significantly lower the peak intensity before
amplification. Chirped pulse amplification (CPA) [42] was awarded the Nobel Prize in
Physics in 2018 and enabled crucial laser developments for HHG.

For large average powers, the laser gain medium will heat up due to the quantum
defect, which is the difference between pump and laser wavelength, causing material
deformation and in general instabilities in the optical system due to thermal lensing.
Optical parametric amplification (OPA), first proposed in 1962 [43] and experimen-
tally demonstrated in 1965 [44] utilizes virtual energy levels in a nonlinear medium,
such as BBO, where the energy of the pump is split into an idler and a signal due to
energy conservation. The main advantage of OPA compared to CPA is that the energy
difference between the pump and the signal is emitted radiatively without heating in-
volved. Another advantage is the tuning capability in terms of signal wavelength and
bandwidth. If operated collinearly, the phase-matching condition, see Sec. 2.7.1, can
be changed by varying the crystal angle, to support a signal with varying central wave-
length. By operating an OPA noncollinearly (NOPA), due to the additional degree of
freedom, the bandwidth, determining the minimum possible pulse duration, can be
altered as well [45]. CPA and OPA can also be combined to OPCPA where the signal
and pump pulses are chirped, to accommodate high pulse energies [20]. However,
since OPA is a nonlinear effect, it is very inefficient. The key differences of CPA and
OPA in terms of energy schematics are illustrated in Fig. 3.3.

ωp
ωs

ωp
ωs

ωi

Figure 3.3: Comparison between chirped pulse amplification (left) with a pump ωp (green), the quantum de-
fect (black) and signal ωs (red) and optical parametric amplification (right) with an additional idler
frequency ωi (blue).

3.1.3 From Titanium:Sapphire to Ytterbium-doped systems

Ti:Sa laser systems gained wide popularity in the field of ultrafast science after their
invention in 1986 [18], as very short pulses could be generated due the high gain
bandwidth of the medium. With the invention of CPA, these laser systems are able
to supply pulse energies from several mJ at a few kHz to several J at a few Hz [46].

The absorption and emission spectra of a Ti:Sa laser are shown on the left in Fig. 3.4,
including schematics of the relevant energy levels. The central wavelength is often
around 800 nm at its peak of the emission cross-section (red), with the most ef-
ficient pumping around 500 nm (green). The large emission bandwidth between
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600 nm to 1100 nm can support pulse durations down to a few fs [47]. Despite
the short pulse duration, Ti:Sa systems are far from ideal: The large spacing between
the intermediate levels and the uppermost and ground states gives rise to a very large
quantum defect of almost 50%, leading to a lot of heat inside the material, prevent-
ing amplification at high repetition rates above several tens of kHz. In addition, the
life-time of the upper intermediate levels is relatively short on the order of μs, which
makes pumping with cost-efficient, continuous light sources such as diodes not very
effective.

Figure 3.4: Absorption and emission cross-sections for a Ti:Sa (left) [48] and Yb-doped (right) [49] laser medium.

An alternative is Yb-based light sources. The characteristics for Yb-doped glass is
shown in Fig. 3.4 on the right. Its gain bandwidth is much narrower than that of
Ti:Sa with a peak of the emission cross-section at 1030 nm (black). However, the
quantum defect is minimal as the absorption is most efficient around 930 nm (red).
As a consequence, Yb sources are often employed in high-repetition rate amplifiers.
Due to the longer upper lifetime on the order of ms, efficient pumping is also possi-
ble with continuous sources, bringing down the effective operating costs significantly.
Yb-based amplifiers can also be used as a pump for high-repetition rate OPCPAs that
are based on Ti:Sa to circumvent the limitations of Ti:Sa-only based CPA systems
[47]. They can also serve as pump and seed via multiple frequency conversion steps to
generate short pulses in the mid-infrared at 2 μm [50]. Yb-doped gain media them-
selves are very versatile regarding general laser architecture, as the amplifier can be
built, e.g. based on a fiber [51], slab [52], thin-disk [53] or rod-type [54], supplying up
to hundreds of mJ pulse energy and kW average power pulses at tens to hundreds
of kHz [19]. Therefore, the community of ultrafast science is progressively replacing
Ti:Sa lasers by Yb-doped systems.
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Table 3.1: Overview of the laser systems used in this thesis.

system rod-type OPCPA Pharos Amphos
front-end Ti:Sa Ti:Sa Yb Yb
amplifier Yb rod-type Yb-pumped

NOPA
Yb solid Yb slab

λ (nm) 1030 800 1030 1030
E (μJ) 170 15 700 8400
t (fs) 300 6 180 1000
frep (kHz) 200 200 10 1
location MHz-lab MHz-lab d-lab DESY
Paper I II, III IV, V VI

3.1.4 Ultrashort pulses for HHG

The pulse duration of Yb-doped amplified systems are usually in the few hundreds
of fs to ps range [19]. Generating HHG with such ”long” pulses is possible, as the
three-step model suggests that only peak intensity and central wavelength determine
tunnel ionization and electron acceleration (see Sec. 2.8.1). However, efficiently com-
pressing these pulses to shorter durations can enable higher peak intensities, enabling
higher XUV energies in return. In addition, shorter pulses will lead to a higher HHG
efficiency as fewer half-cycles contribute to the overall degree of ionization.

From an application point of view, HHG with short pulses also has a number of
advantages. Due to a lower number of contributing electric field cycles and therefore
less interference, the spectral width of the individual high harmonics becomes larger,
allowing multiple energy levels to be excited at once. In the extreme case, where only
one cycle contributes, isolated attosecond pulses with a continuous XUV spectrum
can be generated, which is beneficial for some applications to probe the attosecond
dynamics in atoms and molecules [3, 55].

Reducing the pulse duration of Yb-based systems efficiently to still benefit from the
advantages of simultaneous high peak power and high repetition rate has therefore
become an active research subject, called post-compression.

3.1.5 Laser systems used in the scope of this thesis

In Table 3.1 an overview of the laser systems used within the thesis work and the related
publications is given, in terms of front-end, amplifier system and pulse parameters
(central wavelength λ, pulse energy E, pulse duration t, repetition rate frep). The
first three laser systems are located in Lund at the high-power laser facility, in the
high-repetition-rate ”MHz-lab” and in the development-lab (d-lab). The last system
is located at the Deutsches Elektronen-Synchrotron (DESY) in Hamburg, Germany.
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3.2 Post-compression using bulk multi-pass cells

In this section an overview of the principles behind post-compression is given before
focusing on one experimental implementation, i.e. bulk multi-pass cells, which is the
subject of Paper I and Paper VI.

3.2.1 Introduction to post-compression

Post-compression is a technique often employed to shorten the duration of laser pulses
after they have been amplified [21]. The basic principle is illustrated in Fig. 3.5.

Wavelength

Time Time Time

Wavelength Wavelength

Figure 3.5: Illustration of post-compression. The spectrum gets broadened from left to the middle due to self-
phase modulation, a short pulse (right) is reached if the chirp is removed.

It starts with a pulse that is narrow in spectrum (top left) and long in time (bottom
left), typically with a flat spectral phase, as illustrated by the dashed line on the upper
left. After sending the laser into a Kerr-medium, such as a nobel gas or bulk material,
often multiple times depending on the scheme being used, the spectrum gets broad-
ened due to self-phase modulation, leading to a dominant quadratic spectral phase
term (top middle). The spectral phase can be removed to compress the pulse in time
as close to its Fourier transform limit as possible, as illustrated on the right of Fig. 3.5,
resulting in a significant increase in peak power.
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3.2.2 Overview of methods

Many different methods exist for spectral broadening, comprehensively reviewed in
[21]. In this section, the most important and established ones are presented with their
advantages and drawbacks, before discussing methods for dispersion management af-
ter spectral broadening.

Waveguides

A well-established technique is based on guiding systems, such as fibers with a solid
core [56] or gas-filled hollow-core [57], in which propagation below the critical power
for self-focusing (see Eq. (2.37)) introduces self-phase modulation in the fiber. Such
waveguides were historically implemented already for Ti:Sa systems to reach shorter
pulse durations towards the few-cycle limit [58]. Due to their mode-preserving prop-
erties, the spatial beam quality in the output beam is exceptional [59]. However,
this makes waveguide-based post-compression systems extremely alignment sensitive.
Scaling waveguides to their desired peak and average powers can be done easily by
the mode-size, length and gas pressure. Ti:Sa [60] as well as Yb-based lasers [61] with
several tens of mJ reaching TW of peak powers after compression were successfully
demonstrated, with the drawback of having very large experimental setups spanning
lengths of several meters.

Free-space optics

A quasi-waveguide can also be created using free-space optics, utilizing self-focusing
which is the byproduct of spectral broadening. In multi-plate compression schemes
a beam is focused just before thin glass plates which then refocus the diverging beam
to create a self-guiding effect in a series of plates [62]. This principle is illustrated in
Fig. 3.6 on the left. With this approach, compression of an Yb-based laser down to the
single-cycle could be demonstrated [63]. However, energy scaling using this technique
is limited as it is based on bulk material where beam collapse and damage thresholds
become an issue, as the peak power has to exceed the critical power of the material by
> 100 times to introduce such a strong self-focusing. In addition, spatial chirp can
accumulate as the plates are introduced at the Brewster angle to minimize reflection
losses [64]. As the peak power has to be very large, theB-integral (see Eq. (2.38)) and
thus the spectral broadening per plate will be as well.
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Figure 3.6: Beam guiding of multi-plate compression (left) vs. multi-pass cells (right).

To relax the B-integral accumulation, multi-pass cells (MPCs) were introduced for
the first time in 2016 for post-compression purposes [65]. The concept of MPCs itself
is not new. Arranging mirrors in a way so that a laser beam passes many times between
them to enhance the path length in a compact manner was originally suggested for
spectroscopy purposes in 1942 to increase the amount of absorption [66]. Herriott
et al. discovered a clever configuration with two curved mirrors where the beam on
the mirrors traces a circular pattern [67], which became the basis for the majority of
post-compression MPCs. The beam is focused repeatedly between the two mirrors,
thus the B-integral per pass can be much smaller than in the multi-plate regime to
achieve the same final broadening. The concept of an MPC is illustrated in Fig. 3.6
on the right. For input peak powers of up to several tens of MW, bulk in the form
of one or several glass plates can be the medium of choice for the Kerr-effect to oc-
cur. Above these values, where unwanted self-focusing and optical damage become
a limiting factor, MPCs filled with a gas and operated below the critical power can
be advantageously uesd [68, 69]. Similarly to waveguides, MPCs scale proportion-
ally in size to the laser parameters used. For example, a 10m long gas-filled MPC for
compression of an Yb thin-disk laser with pulse energies of 200mJ was demonstrated
in 2023 [70]. The greatest advantages lie in power efficiency (up to 96% transmis-
sion [71]), the robustness to pointing instabilities and the possibility to accumulate
a large total B-integral [72, 73]. Often built from standard optical components, the
MPC geometry as well as the nonlinear media can be easily adjusted for the desired
parameter space, as reviewed by Viotti et al. as well as Hanna et al. [22, 74]. A large
drawback is the limitation in achieving few-cycle pulses efficiently, as the reflectivity
of the mirrors decreases proportionally with their supported bandwidth, which can
lead to reduced transmission values if a large number of mirror bounces is required.

Dispersion management

The schemes mentioned above are commonly used only for the spectral broadening
aspect of post-compression. To achieve the actual compression, the positive disper-
sion caused by self-phase modulation has to be removed accordingly to achieve a flat
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spectral phase. Introducing negative dispersion practically means that the red, longer
wavelength part of the spectrum travels a further distance than the blue, shorter wave-
length part. The two most common methods for achieving this in a laboratory are
illustrated in Fig. 3.7. On the left, dispersive multi-layer mirrors are shown schemati-
cally. The coating layers are designed in such a way that longer wavelengths penetrate
the coating deeper than shorter ones before being reflected [75]. Chirped mirrors
usually have a high reflectivity > 99.5% but are designed for a specific central wave-
length, bandwidth, and a fixed amount of negative GDD per bounce.

Figure 3.7: Practical dispersion removal with chirped mirrors (left) and a grating compressor (right).

A more flexible but also much more alignment sensitive solution is a grating compres-
sor [76], with a possible implementation shown to the right in Fig. 3.7. The beam is
dispersed in wavelength by the first grating, is then transmitted through the second
grating and reflected back by a retro-reflector, sending all colors back on an identical
path but vertically offset to the input beam to undo the spatial chirp. The amount of
negative GDD that is introduced can be tuned by changing the distance between the
gratings, enabling a continuous tuning of the second-order spectral phase.

For a few post-compression schemes, broadening and dispersion management can be
combined into one step, called self-compression. For example, this can be achieved
by working in the anomalous dispersion regime where propagating through material
introduces a negative GDD [77], or by employing dispersive mirrors inside an MPC
[78]. It can also happen in the nonlinear medium itself, due to complex nonlinear dy-
namics during ionization, shown in hollow-core fibers [79] as well as in filamentation
[80].

Most commonly employed post-compression solutions

The most common pulse parameters covered by MPCs and fibers in terms of output
peak power, average power, pulse energy, and pulse duration are shown in Fig. 3.8.
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Figure 3.8: Most commonly used parameter space for post-compression schemes. The green arrow represents
the research efforts presented in this thesis. Illustration adapted from [21] and [22].

This figure presents the general trend, given by practical limits, such as availability
due to establishment of the method, setup size, and costs. The green arrow represents
the direction of current research discussed in this thesis. Bulk MPCs have the large
advantage of cost efficiency and footprint compared to gas MPCs as they do not
require expensive vacuum installations. The goal of Paper I is to push this technology
to the GW peak power regime where mostly gas MPCs are employed to this date. In
general, MPCs offer a great scaling potential, which will be further explored in the
next section.

3.2.3 Multi-pass cells

In the following, an introduction to the concepts necessary for the design of MPCs is
given.

Geometrical design

The properties of a multi-pass cell regarding beam caustics and stability follow the
same principles as a resonator, or cavity. When a beam with the complex beam pa-
rameter qin enters a cavity and performs one round trip, the beam should have the
exact same focus size and position as well as wavefront curvature described by qout as
before. Any resonator desgin can be described by a roundtrip-ABCD-matrix, with
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Figure 3.9: Stability landscape of different resonators. All resonators in the light blue shaded area are stable.
The dashed dark blue line represents resonators where the radii of curvature are identical. Herriott-
cells typically lie on the lower half of the dashed line.

the self-replication criterion

qout =
Aqin +B

Cqin +D
= qin . (3.1)

To describe the beam at any point in the resonator, this equation can be solved for
qin, the so-called eigenmode.

For a standing wave cavity, described by two mirrors with curvatures R1 and R2

separated by a distance L, it is helpful to introduce the stability parameters g1 and g2
as

g1 = 1− L

R1
, (3.2)

g2 = 1− L

R2
, (3.3)

to describe Eq. (3.1) in a much simpler fashion, with the so-called stability criterion:

0 ≤ g1g2 ≤ 1 . (3.4)

A visual representation of Eq. (3.4) is given in Fig. 3.9. The light blue shaded area cov-
ers all stable configurations of standing-wave resonators. A few special cases are high-
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lighted with dark blue dots. Along the dashed dark blue line, where R1 = R2 = R
the most commonly used designs for resonators are found.

A Herriott-cell is a special case of a multi-pass cell, where the beam bounces back
and forth along a circular pattern performing a number of N roundtrips [67]. For
each round-trip, the beam moves further in the circle by an angle ξ, described by the
Herriott equation

ξ =
2πk

N
,where k = 1, . . . , N − 1 . (3.5)

In practice, the angular advance of ξ per pass from one mirror to the other corresponds
to the Gouy phase shift (see Eq. (2.19)) that the beam undergoes, which depends on
the refocusing properties of the MPC. The stability criterion in Eq. (3.4) can be further
expressed as

0 ≤ L ≤ 2R , (3.6)

which is represented in Fig. 3.9 by the lower part of the dashed line with its extreme
cases of a concentric resonator on the lower end, where R = L/2, and a confocal
resonator (R = L) in the center of the figure. An example close to the concentric
case is shown in Fig. 3.10, which highlights the regular pattern from the side (top) and
on the mirrors (bottom).

R R

L

Dm

D0

Figure 3.10: Side-view of a standard MPC (top), built from two mirrors with R1 = R2 = R, separated by the
distance L. The numbers on the mirrors indicate the indices of the passes. On the mirrors, the
laser beam has the width wm, in the focus w0. Mirror-view of a standard MPC (bottom). The
phase advance ξ is illustrated on the left by the angle between two consecutive spots on the same
mirror. The other geometrical properties of the beam pattern inside the MPC are illustrated on
the right with the corresponding beam pattern projected on it, with the diameter of the pattern
ring on the mirror Dm and the minimum diameter the pattern forms in the middle of the MPC,
D0, marked in red.
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Figure 3.11: Possibilities for the quantized solutions depending on the number of roundtripsN and the mirror
distance L in units of R. The color of the solutions corresponds to both the phase advance to the
next mirror ξ/2 and to the relation between inner and outer pattern diameterD0/Dm.

The numbers on the mirrors correspond to the indices of the bounces for N = 7
roundtrips. The view on both mirrors is shown in the bottom of Fig. 3.10, highlight-
ing the angular advance ξ on the left. On the right, the red pattern shown on the top
in Fig. 3.10 is projected onto the mirror (grey). Except for the beam properties with its
smallest beam size w0 in the focus and largest beam size wm on the mirror, the diam-
eter of the pattern itself can be another property of interest. The outer diameterDm,
which is the pattern on the mirror, can be freely chosen, only limited by the mirror
size and separation of the spots on the mirror. The inner diameter D0, indicated in
red on the bottom right of Fig. 3.10, scales withDm according to a factor determined
by the geometry of the cavity.

The possible solutions to the Herriott equation Eq. (3.5) are quantized, and are shown
in Fig. 3.11 for a fixed radius of curvature. Each cell with lengthL has a unique number
of roundtrips for which Eq. (3.5) is fulfilled. This figure only shows the solutions up
to N = 15. For L → 2R values the phase advance for one roundtrip approaches a
full circle. In practice, this means that the beam goes from the one side of the first
mirror to the almost opposite side of the second mirror.

For L → 0 there is barely any phase advance with the beam going straight to the
opposite mirror with only a very small angle. The consequence is an inverse relation-
ship between the well-correlated L and ξ and the diameter of the entire pattern in the
focus D0, as indicated by the second colorbar in Fig. 3.11.
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Figure 3.12: Evolution of the beamsize on the mirror wm (black) and in the focus w0 (red) for different mirror
curvatures. The stability g1g2 scales independently of the chosen R and is shown in the back-
ground colormap.

The beam sizes on the mirrors wm and in the focus w0 also depend heavily on the ge-
ometry chosen. By finding the eigenmode q depending on R and L and propagating
q to the center of the cell and mirrors [26], w0 and wm can be obtain. They can be
expressed as

wm =

√
λ

π

√
LR

2
− L2

4
(3.7)

and

w0 =

√
λR

π

√
L

2R− L
. (3.8)

For a few values of R and a wavelength of λ = 1030 nm, the beam radii w are
plotted in Fig. 3.12 following equations (3.8) (red) and (3.7) (black). The stability
value, g1g2 according to Eq. (3.4) is shown in the background color. The longer the
cell (L→ 2R), the more w0 and wm deviate from each other.

Any MPC must be operated with the peak fluence Fpeak below the mirror damage
threshold, with

Fpeak =
2E

πw2
m

. (3.9)

For this reason, designs towards L→ 2R are often chosen.

44



Nonlinearities in MPCs and mode-matching

To achieve spectral broadening, a Kerr medium has to be inserted into the MPC for
self-phase modulation to occur. Typically, either plates of bulk glass, such as fused
silica are used, or the MPC is built inside a chamber that can be filled with gas, such
as argon or neon. Both possibilities are illustrated on the top in Fig. 3.13. The non-
linearlity in a gas MPC (left) can be tuned by pressure p and the gas species, defining
n2. In a bulk MPC (right) the nonlinearity is affected by the material, thickness,
and location in the cell as well as by the number of inserted plates. On the right in
Fig. 3.13 a symmetric configuration of two plates with thickness d and spacing Lplate
is presented.

Figure 3.13: Kerr media in MPCs, a gas with pressure p and nonlinear index n2 (top left) and bulk plates, with
thickness d, nonlinear index n2 and spacing Lplate (top right). Change of beam size in a bulk MPC
for different pulse energies (bottom).

The main difference between gas and bulk lies on the order of magnitude of n2.
For a gas, n2 is pressure dependent [81] but usually in the order of 10−19 cm2/W
for argon and neon, while for bulk, n2 is a material constant and four orders of
magnitude stronger in the case of the material most widely used, fused silica, with
n2 = 2.8× 10−16 cm2/W at λ = 1030 nm [22]. As gas MPCs are filled homo-
geneously, operation beyond the critical power for self-focusing is not possible, as
immediate beam collapse would occur. Bulk MPCs have the advantage to be oper-
ated far beyond the critical power (≈ 4MW for fused silica [82]) as the plates can be
significantly thinner than the length required for beam collapse [34].
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To operate an MPC, the input beam must be matched to the eigenmode of the cavity.
Usually, this is done with a lens or a mirror telescope, by calculating the expected
focus size from Eq. (3.7). However, the equations governing the beam sizes inside an
MPC (Eq. (3.7) and (3.8)) are only valid in the absence of self-focusing nonlinearities.

As spectral broadening and self-focusing go hand in hand, taking these effects into
account when matching the input beam to the eigenmode of the cavity might be
necessary. For MPCs that are homogeneously filled with gas, as shown in the top left
of Fig. 3.13 this effect is often negligible [74, 83], as they are always operated below the
critical power (see Eq. (2.37)) to avoid beam collapse. Thus, the gas pressure p can
easily be adapted to accommodate this limitation. For bulk MPCs, the peak power
can exceed the critical power as d is chosen to be small enough for an actual beam
collapse to not occur. However, it may modify the eigenmode of the cavity as the thin
plates act as lenses, according to Eq. (2.36) [74].

In the bottom of Fig. 3.13, the radius of the beam wz is plotted for several roundtrips
with a symmetric fused silica plate configuration, as shown in Fig. 3.13 to the right,
with d = 1mm, Lplate = 230mm, L = 385mm and R = 200mm for Gaus-
sian pulses with a pulse duration of 180 fs. The beam size was calculated using the
ABCD-matrix formalism (see Sec. 2.4), treating the plates as lenses with intensity-
dependent focal length, applying Eq. (2.36). At low energies (black), the cavity be-
haves perfectly linearly. However, as the pulse energy increases, the lensing effect of
the fused silica plates becomes more and more significant, leading to small changes
in focus position and size in the first roundtrip that quickly escalate in subsequent
roundtrips. In the worst case, this can lead to a focal spot on the mirrors, causing
damage. For this reason, the mode-matching needs to be adapted to the new, energy-
dependent eigenmode of the MPC.

Nonlinear mode-matching itself is challenging experimentally, as the alignment of
the optics is usually conducted at low powers where self-focusing does not play a role.
Careful calculations of the beam size and position at low powers for an optimally
mode-matched nonlinear cavity have to be carried out [73].

Input peak power scaling of bulk MPCs

Bulk MPCs are traditionally operated at peak powers up to tens of MW (see Fig. 3.8)
due to concerns of self-focusing and optical damage. Thanks to the numerous ad-
vantages compared to gas MPCs, including simplicity and cost- and space-efficiency,
investigating the scalability of bulk MPCs towards higher peak powers is of great in-
terest to the community.
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In the first bulk MPC compression experiments, one or two thick fused silica plates
on the order of d ≈ 10mm are introduced in the center of the cell [84–89]. Soon
after, concerns about beam quality were raised when exceeding the critical power for
fused silica multiple times, leading to plate-positioning significantly away from the
geometrical focus [77, 90]. In addition, exceeding P/Pcrit by a factor > 50, small
scale self-focusing and multi-filament breakup can occur [34]. For this supercriti-
cal self-focusing regime, Seidel et al. demonstrated in 2022 that using multiple thin
plates instead of larger thick plates, distributed throughout the cell, allows cleaner
compression and excellent spatio-spectral homogenity [91]. This result led to further
investigations of the input peak power limits for bulk MPCs.

Experimental bulk setup towards the multi-gigawatt peak power regime

Following the reasoning of Seidel et al., that multiple thin bulk plates distributed
throughout the cavity will allow for clean broadening compared to a single thicker
plate to achieve the same nonlinearity [91], an experimental setup was designed, pre-
sented in Paper I and Fig. 3.14.

This setup is used to post-compress the output of an Yb rod-type amplifier with a pulse
length of 300 fs and a peak power of 370MW, at a central wavelength of 1030 nm
and a repetition rate of 200 kHz. With these pulse parameters, shown at the top of
Fig. 3.14, MPCs are usually operated with gas, see Fig. 3.8.

This input beam is mode-matched via a lens telescope into a cell, illustrated in the
middle of Fig. 3.14. With a length of L = 500mm and a mirror curvature of
R = 300mm this cavity is rather close to the center of the stability regime (see
Fig. 3.12), where the difference between focus size w0 and mirror beam size wm is
not very large, avoiding ionization in the center of the cavity while still staying below
the damage threshold of the mirrors. Two thick fused silica plates with a thickness of
d = 1mm are separated by Lplate = 15 cm broaden the spectrum during N = 15
roundtrips to a Fourier transform limit of 30 fs. Two pairs of chirped mirrors com-
pensate the quadratic spectral phase curvature, resulting in output pulses of 31 fs at
a peak power of 2.5GW with a total power transmission of > 87%. The spectral
and temporal characteristics of the output pulses are shown in the bottom of Fig. 3.14.
The reached peak power is significantly lower than the Fourier-limited peak power of
4GW due to a pre-pulse located 1 ps before the main pulse.

At the date of publication, this work constituted the highest input and output peak
power used in bulk, with P/Pcrit > 80. Previous works operate in a lower, but similar
regime, with input values of 240MW [89] and 280MW [77], exceeding the critical
power of fused silica by a factor of 55 and 65, respectively. While a good temporal
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Figure 3.14: Experimental setup (middle) to broaden and compress 300 fs pulses (top) to 31 fs (bottom).

contrast is proven in both cases, a full spatio-temporal characterization was missing,
which would indicate if operating a bulk MPC> 50 times above the material’s critical
power leads to a degradation in pulse and beam quality [34, 74].

For this reason in Paper I, a full spatio-temporal characterization is performed, show-
ing no signs of significant beam degradation. The results are shown and discussed
further in Chapter 4. Later works demonstrated that even with larger input pulse
peak powers> 1GW a good beam quality can be maintained [92, 93]. Thus, as long
as MPCs are operated below damage threshold of optical components, the geometry
is chosen to avoid high beam intensities in the center due to ionization, and the plate
thickness is significantly shorter than the beam collapse length, efficient and simple
bulk MPCs can be employed.
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Alternative MPC geometries for output peak power scaling

For applications, scaling the output peak power of an Yb system using MPCs is of
major interest. This can be achieved by either shorter pulses or higher output pulse
energies. Reducing the pulse duration is possible down to the single-cycle duration,
which is the technical limit. Sub-2-cycle pulses were demonstrated after a two-stage
MPC setup, using an Yb fiber amplifier with a duration of 260 fs. The transmission
was only 60% due to the decreased reflectivity of the mirrors supporting the required
spectral bandwidth [94]. When scaling the pulse energy into the MPC, the peak
fluence on the mirrors (see Eq. (3.9)) must stay below the damage threshold of the
optics. Often a configuration close to the confocal point (L = 2R) is chosen, as the
beam on the mirrors is large (see Fig. 3.12). On the other hand, one wants to avoid a
too small beam in the center of the cell, as unwanted ionization can occur. Of course,
a larger radius of curvature can be chosen for the mirrors, scaling not only the beam
sizes, but also the overall length of the setup, which was demonstrated for a 10m long
setup for 200mJ pulses [70]. However, this is often not a practical solution.

For bulk MPCs, ionization at high peak powers can be tackled by evacuating the
volume between the plates. The plates hereby serve as the windows of a small piece of
vacuum tube. This is realized in a setup similar to the one presented in Paper I and
Fig. 3.14. Currently, this is ongoing work with results published soon [95].

A different approach is to use an MPC with a virtual focus outside the cavity, which
can be achieved by a geometry that lies on the upper-right side of the stability map
in Fig. 3.9. To maintain a relatively large beam throughout the cell, a concave-convex
mirror configuration can be used, as shown on the left in Fig. 3.15. Already suggested
in 2017 [96] and first demonstrated in a proof-of-principle experiment [97] and shown
for up 2mJ pulses later in 2023 [98], this scheme was shown to work very well, also in
direct comparison with an equivalent concave-concave mirror configuration in bulk
[97].

Figure 3.15: Examples for power scaling, with a concave-convex setup (left) and beam folding (right).

Another approach is beam folding in a bowtie-like configuration, which was first sug-
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gested in 2022 [99] and experimentally demonstrated in Paper VI for 8mJ pulses.
Hereby a geometry with L/R < 1 is chosen, approaching the plane-plane configura-
tion in Fig. 3.9 along the dashed line, with only a small beam size difference between
the focus and the mirror. The beam is close to a collimated beam. Two large plane
mirrors fold the beam 9 times, reducing its original length from L = 9m to a com-
pact setup length of 0.5m. This setup is schematically illustrated on the right in
Fig. 3.15. ForN = 11, this setup has a total of 550 reflections on mirrors which raises
questions about maintaining the beam quality and large power throughput. In this
thesis, we show that such a setup does not degrade the beam quality significantly, as
further discussed in Chapter 4.

Perspectives for HHG

Yb lasers combined with MPCs are a very promising driver for HHG as they allow
for high peak power pulses even at high repetition rates. Many applications benefit
from this due to favorable statistics, such as photoelectron spectroscopy [100], coinci-
dence detection [101] or XUV imaging for fundamental research [102] and industrial
applications [5], drastically shortening measurement times, improving stability and
reproducibility.

As the nonlinearity inside an MPC can be easily adjusted to the desired output pulse
duration, MPCs also provide a flexible driver for HHG research itself, for example,
to determine the best laser parameters for HHG [24].
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Figure 3.16: High-order harmonics in argon (left) and neon (right) with theMPC output pulse shown in Fig. 3.14
as a driver, using the generation chamber described in [101].

As a proof-of-principle experiment, the MPC output pulses delivered at a repetition
rate of 200 kHz and presented in Fig. 3.14 were used in combination with the HHG
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setup presented in [101]. The results are shown in Fig. 3.16, for generation in an
argon (left) and neon (right) gas target, which consists of a jet from a nozzle with a
diameter of 42 μm. The power after the MPC, which is 30W, is reduced to 7W as the
focusing geometry in this chamber is fixed to an off-axis parabola with f = 50mm.
Higher powers would lead to a too large degree of ionization in the gas, causing XUV
depletion.
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Chapter 4

Characterization of ultrashort laser
pulses

Proper characterization of ultrashort laser pulses is pivotal in ultrafast science. In this
chapter, the most important characterization methods that were employed through-
out the research leading to this thesis and the attached publications are introduced, in-
cluding spatial, temporal, and spatio-temporal diagnostics. Special emphasis is put on
two independent pulse characterization projects, for measuring the time-dependent
polarization state of a pulse (Paper II) and for single-shot CEP detection via optical
Fourier transform (Paper III).

4.1 Spatial beam quality

To assess the performance of a laser system, it is essential to describe the spatial beam
quality. In this section, conventions for beam size measurements, the M2 method
and waveform retrievals are introduced.

Often, a laser beam is assumed to be Gaussian, following the equations described in
Sec. 2.4. The size of the beam then refers to the distance where w reaches 1/e2 of its
peak intensity value. For more complex beams that are not perfectly Gaussian, fitting
Eq. (2.15) to extract the 1/e2 width is no longer a suitable measurement. Therefore
the 4σ width is introduced, referring to the second-order statistical moment of a dis-
tribution [103]. In the x direction, it is defined as

4σ = 4

√∫∞
−∞

∫∞
−∞ I(x, y)(x− x̄)2dx dy∫∞
−∞

∫∞
−∞ I(x, y)dx dy

(4.1)
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with x̄ being the center of mass in the same dimension.

To determine the degree of variation from a perfect Gaussian beam, theM2 parameter
can be used [104]. The M2 is a scalar value, extending Eq. (2.16) to account for
deviations in w(z). Hereby, w(z) is not referring to the 1/e2 radius, but to the 2σ
value (see Eq. (4.1)):

w(z)2 = w2
0 +

(
M2

)2( λ

πw0

)2

(z − z0)
2 . (4.2)

Experimentally, a laser beam is focused by a lens or mirror and its beam profile is
acquired at different distances z, where z0 refers to the geometrical focus, sketched in
the bottom of Fig. 4.1.

Figure 4.1: Experimental setup to measure the M2 value of a laser beam (bottom) with an exemplary mea-
surement result (top) from the bulk MPC in Fig. 3.14. The same setup can also be used to acquire
data to perform wavefront retrieval.

Equation 4.2 can then be fitted (grey) to the experimentally-determined second order
moments (black squares), with M2, w0 and z0 as fit parameters.

Although the valueM2 is often used as the sole measure of beam quality, its interpre-
tation must be carefully considered, especially forM2 > 1.5 due to its high sensitivity
to outliers.

If an M2 measurement is evaluated for different axes perpendicular to the propa-
gation, simple aberrations, such as astigmatism, can be diagnosed, e.g., if the beam
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along x and y focuses at different z positions. To retrieve more complicated wavefront
aberrations, computational methods are needed.

The most famous example is the Gerchberg-Saxton algorithm, demonstrated in 1972
[105]. It relies on intensity measurements in two different planes, traditionally far-
field and near-field. As a camera image in the focus can sometimes only consist of few
illuminated pixels, preventing resolution of details, modified versions were introduced
later where the measurement planes are before (z ≪ 0) and after (z ≫ 0) the geo-
metrical focus [106]. The principle of the algorithm remains the same, independent
of the planes chosen.

The first image measured at z ≪ 0 is used to estimate the spatial amplitude. The spa-
tial phase is guessed at the beginning. This beam is numerically propagated through
the geometrical focus to the other plane at z ≫ 0. The calculated amplitude is
replaced by the square root of the intensity measured in the second image at this po-
sition. After propagation back to z ≪ 0 this step is repeated until the measured and
calculated intensities are identical in both planes. The calculated phase can then be de-
composed into its Zernike coefficients. This method was used to achieve a wavefront
correction for a heavily aberrated beam with an SLM, shown in Fig. 5.2, presented
also in Paper IV.

4.2 Pulse duration

Measuring the pulse duration of ultrashort laser pulses shorter than ≈ 10 ps is chal-
lenging due to the extremely short timescales involved. Traditional electronic devices
and oscilloscopes lack the temporal resolution to accurately measure such brief events.
Autocorrelation was one of the first techniques introduced, where the correlation of
a pulse with itself is measured by observing the strength of a nonlinearity, such as
SHG, depending on the time delay between a pulse and a (self-) reference [107].
However, this technique only provides an estimation of the duration as it is unable
to measure the spectral phase of the pulse, and thus is not able to tell if a pulse is
perfectly compressed. To achieve a complete characterization, today a large variety
of methods exist, with the most prominent being frequency-resolved optical gating
(FROG) [108], dispersion-scan (d-scan) [109] and spectral phase interferometry for
direct electric-field reconstruction (SPIDER) [110].

This section focuses on FROG and d-scan, as these methods have been employed for
all the publications of this thesis.
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4.2.1 FROG

In Fig. 4.2 a typical experimental setup for a scanning second harmonic FROG is
shown.

Figure 4.2: FROG setup with beam splitters (dark blue), an off-axis parabola (cyan) and an SHG crystal (purple)
(bottom) and an example of a FROG trace, experimental and retrieved (top).

It consists of an interferometer, where in one arm the delay τ can be varied with fs
precision. After recombination, both pulses are focused non-collinearly in a second
harmonic crystal, such as BBO. If spatial and temporal overlap is achieved, not only
the second harmonic of the fundamental will be generated but also the sum frequency.
This will lead to a beam emitted along the central axis, which can be selected spatially.
The spectrum of the sum frequency is recorded with a spectrometer while scanning
the delay. The result is called a FROG trace, as shown in the top left of Fig. 4.2. The
intensity is proportional to

IFROG ∝
∣∣∣∣∫ ∞

−∞
E(t)E(t− τ) exp(−iωt)dt

∣∣∣∣2 . (4.3)

The spectral phase, together with the fundamental spectrum, fully describes the pulse
in the temporal domain. To retrieve this spectral phase the FROG trace is simulated by
guessing values for the phase, and the traces are compared to the experiment iteratively
until the error between the two is minimized. An example of a FROG measurement
is shown in the top of Fig. 4.2. This measurement was conducted to characterize the
output pulses of the MPC presented in Paper I.
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The resolution and quality of a FROG measurement depend mainly on the resolution
and scan range of the translation stage that is used to vary the delay τ . From the shape
of the trace an intuitive understanding of the contributing orders to the spectral phase
terms (see Eq. (2.5)) is possible. In Fig. 4.3, a simulation of FROG traces is shown
for a Fourier limited pulse (left), for a GDD value of 50 fs2 (middle) and a TOD
value of 400 fs3 (right). Since adding GDD stretches the pulse in time, the trace also
becomes broader. TOD produces a shoulder in the pulse (see also Fig. 2.2), causing
the FROG trace to fan out towards the spectral edges. It is important to notice that
an SHG FROG is not sensitive to the sign of the phase terms.
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Figure 4.3: Simulated FROG traces for a Fourier-limited pulse (left), a second-order dispersed (middle) and a
third-order dispersed (right) pulse.

4.2.2 d-scan

The d-scan technique consists of studying a nonlinear signal (e.g. SHG) as a function
of dispersion [109, 111, 112]. Changing the dispersion can be done by e.g. inserting
a material adding a term exp(iϕ) corresponding to a total material thickness ∆x.
A possible experimental realization for a scanning d-scan is shown in Fig. 4.4. The
added positive dispersion from a wedge pair, needed for varying the dispersion, has
to be pre-compensated. Here, we use a set of chirped mirrors. The spectrum of the
generated second harmonic is recorded and retrieved (top of Fig. 4.4) by minimizing
the error between the experiment and the calculation according to

Id-scan ∝

∣∣∣∣∣
∫ ∞

−∞

(∫ ∞

−∞
E(ω) exp(iϕ) exp(iωt)dω

)2

dt

∣∣∣∣∣
2

. (4.4)
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Δx

Figure 4.4: D-scan setup with chirped mirrors, a wedge pair with variable insertion (dark blue), and off-axis
parabola (cyan) and a SHG crystal (purple) (bottom) and an example of a d-scan trace, experimental
and retrieved including the spectral and temporal characteristics (top).

From the shape of an experimental d-scan trace many pulse parameters can be intu-
itively understood. Similarly to Fig. 4.3, d-scan traces are calculated using Eq. (4.4)
and presented in Fig. 4.5, assuming positive dispersion from different thicknesses of
BK-7 glass.
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Figure 4.5: Simulated d-scan traces for a Fourier-limited pulse (left), a second-order dispersed (middle) and a
third-order dispersed (right) pulse.

The zero on the vertical axis refers to the point where the amount of material perfectly
compensates the pre-chirping, coinciding with the maximum signal of the trace. If a
pulse is Fourier-limited before entering the chirped mirrors, the amount of dispersion
needed to compress the pulse will be identical for all wavelengths, making the trace
look ”flat”. If positive GDD is added to the pulse, as seen in the center of Fig. 4.5,
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the trace will shift down, as less material is needed to compress the pulse to close to
its Fourier limit. If the sign of the added GDD is negative, the trace shifts up. For
TOD, the trace is tilted, as seen on the right. As TOD is proportional to the first
derivative of GDD, a different amount of GDD, increasing linearly with frequency is
needed to compress the pulse. The sign of the applied TOD is therefore also encoded
in the direction of the tilt.

To design a d-scan setup, the proper type and amount of dispersion changing material
have to be chosen. The longer the pulses are, the less sensitive they are to additional
dispersion (see Fig. 2.2) which is the main reason why d-scan using material insertion
and pre-chirping is so far only viable for very short, few-cycle pulses.

4.3 Time-dependent polarization

In the vast majority of applications, the polarization state of light is constant over time
and can easily be characterized by measuring powers after waveplates and polarizers.
In general, the interaction between light and matter depends on the polarization,
e.g. ionization [113]. Polarization also has a large effect on the efficiency of HHG. The
more the electric field deviates from linear polarization, the less likely the electrons
are to return back to their parent atom [114–116]. This can be exploited to generate
isolated single attosecond pulses if the driving pulse is linearly polarized for exactly
one half-cycle [55], which is known as polarization gating.

In this section, a practical approach to generate a polarization gate is presented. The
characterization of the gate is performed using the d-scan technique (see Paper II).

4.3.1 Polarization gate

There exist several methods to create a time-dependent polarization state, based e.g. on
metasurfaces [117] or liquid crystals [118]. The simplest and most cost-effective ap-
proach is the use of birefringent materials which was first proposed in 1990 [119] and
is now widely employed [115, 116, 120].

Such an approach, using a combination of standard waveplates, is presented in Fig. 4.6.
The initial laser pulse, shown on the left, is perfectly linear, horizontally polarized,
with no electric field components in the y-direction. The parameters of its polar-
ization ellipse (see Fig. 2.6), shown at the bottom, χ (black) and 2ψ (red), are both
constant and equal to zero.

This pulse is centered at a wavelength of 800 nm with a duration of only a few laser
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Figure 4.6: Experimental realization of a polarization gate. The electric field of an ultrashort pulse with pro-
jection in x and y in its initial, horizontally polarized state (left) after a 1.75λ (middle) and after a
subsequent 0.25λwaveplate (right) (top) with the polarization ellipse parametersχ (black, dashed)
and 2ψ (red) (bottom).

cycles. It then passes through a 1.75λ waveplate which is rotated by 45◦. In prac-
tice it means that this waveplate delays the orthogonal components of the pulse by
1.75λ/c ≈ 4.7 fs. Such a waveplate can be realized with a 157 μm thick quartz crystal
with its birefringent properties highlighted in Fig. 2.5.

As one is usually interested in a strong linearly polarized component in the pulse
center, a 0.25λ plate is required to transform the linear components into circular
and vice versa, as shown on the right. The resulting pulse now has a strong linear
component at an angle of 2ψ = 45◦ that turns into left-handed (left) and right-
handed (right) circular polarization with χ = ±45◦ towards the extremities of the
pulse.

The calculations leading to the illustrations of Fig. 4.6 were performed using the Jones
formalism with Jones vectors resolved by frequency, further described in Section 2.3
and in Paper II.

4.3.2 Polarization d-scan

Several dedicated and established methods exist to characterize a time-dependent po-
larization state of ultrashort laser pulses, such as time-resolved ellipsometry [121],
POLLIWOG [122], attosecond streaking [123] and amplitude-swing [124, 125]. Most
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of these methods come with the disadvantage of having relatively complicated and
alignment-sensitive experimental setups or requiring a known reference pulse.

An alternative approach is the extension of standard methods to characterize the spec-
tral phase of linearly polarized pulses by measuring different, linear projections of the
time-dependent polarization, demonstrated first with the TURTLE method [126] in
2018. In Paper II, this approach is used to further extend the d-scan technique (see
Sec. 4.2.2).

The polarization d-scan experiment consists of a typical d-scan setup, as shown in
Fig. 4.4, with two additional waveplates that produce the polarization gate, sketched
in Fig. 4.6. A polarizer selects an electric field component at a defined angle after the
gate has been created. A BBO generates the second harmonic signal, whose spectrum
is recorded.

A d-scan measurement at two orthogonal polarizer angles (0◦ and 90◦) is sufficient
to retrieve Ex and Ey (the projections in Fig. 4.6). Such a measurement is shown
in Fig. 4.7, for 5 fs long pulses at 800 nm from an Yb-pumped OPCPA described
in [47, 101], after the polarization gate. The measured (left) and retrieved (middle)
d-scan traces are shown for the horizontal (top) and vertical (bottom) projections.
On the right is the reconstructed electric field. It has to be noted that d-scan is not
sensitive to the first-order (GD) spectral phase components, meaning that the time
axis is not absolute.

Thus, the only missing information is the delay between Ex and Ey, in order to fully

Figure 4.7: D-scans (left) and their retrieved electric field and spectrum (right) for a horizontal (top) and vertical
(bottom) projection with a polarizer after a polarization gate.
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describe the pulse. The complete electric field at a projection angle α is

Eα(ω) = cos(α)Ex(ω) + sin(α)Ey(ω)e
−iωτ−iφ . (4.5)

where a first order term τ and a zero-order termφ are introduced. The spectra,Ex(ω)
and Ey(ω), including their phase, are already known from the d-scan retrievals seen
to the right of Fig. 4.7, meaning that the spectrum can now be calculated for any other
arbitrary polarization projection angle. To find τ and φ, Eq. (4.5) is evaluated for an
equally spaced grid of reasonable τ and φ values, and the calculated spectral intensity
|Eα(ω)|2 is compared with the measured spectrum at α. τ and φ are extracted from
the spectrum for which the difference between calculated and measured spectra is
minimal.

In Paper II the complete reconstruction of a polarization gate was demonstrated using
this method, from only two d-scans at orthogonal angles, presented in Fig. 4.7, and
an additional spectrum at another angle.

4.4 Spatio-temporal couplings

Whenever the description of a pulse cannot be separated anymore into spatial and
temporal or spectral components, see Eq. (2.26), the pulse is subjected to STCs,
as discussed in Sec. 2.6. The origin of such couplings can be misaligned chromatic
optical components or nonlinear interactions with matter. Especially in dispersion-
manipulating elements, such as a grating compressor, which is a standard component
in many ultrafast laser systems, any minor misalignment or material deformation can
be detrimental [127].

In gas-filled MPCs, it has been predicted that approaching the critical power, the beam
will significantly deteriorate due to STCs [96]. For bulk MPCs, where sometimes the
critical power is exceeded by a factor of> 80, such as in Paper I, measuring the beam
quality before and after the MPC is an important step to gain an understanding of how
far bulk MPCs can be scaled up in terms of peak power. The same question applies to
new approaches for energy scaling, such as beam folding presented in Paper VI where
the beam undergoes a large amount of mirror reflections.

For characterizing STCs, a selection of methods exists. The most established ones
are spatially-resolved Fourier transform spectrometry [128] and TERMITES [129],
INSIGHT [130] which is based on phase retrieval, and SEA-SPIDER [131] based on
spectral shearing. One downside of these methods is the large amount of data being
generated. More recently, a novel idea was suggested and demonstrated based on a
pinhole mask that requires only a few camera images, with a possibility for single-shot
operation [132].
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In this section, spatially-resolved Fourier transform spectrometry is introduced in
more detail, as it was used to perform STC measurements for Papers I and VI. The
relevance of these results will be discussed, giving an outlook on further MPC energy
and peak power scalability.

4.4.1 Spatially-resolved Fourier transform spectrometry

In Fig. 4.8 we present an experimental setup. The laser beam is split to create an
interferometer. In one arm, the beam is focused tightly with an off-axis parabolic
mirror (cyan) and continues its path strongly diverging. In the other arm the beam
remains collimated. Both beams are overlapped on a camera. One arm contains a
translation stage, allowing to scan the delay τ (grey box in Fig. 4.8) when recording
images.

As the distance between the camera and the geometric focus after the parabola are
typically large, in the order of 0.5m to 1m, the diverging beam has an almost homo-
geneous wavefront, filling the camera chip uniformly. Before entering this setup, the
beam size is chosen so that the collimated beam fills the camera chip without clipping.
If both beams do not overlap in time (τ ≪ 0 or τ ≫ 0), the images have a constant
background (dark blue) from the diverging arm with the collimated beam in the cen-
ter, shown at the bottom of Fig. 4.8. During temporal overlap, both beams interfere,
giving rise to interference rings with the greatest contrast at τ = 0. This behavior
is summarized on the top right of Fig. 4.8 representing the relative intensity of the
pixel in the center of the image as I(x = 0, y = 0, τ). The Fourier-limited spectrum
I(x, y, ω) can be reconstructed for each pixel individually by Fourier transforming
I(x, y, τ). To resolve the whole spectrum of a pulse, the scan range has to be large

Figure 4.8: Experimental setup for spatially-resolved Fourier transform spectrometry, inspired by [128].
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for narrow spectra and can be smaller for broader spectra.

As the distance between focus and camera is known in the diverging arm, the curvature
of the wavefront can be subtracted in the spectral domain, and I(x, y, ω) can be
propagated to the desired plane of observation (see Fig. 2.10).

4.4.2 Evaluation of spatio-temporal couplings in MPCs

At the time of evaluating the results of the MPC in Paper I (Fig. 3.14), this work
constituted the highest input peak power in a bulk MPC with 370MW, which is
> 80 times the critical power for fused silica (4.3MW [82]). Since for peak powers
P > 50Pcrit small scale self-focusing and filamentation can occur [34], the risk of
beam quality degradation was deemed significant. Therefore, an STC measurement
using spatially-resolved Fourier transform spectrometry with the setup presented in
Fig. 4.8 was performed on the input as well as the output of the MPC.

The results are summarized in Fig. 4.9, with the input of the cell on the left and the
output on the right showing the far-field plane (focus). The top and the middle graphs
represent a cut through one spatial dimension (y = 0 or x = 0). In the spectral
domain at the top, the reconstructed spectra match the experimental ones shown in
Fig. 3.14 reasonably well. In the horizontal (x) direction, no significant couplings are
visible, evident by a homogeneous spectrum independent of the x value. Along the
y-direction, however, a tilt becomes visible (dashed line). Interestingly, a similar tilt
is also visible in the MPC output to the right, but only for the central, unbroadened
frequency part, whereas the new frequencies do not exhibit this spatial chirp.

Later, it was found that a misaligned grating compressor after the Yb rod amplifier
that served as the input for the MPC was responsible for the observed tilt. However,
it indicated that the frequencies created via self-phase modulation do not seem to
inherit STCs from the input beam.

The bottom of Fig. 4.9 shows the sum over all frequencies (or times) for y vs. x, thus
the beam profile one would observe on a camera. For the input and the output, the
reconstructed focal spot looks perfectly round. For a fair judgement, these foci are
compared with the reconstructed foci where all wavefront errors are removed artifi-
cially, thus the cleanest beam that is theoretically achievable. Both images, with the
measured wavefront and the ideal wavefront, are normalized to the maximum of the
ideal one. Comparing the peaks of measured and ideal focus yields the 2D-Strehl
ratio, defined by

S2D =
max(Imeas(x, y))

max(Iideal(x, y))
. (4.6)
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measured ideal measured ideal

Figure 4.9: Results from a spatio-temporal measurement for the input (left) and output (right) of the MPC
presented in Fig. 3.14, for x/y − λ with y = 0/x = 0 (top), x/y − t with y = 0/x = 0 (middle)
and x− y (bottom) representation.

For both the input and the output of the MPC, a Strehl ratio of ≈ 0.9 was found,
showing no significant change in STCs with a total of 60 passes through fused silica
plates with powers exceeding the critical power over 80 times.

For Paper VI, where a folded design is adopted for a gas MPC, the concerns about
STCs were of different nature. As the number of mirror reflections scales linearly
with the folding factor introduced by the plane mirror pair (see Fig. 3.15 (right)), the
question of whether such a large number of reflections (> 500) negatively affects the
beam quality was raised. The same type of measurements as shown in Fig. 4.9 were
performed, with the conclusion that the number of mirror reflections itself does not
seem to impact the results. However, a degradation of the beam quality was observed
relatively quickly when exceeding P/Pcrit > 0.5 for the MPC filled with 1 bar of
krypton.
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An example for P/Pcrit = 0.65 is given in Fig. 4.10. Quantifying STCs by defining a
specific slope or other feature, as it is done in Fig. 4.9 (dashed lines), is hardly possible
here.

1015 1020 1025 1030 1035 1040 1045
λ (nm)

x

Figure 4.10: x− λ representation of the folded gas MPC filled with 1 bar of krypton for P/Pcrit = 0.65.

In one of the first experimental works on MPCs for post-compression in 2017, the
measure of spectral homogeneity parameter V was introduced [84], calculated by

V (x, y) =

∫ √
I(x, y, λ) · I(x0, y0, λ)dλ∫

I(x, y, λ)dλ ·
∫
I(x0, y0, λ)dλ

(4.7)

where x0 and y0 hereby refer to the coordinates of the center of the beam profile.
The spatially-dependent V parameter is plotted in Fig. 4.11 for P/Pcrit = 0.4, 0.5,
0, 6 and 0.65 from left to right for the krypton-filled MPC. The x and y axes are
normalized to the respective beam size, with the cyan circle indicating w0.

V

Figure 4.11: Spectral homogeneity V for P/Pcrit = 0.4, 0.5, 0, 6 and 0.65 from left to right. The cyan circle
represents w0. Figure adapted from Paper VI.

The decline in the mean value of V within the cyan circle is evident when approaching
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the critical power. The degradation towardsPcrit in gas MPCs is expected, as predicted
in [96].

4.5 Carrier-envelope phase

When pulses approach the few- to single-cycle regime, the offset between the maxi-
mum of the electric field and its field envelope has a significant influence on the field
shape within the pulse, which can have a large effect on strong-field phenomena, such
as HHG [133].

The dependence of strong field processes on the laser electric field can also be used
to detect the CEP, by e.g. observing asymmetric count rates of electrons in opposite
directions while performing above-threshold-ionization (ATI) experiments, known
as stereo-ATI [134]. Other methods depending on strong-field interactions, such as
attosecond streaking [135], tunnel ionization in air [136] or electro-optical sampling
relying on the Pockels effect [137] allow complete electric field reconstructions includ-
ing CEP information. Most of these techniques rely on interferometric measurements
and thus are not suitable for single-shot detection. Although, e.g. stereo-ATI is ca-
pable of providing high-repetition-rate CEP detection [138], it requires laser pulse
energies of several μJ as well as expensive vacuum equipment.

In this thesis work (Paper III) a characterization method allowing single-shot CEP
detection at high repetition rates (hundreds of kHz) is presented. It is based on f -2f
interferometry which was developed in the late 90s, encoding the CEP in the spectral
domain [139, 140].

4.5.1 f -2f interferometry

The principle is illustrated in Fig. 4.12. A laser pulse is first broadened to an octave-
spanning spectrum via white-light generation and then sent subsequently into a crystal
to generate the second harmonic. If the input spectrum is broad enough, as seen in
the bottom, the fundamental and its second harmonic will spectrally overlap, creating
interference fringes. The fringe frequency depends on the time delay between the
fundamental and second harmonic, but the fringe phase offset is CEP dependent.
When zooming into the spectral overlap region, the difference between φ = 0 (black)
and φ = π (red) is shown. This relative phase-offset between two pulses can be easily
extracted by performing a Fourier transform of the fringes, as seen in the top right in
Fig. 4.12.
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Figure 4.12: f -2f measurement scheme. The laser pulses (f ) are first broadened to an octave-spanning spec-
trum via white-light (WL) generation before generating the second harmonic (2f ) in a crystal via
SHG. The spectral overlap between fundamental f and 2f is filtered (green) and sent to a spec-
trometer (top). The CEP is encoded in the phase of the spectral overlap fringes (bottom).

4.5.2 Digital single-shot CEP detection

The practical challenge lies in recording and evaluating those fringes experimentally,
at high repetition rates of several tens to hundreds of kHz. Recording CEP fringes
at 200 kHz with a fast line-camera was demonstrated in single-shot operation [101],
however, the amount of data that is generated quickly exceeds the frame of practically
handlable datasets after not even a few seconds. The recorded data also has to be
post-processed to extract the relative CEP in an additional step.

The challenge of fast data acquisition can, for example, be tackled by converting the
spectral fringes to temporal fringes and then relying on fast analog electronics [141].
However, this does not solve the issue of having to perform the Fourier transforma-
tions in a separate step.

If the objective of the CEP measurement is to prove that a certain laser system pre-
serves the CEP stability of the actively stabilized oscillator front-end, recording a small
dataset with a separate evaluation later is usually sufficient. For example, 200 000
spectra after an f -2f setup were recorded in single-shot with a fast line camera dur-
ing 1 s for the output of the MPC discussed in Paper I. As only the oscillator in the
laser chain is actively CEP stabilized, it was interesting to demonstrate that this stabil-
ity is preserved. On the left in Fig. 4.13, the oscillator is free-running, on the right it is
actively stabilized. While the CEP fringes on the left are washed out when displaying
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200 000 individual spectra on top of each other, the fringes on the right remain with
an almost constant frequency offset, clearly demonstrating maintained CEP stability.
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Figure 4.13: Fringes from an f -2f scheme for the output of the MPC discussed in Fig. 3.14 for a free-running
(left) and an actively CEP stabilized (right) oscillator, for 200 000 spectra measured in single-shot
during 1 s with a fast line camera, adapted from Paper I.

Even if the CEP stability is evident to the right of Fig. 4.13, looking more closely,
small variations are visible. For experiments that are highly CEP sensitive, such as
HHG with few-cycle pulses and subsequent applications in pump-probe photoelec-
tron spectroscopy [101], logging these variations can lead to significantly higher data
quality in post-processing and give further insight into measurement errors in the ac-
tual experiment. This necessity led to the efforts presented in Paper III, providing a
direct, relative CEP measurement with the required Fourier transform of the f -2f
fringes performed optically.

4.5.3 Analogue CEP detection

Optical Fourier transform

A numerical Fourier transform of a spectrum I(ω) yields a complex quantity

I(τ) = x+ iy =

∫ +∞

−∞
I(ω)e−iωτdω (4.8)

which is mathematically equivalent to

x+ iy =

∫ +∞

−∞
I(ω) (cos(ωτ)− i sin(ωτ)) dω . (4.9)

In Fig. 4.14, Eq. (4.9) is illustrated graphically. If, for a specific τ0, x0 and y0 are
extracted and plotted against each other, the angle between the x-axis and the (x0,
y0) vector describes the relative phase φ, which is equal to the CEP if I(ω) describes
fringes from an f -2f setup.
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Figure 4.14: Principle of an optical Fourier transformation. By applying a cosine and sine frequency filter (mid-
dle) to the spectral fringes from an f -2f setup (left), the CEP φ can be reconstructed (right).
Illustration adapted from Paper III.

In Paper III a purely optical Fourier transform was demonstrated to extractφwith fast
photodiodes and analogue differential amplifiers, providing CEP tagging at 200 kHz
by realizing optical sine and cosine filters with an interferometer.

Experimental setup

The experimental setup is shown in Fig. 4.15.

Figure 4.15: Experimental setup for an optical Fourier transform (left) and its measurement results for free-
running CEP (red) and actively stabilized CEP (yellow) (right), adapted from Paper III.

An f -2f signal is created from the output of an OPCPA centered at 800 nm with a
pulse duration of 6 fs [47] with vertical (s) polarization (circle), shown at the bottom
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of the figure. A λ/2 plate turns the polarization to 45◦ to split the signal equally with a
polarizing beam splitter (PBS). The transmitted part, linearly polarized (p) is dispersed
by a grating, separating the frequencies spatially, and sent on a fast line camera, which
is able to record the spectral fringes in single-shot at very high speeds. This part of
the setup represents a traditional CEP measurement, comparable to Fig. 4.13, and was
used to benchmark the newly presented method.

The vertically polarized part is turned to 45◦ polarization (A0) and enters an inter-
ferometer. At the large PBS, the s-polarized part will be reflected into arm 1, the
p-polarized part will be transmitted into arm 2. In arm 1, the linearly, vertically po-
larized light will be turned by a λ/2 waveplate to 45◦, the total electric field vector
A1(ω) at the end of this interferometer arms then reads

A1(ω) =
1

2
A0(ω)e

iωτ1 ŝ+
1

2
A0(ω)e

iωτ1 p̂ (4.10)

with τ1 being the time delay accumulated in the interferometer arm. In arm 2, a λ/4
introduces a π/2 phase shift to the linearly, horizontally polarized light turning the
polarization state to circular. An additional phase shift∆ϕ due to setup imperfections
and the arm length correspond to a delay τ2. The total electric field vector A2(ω) is

A2(ω) =
1

2
A0(ω)e

iωτ2 ŝ+
1

2
A0(ω)e

iωτ2−iπ/2+i∆ϕp̂ . (4.11)

The PBS splits A1(ω) and A2(ω) again, mixing the s and p components of arm 1
and 2, resulting in

Ax(ω) =
1

2
A0(ω)e

iωτ2 ŝ+
1

2
A0(ω)e

iωτ1 p̂ (4.12)

and
Ay(ω) =

1

2
A0(ω)e

iωτ1 ŝ+
1

2
A0(ω)e

iωτ2−iπ/2+i∆ϕp̂ . (4.13)

The subsequent elements in the x part and in the y part of the setup are identical.
Another PBS rotated by 45◦ mixes the s and p components in the reflected (R) and
transmitted (T ) components. The intensities are measured by the photodiodes (PDs).
Assuming τ1 = τ2 = τ with ∆ϕ accounting for the remaining relative delay, the
transmitted intensity for x becomes

ITx = |ATx|2 =
A2

0

4
(1 + cos(ωτ)) . (4.14)

The reflective intensity is

IRx = |ARx|2 =
A2

0

4
(1− cos(ωτ)) (4.15)
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accounting for the π phase-shift between transmission and reflection. Ax is multi-
plied by

(
1√
2
ŝ+ 1√

2
p̂
)

(transmission) and
(

1√
2
ŝ− 1√

2
p̂
)

(reflection) respectively
to simplify Eq. (4.14) and Eq. (4.15).

The difference between the two PD signals thus is proportional to

ITx − IRx ∝ cos(ωτ) . (4.16)

Applying the same math to the y part and accounting for the additional π/2 phase
term in Ay(ω) results in a sine instead of a cosine term,

ITy − IRy ∝ sin(ωτ +∆ϕ) . (4.17)

The voltages x and y that are actually measured by the PDs are integrated over ω,
assuming a CEP of φ, resulting in

x ∝ a cosφ (4.18)
y ∝ b sin(φ−∆ϕ) (4.19)

with a, b being the response of the PDs.

Results

In an ideal experiment, with ∆ϕ = 0 and a = b, x and y are tracing a perfect circle
when plotting them for varying values of φ. For a real experimental setup y over x
traces an ellipse, as seen to the right of Fig. 4.15 in red containing 100 000 individual
dots, measured in single-shot over the span of 0.5 s. When actively stabilizing the
CEP, the dots are confined to a small section of the graph (yellow), where their spread
in angle is the standard deviation δφ of the CEP.

This method, demonstrated at 200 kHz potentially opens up new possibilities for
measuring the CEP of individual laser pulses at the full repetition rate of ultrafast
oscillators in the several tens of MHz regime.
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Chapter 5

Yield optimization of high-order
harmonic generation with a
two-color laser driver

This chapter contains our results on HHG driven by an Yb-based laser and its second
harmonic. First, a historical background on the origin and applications of two-color
HHG is given, with an emphasis on yield optimization efforts. Then the experimen-
tal results (see also Paper V), using the setup described in Paper IV, are presented,
before introducing the theoretical model used to predict the optimum two-color field
parameters to achieve an enhancement of the XUV flux for a specific high harmonic
order.

5.1 Applications of two-color HHG and project motivation

The first two-color HHG experiment was conducted in 1994 where Watanabe et
al. observed a strong enhancement of the HHG flux by adding 3ω to their ω field
at a central wavelength of 745 nm [12]. A more detailed study on the effect of relative
phase and relative field ratio was published later using a ω-2ω field, highlighting that
in addition to obtaining also even harmonic orders and a general increase in HHG
flux, the flux of different harmonic orders peaked at different relative phases at a fixed
field ratio [142]. This was also theoretically investigated and confirmed, linking the
shape of the return energy vs. return time curves (see bottom of Fig. 2.17) to the har-
monic yield, further confirming the validity of the semi-classical three-step model
[143].
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HHG with more than one color has been used in various applications, from employ-
ing the second harmonic as a perturbative probe for studying the HHG process itself
[14–16, 144, 145] to HHG flux optimization [146–150], orbital-angular momentum
studies [151, 152] and spectral [153–156] and temporal [157] shaping. Theoretical stud-
ies have provided also waveform parameters for multi-color synthesis to enhance flux
and/or cutoff [13, 158, 159].

The study presented in Paper V is focused on the optimization aspect of the HHG
flux.

5.2 Experimental method

In the experiment, the two-color phase ϕ and the ratio R of the second harmonic
compared to its fundamental are varied, at constant total intensity, to optimize the
yield for each high harmonic order in the XUV spectrum.

5.2.1 Experimental setup

The experimental setup shown in Fig. 5.1, and described and discussed in detail in
Paper IV. It is capable of controlling all parameters of the two-color field described
by Eq. (2.44) as well as the spatial alignment of the individual colors.

Beampath

The heart of the setup is a commercial Yb-laser source (Pharos, Light Conversion)
with 180 fs long pulses at a pulse energy of 700 μJ and a repetition rate of 10 kHz. A
beamsplitter with 80% reflectance and 20% transmittance divides the power. Most
of it is reflected into the 1030 nm arm of the interferometer (black). The remaining
transmitted power is converted with 40% efficiency to 515 nm (green) in a 1mm
thick BBO crystal, and the unconverted infrared is dumped with a dichroic mirror
and beam block.

Both interferometer arms start with an attenuator, consisting of a half-wave plate on a
motorized mount in combination with a polarizer. These were used to achieve precise
and reproducible control of the total combined intensity Itot, as well as the fraction
of second harmonic intensity R (see Eq. (2.44)).

The beam is telescoped with two lenses to a 1/e2 diameter of 8mm to optimally fill
the size of the respective active area of a spatial-light modulator (SLM), which will be
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Figure 5.1: Experimental setup for two-color HHG. Figure adapted from Paper IV.

discussed in more detail later in this section. The beams are recombined with another
dichroic mirror and propagate collinearly (orange). A lens with f = 250mm focuses
both colors into the HHG gas target. After this lens, a thin glass plate reflects ≈ 1%
of the fundamental and the second harmonic out, into the diagnostic part of the setup.

A fraction of this 1% is reflected onto a camera that is placed on a motorized transla-
tion stage to estimate the relative positions and sizes of the focii in the gas target area
for both colors.

The rest of the 1% leak is sent into the delay stabilization part. A waveplate rotates
the polarization of the 1030 nm from horizontal to vertical. 9mm of additional BK-
7 glass delay the two colors artificially. In another BBO crystal, second harmonic is
generated at perpendicular polarization compared to its fundamental input, resulting
in identical polarization for the newly generated second harmonic and the second
harmonic from the interferometer. These two contributions interfere spectrally. From
the resulting interference fringes, the relative phase ϕ can be extracted via Fourier
transformation.
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Focus shaping and phase control with spatial light modulators

The working principle of an SLM is illustrated in the top of Fig. 5.2.

correction

 �
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-

Figure 5.2: Working principle of a spatial light modulator (top), with an illustration of the liquid crystal array
(left) and the schematic evolution of crystal angle and resulting refractive indices (right). Example
of a beam-profile correction (middle), from an abberated profile in the focus (left) to a significant
improvement (right) after correction. Both images are normalized to the same area. Measured
relative two-color phases (bottom) for free-running (red) and actively stabilized (black).

It usually consists of an array of elongated molecules between electrodes that form
a crystalline structure. The orientation angle θ of these molecules is sensitive to the
applied voltage V . Due to the change in crystal structure, the extraordinary refractive
index ne is also affected, schematically sketched in the top right in Fig. 5.2. A change
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in refractive index is equivalent to a time delay and thus a phase shift, and as V can
be set individually for each pixel in this array, the wavefront across a whole laser beam
can be shaped.

A common use of SLMs is to correct for spatial aberrations; see Sect. 2.5. A practical
example is presented in the middle of Fig. 5.2. On the left, the intensity of a beam
profile is shown after focusing it with a lens onto a camera. By applying a combination
of Zernicke polynomials (see Fig. 2.8) to the SLM, which is located before the focusing
lens, the spatial phase of the beam can be corrected. Thus, the beam profile improves
significantly in the focus, enabling higher peak intensities, as seen on the right.

In addition to arbitrary wavefront correction, the application ofZ1
−1 (vertical tilt) and

Z1
1 (horizontal tilt) can serve as a fine alignment tool perpendicular to the propagation

direction, while Z2
0 (defocus) can shift the focused beam along z.

Z0
0 is a constant phase shift over the whole beam area, which is equal to a time delay.

An SLM can therefore be used to temporally control the arrival time of a laser pulse on
the sub-cycle level. In the bottom of Fig. 5.2 the measured phase between two colors
(ϕ in Eq. (2.44)) is shown without (red) and with (black) active phase stabilization,
with a standard deviation of < 150mrad. Each data point in the graph consists of
20 individual laser pulses. The SLM used has a response time of 200ms, and a range
of ∆ϕ = 2π.

5.2.2 Experimental procedure

The fundamental at 1030 nm is first sent into the argon gas jet for alignment. In
Fig. 5.3 a simplified version of the HHG part of Fig. 5.2 is shown. At a gas pressure of
around 1mbar in the generation chamber, the geometric focus of the beam becomes
visible due to the generated plasma. Camera A can then be used to align the laser with
the gas nozzle vertically and to determine the focus position along the propagation
direction. The chamber is then pumped down to ≈ 1 × 10−6mbar. In HHG
conditions, with a high pressure at the exit of the nozzle, a plasma plume is observed
at the intersection of the laser and the gas. Camera B is then used to control the
distance between the plasma plume and the gas nozzle exit. Camera C is used as a
beam profiler, mounted on a motorized translation stage. If the geometrical focus is
moved along the propagation direction, with either the lens in front of the chamber or
one of the SLMs, the beam profiler can be moved as well. The beam profile measured
at the HHG position allows for the estimation of the laser intensity. Finally, C is also
utilized to visualize the alignment for optimum overlap of the two colors.

The generated XUV spectrum is spatially dispersed by a curved grating (Hitachi,
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Figure 5.3: Simplified schematics of the HHG part of the waveform synthesizer (left) with the view of four
cameras (right) for alignment and focus positioning into the chamber (A,B), focus diagnostic on
a motorized translation stage (C) and the image of the MCP displaying the HHG spectrum after
energy axis calibration (D). The orange arrows in A and B represent the laser direction.

600/mm, 22 nm to 124 nm) onto an MCP with a phosphor screen behind, which is
imaged with camera D. To have a fair comparison of the XUV yield between only the
fundamental and the synthesized two-color waveform, the signal on D is optimized
while the 515 nm arm is blocked by fine alignment of the focus position with the
1030 nm SLM. To then optimize the XUV signal with the spatial overlap of both
colors, the phase is actively stabilized to a certain value to disentangle the effect of the
relative phase and spatial overlap.

5.2.3 Data collection and treatment

For each combination (R, ϕ) an image is taken by camera D. This happens fully
automated and thus reduces human error significantly. Figure 5.3 shows an example
of an XUV spectrum on a logarithmic intensity scale for better visibility, with the x
axis energy-calibrated. The odd and even harmonics, due to the two-color field, are
spaced by the expected 1.2 eV. To judge the XUV yield per harmonic, the intensity
within the cyan lines is summed up. For low-order harmonics, the second diffraction
order of the grating is visible, thus the integration window has to be smaller in this
region. For each XUV spectrum the laser parameters (R, ϕ, Itot, foci position) are
recorded simultaneously by a home-built control software.

Itot is defined by the sum of the peak intensities of the fundamental and second har-
monic. In the experiment,R was set to represent the second harmonic intensity ratio
in the center of the beam profiles. Since the focus sizes of the two colors differ by a
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factor of 2 (wω = 27 μm, w2ω = 14 μm),R in the following graphs, further analysis
refers to the weighted average R between the two beam profiles.

5.3 Experimental results

In Fig. 5.4, the XUV yield measured at a constant Itot = 0.9 × 1014W/cm2 for
the individual harmonic orders is shown as a function of R and ϕ. The graphs are
normalized for each harmonic.

0.0

0.2R

18 19 20 21 22

0.0

0.2R

23 24 25 26 27

0.0

0.2R

28 29 30 31 32

−1 2
ϕ (rad)

0.0

0.2R

33

−1 2
ϕ (rad)

34

−1 2
ϕ (rad)

35

−1 2
ϕ (rad)

36

−1 2
ϕ (rad)

37

0.0 0.2 0.4 0.6 0.8 1.0
Relative XUV yield

Figure 5.4: XUV yield for individual harmonic orders for R vs. ϕ in a 2π range, for Itot = 0.9 × 1014 W/cm2.
The harmonic order is indicated in each subfigure.

For each harmonic order and R, the yield oscillates with ϕ with a π periodicity. For
low harmonic orders up to H22, a global XUV yield maximum (Ropt), is beyond
the experimentally accessible range. From H23 until the cutoff at H37 Ropt can be
determined. The structure of the XUV yield in Fig. 5.4 is more and more complex
towards the cutoff, where it becomes difficult to determine an optimum phase ϕopt.

For each harmonic and R, a cosine function YR(ϕ) is fitted to the measured XUV
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yield as
YR(ϕ) = A cos(2(ϕ− ϕopt)) + C (5.1)

with A being the two-color XUV oscillation amplitude and C the signal baseline.
The results of the fit are presented in Fig. 5.5 on the top.

On the left, YR(ϕopt) as a function of harmonic order H and R is plotted which
translates to A+ C. The cyan dashed line indicates Ropt, the ratio value for which a
harmonic order has the highest flux. By comparing these XUV yield values atRopt to
the value for R = 0, the maximum flux enhancement is shown in the bottom left of
the figure for odd harmonic orders. The red area indicates where Ropt is outside the
experimental range.

On the right of Fig. 5.5, the phase value ϕopt corresponding to the maximum yield

Figure 5.5: Maximum yield as a function of harmonic orderH and R (top left). The dashed line goes through
the maximum for each harmonic order, representing Ropt . The same line is shown on top of the
optimum phase ϕopt, again as a function ofR andH, at which the maximum yield is achieved (top
right). The maximum enhancement value is steadily decreasing with harmonic order (bottom left).
The overlap of the dashed line and ϕopt is extracted to highlight, that ϕopt ≈ −1 rad (bottom right)
for a large number of harmonics. The red areas mark where a global optimum of R could not be
reached. In the area marked with yellow, the XUV yield structure in Fig. 5.4 does not have a distinct
global maximum.
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is shown in a cyclic color scale. By overlaying the dashed line for the best yield en-
hancement on top, it becomes evident that the best enhancement is achieved for ap-
proximately the same phase over a large number of harmonics. The extracted ϕopt
values corresponding to the dashed line are shown in the bottom right. For the
white area, where a clear global maximum is visible (see also H22 - H29 in Fig. 5.4),
ϕopt = constant ≈ −1 rad.

In the red area, outside the experimental yield maximum range, ϕopt increases steadily.
The yellow area are the harmonic orders where there is no distinct yield maximum (see
also H30 - H37 in Fig. 5.4).

The same experiment was also conducted for Itot = 1.35× 1014W/cm2, with iden-
tical findings of ϕopt = constant ≈ −1 rad, but overall higherRopt. This observation
leads to the conclusion that there must be an optimization law connecting Itot and
Ropt for individual harmonic orders.

5.4 Towards an XUV yield optimization recipe

5.4.1 Two-color HHG in the semi-classical three-step model

The semi-classical three-step model [8], which is introduced in Sec. 2.8.1, is applied
to the experimental conditions. The equation of motion, Eq. (2.39), is evaluated for
the ponderomotive potential for the one-color case (R = 0) with E =

√
I/(ϵ0c)

for I = 0.9 × 1014W/cm2 and λ = 1030 nm, R = 0 to 0.32 and ϕ = −π to
π. The kinetic energy at the time of return TR is added to the ionization potential
Ip of argon (15.6 eV [160]) and is divided by 1.2 eV to correspond to the respective
harmonic order for 1030 nm.

Figure 5.6 shows this return energy in units of harmonic order as a color scale for
four distinct second harmonic intensity fractions, R = 0, R = 0.1, R = 0.2 and
R = 0.3, from left to right. The x-axis is the return time TR given in units of the
one-color laser cycle (Tω), for one of the two electric field half-cycles. As ϕ has a range
of 2π, the contribution of the other half-cycle corresponds to a phase shift of π.

For R = 0, the phase obviously does not have an influence. For increasing R, the
return energies in one half-cycle decrease while in the other half-cyle they increase; see
also Fig. 2.17. At ϕ = −1 rad, indicated by the cyan dashed line in Fig. 5.6 the return
energy decrease is the strongest, flattening the peak untilR ≈ 0.2 before transitioning
into an M-shape for R > 0.2, as seen in the line-outs of ER corresponding to the
cyan dashed line (ϕ = −1 rad) at the bottom. The position of the cutoff increase in
the other half-cycle is indicated by the pink dashed line.
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Figure 5.6: Return energy (color) in the unit of harmonic order (top) of electrons ionized during one electric
field half-cycle forR = 0,R = 0.1,R = 0.2 andR = 0.3 (from left to right) as a function of phase
ϕ and return time TR. The cyan dashed line is located at ϕopt = −1 rad, corresponding to the first
half-cycle. The pink dashed line highlights the corresponding second half-cycle, shifted by π. The
values of ER corresponding to the cyan line are plotted as line-outs (bottom).

Intuitively one would expect a higher XUV yield for harmonic orders in close prox-
imity of a flattening in the time-energy curve, such as for R = 0.2, as more electrons
return with the same energy compared to R = 0.

To derive a simple law relating Itot and R to the location in energy of the flattening
of the time-energy curve, we study the relation between the electric field at ω and 2ω
and the return energies for ϕ = −1 rad, see Fig. 5.7.

On the top, the electric field contributions for ω (black) and 2ω (green) for an exem-
plary ratio of R = 0.15 are plotted. The resulting total electric field (see Eq. (2.44))
is shown as the dashed line. Sharing the same time axis, the electron return energies,
with the same color scale as in Fig. 5.6, are presented at the bottom. The return en-
ergies are now shown with respect to their time of ionization TI . It is noticeable that
the time of the flattening of the time-energy curve, which forms at ϕ = −1 rad, does
not change significantly with R, highlighted by the solid lines for ionization (orange,
TI = −0.930Tω) and recombination (cyan, TR = −0.295Tω).

Assuming that the ionization and recombination times remain constant for the elec-
trons returning in the flattened region, independently of R, the return energies can
be now calculated analytically. The absolute value of the velocity an electron acquires
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Figure 5.7: Electric field at R = 0.3 and ϕ = −1 rad (top). The green and black line represent the ω and 2ω
contributions, the dashed line the total electric field. The return energies as a function of R at
ϕ = −1 rad with respect to ionization time TI and return time TR (bottom) are shown sharing
the same color scale as in Fig. 5.6. The approximately constant flattening location with respect to
ionization (orange) and return (cyan) is highlighted with solid lines.

in an electric field is calculated by

v =
p

m2
= −e

∫ TR

TI

E

me
dt (5.2)

The orange line in Fig. 5.7 is very close to the ionization time, where for R = 0 the
maximum energy according to Eq. (2.41) is reached, almost perfectly coinciding with
the cutoff energy return time (cyan line). For the ω contribution, the relation

∆vω = −
√

2

me
· 3.17Up · (1−R) (5.3)

holds. For the 2ω contribution, the orange line coincides with the peak of the field,
and the cyan line with the zero crossing. The integral in Eq. (5.2) is therefore easily
solvable, using the definition of Up (see Eq.(2.40)) with the result

∆v2ω =
e
√
RItot

me2ω
=

√
RUp
me

. (5.4)

Adding the contributions of both colors together, we arrive at the kinetic energy
(∆vω + ∆v2ω)

2/(2me) of an electron landing in the flattened region. The corre-
sponding emitted XUV photon energy then reads
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EH = Ip +
1

2
me(∆vω +∆v2ω)

2

= Ip +
1

2
Up

(√
2 · 3.17 · (1−R)−

√
R
)2

.

(5.5)

5.4.2 Comparison of experiment and theory

Figure 5.8 shows the comparison between Eq. 5.5 (dashed lines) and the experimental
results (triangles) for two different Itot, with excellent agreement. The shaded areas
represent the effect of a 10% change of Itot and R in the theory. The experimental
data points are only shown for harmonic orders where a global yield maximum has
been reached. For Itot = 0.9 × 1014W/cm2 (red), the experimental range reaches
R = 0.32 and R = 0.2 for Itot = 1.35× 1014W/cm2 (blue).

Harmonic orders higher than 38 could not be observed with this specific setup as
the HHG chamber and grating configuration were initially designed to investigate
low-order high harmonics.

Figure 5.8: Comparison between the theory from Eq. (5.5) (dashed line) and experiment (triangles) for Itot =
0.9 × 1014 W/cm2 (red) and Itot = 1.35 × 1014 W/cm2 (blue).

5.4.3 Discussion and related work

According to the semi-classical three-step model, the yield at a certain energy is pro-
portional to (dER/dTR)

−1 [8] which is the inverse derivative of the time-energy
curves of the returning electron after solving the equations of motion (see Eq. (2.39)).
At the cutoff, which is the peak of the time-energy curve, the derivative becomes zero
which leads to a singularity of the yield.

HHG with ω/2ω at a fundamental of 800 nm with a pulse duration of 30 fs was
studied in 2012 by Raz et al. [161]. In their experiment, strong enhancements of the
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XUV yield were observed for certain regions of the HHG spectrum, which coincided
with the relative phases and field ratios where local extrema occurred in the time-
energy curves. The singularities were treated using catastrophe theory [162] which
resulted in a diffraction pattern with local, strong enhancements in the form of caustics
[163]. The strength of the enhancement depends on the degree of the singularity. In
our trajectory analysis and ratio definition (see Eq. (2.43)), the ratio that yields the
largest flattening and thus the highest degree of singularity according to [161] is at
R ≈ 0.2 (see bottom of Fig. 5.6). Compared to the yield in the experiment in Fig. 5.5,
the highest overall yield was also achieved there. Paper V confirms the results of [161],
concerning the relation between enhancement and time-energy curve ”flatness”.

The conclusions of Paper V with respect to XUV yield optimization using a laser field
consisting of a fundamental ω and its second harmonic 2ω are summarized here:

• There is a maximum yield for a harmonic order, found where the return energy
curve is flat at ϕ ≈ −1 rad.

• For a given harmonic order and Itot there is a ratio R giving the maximum
enhancement, which can be estimated by a simple formula given by Eq. (5.5).

Overall, the experimental results shown in Fig. 5.5 encompass much more than just
XUV yield optimization. For example, at low ratios with R < 0.05 the phase jumps
between odd and even harmonic orders are visible, related to interference effects [14].
The change of the optimum phase with harmonic order is evident as well by observing
one row on the right of Fig. 5.5 for a specificR [142, 143]. In general, the experimental
setup, discussed in detail in Paper IV provides a highly versatile tool to investigate
two-color HHG.

5.4.4 Outlook on remaining research questions

Our discussions only considered HHG in terms of the single-atom response, disre-
garding phase matching effects [24].

The phase-matching conditions, see Eq. (2.42), change when varying phase and ratio
as the ionization degree in the gas target is affected. The fairest comparison between
single-color and multi-color HHG would be to compare the perfectly phase-matched
optimized yields, by i.e. changing the gas pressure or the gas target length until a
maximum yield is reached for each (R, ϕ).

In Paper V the generation conditions were left untouched when comparing R =
0 with R ̸= 0 to ensure better reproducibility. Raz et al. also state, supported by
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additional measurements in form of a pressure scan, that as long as the Rayleigh length
zR of the laser (see Eq. (2.18)) is significantly longer than the gas target, propagation
effects can be neglected. This aligns with more recent phase-matching investigations,
where HHG experimental setups are divided into two regimes, one with a long gas
target length compared to zR, and one with a short target [24]. A clear difference
in sensitivity to pressure and intensity was observed in the two regimes, with short
gas targets showing less dependence on gas pressure. As the setup in Paper IV also
has a short gas target, phase-matching was not investigated further within Paper V.
However, theoretical works on phase-matching with two-color HHG predict various
effects and limitations that still need to be verified experimentally [164–166].

An additional, interesting study would be to test the effects of the relative beam sizes
of ω and 2ω. The experiments shown in this section are carried out with a difference
of 2 in focus size for ω and 2ω to reach higher values for R. So far, the variation
in focus size is treated by calculating an average R over the whole beam profile. The
validity of this assumption and the effect of changing the relative beam sizes should
be tested in further studies.
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Chapter 6

Summary & outlook

The work presented in this thesis is dedicated to the investigation of Yb-based laser
sources for efficient high-order harmonic generation, via two different strategies:

1. Manipulating the HHG laser driver

2. Optimizing the HHG process itself

In this chapter, the findings of both strategies as well as the work on characterizing laser
beams and pulses, which is equally important for laser development and for working
with HHG, will be summarized and followed by an outlook on open questions and
future projects.

6.1 Towards high peak and average power laser drivers forHHG
using MPCs

For the first strategy, the focus is placed on pulse post-compression using bulk MPCs.
Laser technology is slowly shifting from Ti:Sa to Yb-based systems, as Yb as a gain
medium offers the ability to amplify the laser at much higher repetition rates, while
also being significantly cheaper to operate. The largest drawback of Yb is the longer
pulse duration. Post-compression offers a very efficient way to achieve shorter pulses
by first broadening the spectrum due to the Kerr effect in a nonlinear medium and
then compressing it in time by dispersion management.

In Paper I a bulk MPC is introduced, post-compressing 300 fs pulses at 370MW
input peak power to 31 fs, reaching > 2.5GW at a repetition rate of 200 kHz with
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a very compact experimental setup, built from standard components. Excellent pulse
quality is also shown to be maintained, although the critical power for self-focusing
in the glass plates is exceeded by a factor > 80. This work indicates that as long as
material damage, ionization in air and beam collapse in the nonlinear material are
avoided, even very large factors above the critical power for self-focusing do lead to a
diminution of the output pulse quality.

For further output peak power scaling, where often gas-filled MPCs are employed,
damage on the cell mirrors soon becomes the limiting factor. Experimental setups
can be scaled up in size to increase the beam sizes and thus the peak fluence on the
mirrors. The standard MPC configuration with two concave mirrors, however, soon
reaches limits of practicality [70]. To counteract the setup size limits, alternative MPC
geometries are currently investigated [97, 99] in addition to the folding approach
discussed in Paper VI. Other strategies reduce the peak intensities in an MPC by
dividing pulses in time [167] or by spatially redistributing the intensity in the beam
profile [168].

These scaling possibilities constitute a very promising path to further explore Yb lasers
followed by MPCs as HHG drivers, as they are able to efficiently deliver pulses with
high peak powers at high repetition rate. In addition to a high XUV flux, high rep-
etition rates also benefit applications relying on good statistics, such as electron-ion
coincidence measurements [101]. Great potential also lies in the opportunity to easily
tune the pulse duration with MPCs. For HHG, the optimal pulse duration to maxi-
mize the XUV conversion efficiency is currently under debate [169]. An MPC offers a
great experimental investigation and verification tool, as the nonlinearity and thus the
spectral broadening and minimum pulse duration can easily be tuned. In addition,
the pulse duration can be varied independently of other parameters, such as the peak
intensity or the beam size. Practically, this is achieved with an MPC, similar to the
one presented in Paper I in combination with the HHG setup and the laser diagnos-
tic part from Paper IV. Currently, the results of this HHG pulse duration study are
being evaluated.

6.2 XUV flux enhancement with two-color HHG

Optimizing the HHG process itself can be divided into the interaction between the
laser and a single atom emitting XUV radiation and propagation effects which de-
pend on the geometry and density of the HHG target. The single-atom response is
mainly governed by the scaling laws predicted by the semi-classical three-step model
[8]. In Paper V, HHG is investigated using a two-color laser driver consisting of the
fundamental and its second harmonic based on the experimental setup described in
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Paper IV. The XUV yield of individual high harmonic orders at constant total inten-
sity of the combined two colors was measured and compared to the single-color yield
with identical intensity, while varying the relative phase and intensity ratio between
the two colors. The optimum values for phase and ratio to achieve the highest XUV
yield for the individual harmonic orders are determined experimentally. It is found
that a global yield maximum always occurs at the same relative two-color phase, re-
gardless of the total intensity. This maximum occurs when the return time vs. return
energy curve calculated using the three-step model is flattening. Our results agree well
with previous works linking yield enhancements to catastrophe theory that applies at
singularities in the time-energy curves [161, 162]. Based on where the time-energy
curves flatten, a simple equation is formulated connecting the total available laser in-
tensity, fundamental wavelength, and the desired harmonic order to be maximized.
The results of this derivation agree well with the experiment.

The influence of propagation effects with multi-color HHG is yet to be properly in-
vestigated. The setup in Paper IV offers nearly endless parameter control potential,
especially due to to the spatial light modulators that are used to shape the individual
focii. For Paper V the SLMs are only used for aberration correction, phase stabi-
lization, and fine alignment. Improving the phase-matching conditions by spatially
shaping the driving laser has been demonstrated in the past [170, 171] with a large
potential for further optimization and broadening the knowledge and understanding
of HHG. Currently, the setup in Paper IV is used in a study to control the XUV di-
vergence by shaping the driving laser with the SLM, with the results being currently
under investigation.

For further verification of the theory behind Paper V, a study of HHG with a ω-3ω
interferometer are planned with a focus on not only enhancing the harmonic yield,
but also the cutoff.

6.3 Pulse characterization

Lastly, to assess the quality of a laser during development and in HHG research, pulse
characterization is mandatory. For the MPC project in Paper I that significantly ex-
tended the input peak power used for bulk MPCs, a valid concern was spatio-temporal
couplings due to exceeding the critical power for self-focusing so many times. Using
spatially-resolved Fourier transform spectrometry [128], it was shown that the MPC
does not degrade the quality of the beam, in addition to the finding that the newly
generated frequencies do not seem to inherit STCs from the input beam. The same
method was also used to verify that several hundreds of mirror reflections in a folded
MPC configuration in Paper VI do not deteriorate the beam quality.
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For HHG, single-cycle laser pulses become interesting as they potentially enable iso-
lated, single attosecond pulses with a continuous XUV spectrum. An alternative to
the generation of single-cycle pulses is harnessing the polarization sensitivity of HHG,
by creating a polarization gate where a few-cycle pulse is only linearly polarized in the
middle; thus, only one half-cycle will contribute effectively to generate XUV. In Paper
II the d-scan method [109] is extended to measure such a time-dependent polarization
state.

As the carrier-envelope phase becomes a relevant parameter when using few-cycle
pulses for HHG, measuring the CEP for every single pulse can be beneficial for CEP
sensitive applications, such as photo-electron spectroscopy [101]. The challenge lies
in providing a method that works at several hundreds of kHz without accumulating
large amounts of data. In Paper III a measurement scheme is presented to obtain
the CEP via optical Fourier transform. Single-shot analog CEP measurements were
successfully demonstrated at 200 kHz. In principle, as this method relies only on
measuring voltages after photodiodes, it can be scaled up to theMHz regime. Another
interesting prospect is using this method in a feedback loop to CEP-stabilize not only
the oscillator, but the entire laser chain, which has already been demonstrated with a
stereo ATI [172].

Except for Paper III, all the methods described in Chapter 4 that were used through-
out the thesis work and publications require many laser shots due to their scanning
approach, involving delay and translation stages. Especially for very high peak-power
laser systems towards the TW regime, pulse-to-pulse fluctuations in shape, duration,
and other properties are not uncommon. Methods averaging over multiple shots may
lead to misjudgment of the laser beam quality. For this reason, the demand for single-
shot pulse characterization methods is steadily increasing. For measurements of the
pulse duration, single-shot FROG [173] and single-shot d-scan [174] have already been
demonstrated. More recently, a method that aims towards single-shot STC measure-
ments has been presented [132]. The term ”single-shot” herein usually refers to the
data acquisition. The retrieval of the desired property from the data is usually per-
formed in post-processing later on and can often take substantial computation time.
Thus, a lot of potential lies in algorithm development, including artificial intelligence,
which researchers have started exploring [175].
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Author contributions

Paper I: Multi-gigawatt peak power post-compression in a bulk multi-pass
cell at a high repetition rate

In this paper, a compact bulk multi-pass cell experimental setup is presented. This
setup allows post-compression of 300 fs pulses at 370MW peak power from a Yb-
rod amplifier to 31 fs, achieving 2.5GW. A thorough characterization of the input
and output pulses is performed, indicating that bulk multi-pass cells can be used to
reach the multi-gigawatt regime without sacrificing beam quality.

I participated in the design of the setup. I took the lead role in building the setup,
performing the measurements, analyzing the data and discussing the results, as well
as writing the manuscript.

Paper II: Measurement of ultrashort laser pulses with a time-dependent po-
larization state using the d-scan technique

This paper presents an extension of the established dispersion-scan technique to not
only recover the spectral phase, but also the time-dependent polarization state of an
ultrashort pulse. The polarization d-scan was demonstrated for a polarization gate
created with two waveplates at the output of a 6 fs long pulse of an OPCPA.

I supervised the master thesis that led to this publication. I took part in planning the
experiments and calculations, participated in the measurements, data analysis and
discussion, as well as manuscript writing.
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Paper III: Single-shot, high-repetition rate carrier-envelope-phase detection
of ultrashort laser pulses

This paper shows the carrier-envelope phase detection by optical Fourier transform in
single-shot at 200 kHz.

I participated in the measurements and discussions. I helped to formulate the theo-
retical derivation of the method, participated in writing the supplemental document,
and provided feedback to the main manuscript.

Paper IV: Highly versatile, two-color setup for high-order harmonic gener-
ation using spatial light modulators

This paper presents a waveform synthesizer for two-color HHG, optimized for best
parameter control of the fundamental from a commercial Yb laser and its second
harmonic. The setup employs spatial light modulators for both colors to shape the
foci as well as to achieve sub-cyle relative phase control.

I took a leading role in the conceptualization of the experiment, building the setup,
performing the measurements, analyzing the data, discussion of the results, and writ-
ing the manuscript.

Paper V: XUV yield optimization of two-color high-order harmonic gener-
ation in gases

In this paper the optimization of the flux for a specific extreme ultraviolet spectral
range in two-color HHG is investigated. The relation between the optimum two-
color phase and ratio, the total intensity, and the best flux for an energy range in the
XUV spectrum is derived and experimentally confirmed.

I took a leading role in the conceptualization of the experiment, building the setup,
performing the measurements, analyzing the data, discussion of the results, and writ-
ing the manuscript.

Paper VI: Compact, foldedmulti-pass cells for energy scaling of post-compression

In this paper a method for energy scaling for multi-pass cells is introduced. This
method consists of folding the beam inside the multi-pass cell with a pair of plane
mirrors multiple times, allowing for a compact experimental setup. A full spatio-
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temporal characterization of the pulses is performed to check the validity and confirm
the robustness of this technique.

I took a leading role in preparing, measuring and analyzing the spatio-temporal char-
acterization measurements. I took part in discussion of these results and provided
feedback to the main manuscript.
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