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Abstract

This thesis concerns control of capacity-constrained networks. These systems in-
volve many agents interconnected by a resource distribution network. The capacity
to generate and distribute this resource is constrained. This applies, for instance,
to power grids, communication networks, smart surveillance camera networks, and
district heating networks. District heating networks in particular are the main focus
of this thesis. These systems distribute heat from producers to consumers through
hot water pipelines. In this setting, the agents are the consumers in the network, who
regulate the flow rate they receive from the network using control valves. Physical
limitations limit these flow rates. Therefore, when the demand for heat is high, it
may be impossible to satisfy the needs of all the agents. This can result in certain
buildings becoming cold. This thesis presents several contributions in this setting.

Firstly: The nature of the flow rate constraints is investigated. In Paper I, it is
shown that the set of feasible flow rates in a tree-structured district heating network
is convex, allowing for convex optimization-based control structures. One such ap-
proach is proposed in the paper, in which the flow rates are distributed fairly between
the agents. These control approaches require a model of the system hydraulics. In
Paper V, a data-based method for establishing such a model is investigated in a
laboratory environment.

Secondly: The limited network capacity should be utilized optimally. This is
challenging in the multi-agent setting, where the agents regulate and actuate the flow
of resources in a decentralized fashion. Papers II-IV concern controllers which not
only asymptotically guide the network to an optimal resource distribution, but also
function in the large-scale, multi-agent setting. These papers show that asymptotic
optimality guarantees can be established using variations of standard proportional-
integral control. Papers II and III concern a linear system setting with input satura-
tion, which is extended to a nonlinear setting in Paper I'V.
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1

Introduction

This thesis concerns control of systems where a large number of agents all share a
common interconnection of limited capacity. This capacity represents e.g., the abil-
ity to deliver energy to consumers or send data to users. The concrete motivating
example at the core of this thesis is district heating networks. A simplified yet typi-
cal way that these systems are operated is as follows: A large, central heating plant
produces water of a desired temperature. This water is then circulated through a
network of pipes to the consumers. These consumers are physically connected via
the network, but they regulate the amount of hot water they receive through indi-
vidual control valves. The amount of water that can be distributed to the consumers
is limited due to the physical constraints of the components that control the flow
rates: Valves cannot expand further once they are fully open, and pumps cannot ex-
ceed their maximum capacity. Therefore, when the outdoor temperature is critically
low and the heat demand is high, it may be impossible to fully satisfy the needs
of all consumers. In particular, high heat demands lead to high volume flow rates
of water. Increased flow rates in the pipes induce frictional pressure losses. This is
illustrated in Figure 1.1. These losses accumulate along the length of the network.
Hence the pressure in the periphery of the network can drop to critically low levels.
The peripheral consumers can counteract this effect in order to receive their desired
flow rates by opening their valves, but this only works as long as the valves are
not fully open. Once they are fully open, further pressure losses mean that the pe-
ripheral consumers cannot receive the flow rates that they require. This affects the
indoor climate of these buildings: They become cold. In this sense, a district heating
system is capacity-constrained; only a limited amount of water can be circulated.
In extreme cases this will be insufficient to reject the disturbance (in this case the
outdoor temperature) acting on the interconnected agents. It becomes impossible to
stabilize the system at the desired set-point where all of the buildings are at comfort
temperature.

11



Chapter 1. Introduction

Figure 1.1 A line-structure district heating network, where one central plant supplies the
network with hot water. The pressure, indicated in the figure by the shaded color from red
to blue, is higher near the distribution pump at the root of the network and lower in the
periphery. This is caused by frictional pressure losses in the pipes. When the flow rates in
the pipes increase, so do these losses. If the flow rates and hence the losses become too high,
the pressure at the end of the network will be too low. Therefore, peripheral consumers will
receive insufficient amounts of hot water.

1.1 Applications

Control problems of this or similar forms arise in many interesting engineering
domains. Pioneering works considered the issue of congestion control in communi-
cation networks [Kelly et al., 1998; Low and Lapsley, 1999; Low et al., 2002; Kelly,
2003]. In this domain the issue lies in limited bandwidth, shared by a large num-
ber of connected users. Additionally, users must understand the current state of the
network based solely on local measurements. Another area where problems of this
form arise is energy transportation networks of different varieties. For instance, in
power systems, optimal power flow concerns driving the system to an optimal equi-
librium while leveraging constrained active and reactive power inputs [Molzahn et
al., 2017; DallAnese and Simonetto, 2018; Biegel et al., 2012]. In heating, ventila-
tion, and air conditioning (HVAC) systems, hydraulic cooling circuits can experi-
ence issues similar to those found in district heating systems. That is, the pressure
in the system has to be managed such that all connected units receive sufficient flow
rates for cooling purposes [Kallesge et al., 2019; Kallesge et al., 2020]. In modern
distributed camera systems, limited communication bandwidth and, crucially, stor-
age space for footage is shared between smart cameras. Hence this limited resource
has to be distributed between the cameras [Martins et al., 2020; Martins and Arzén,
2021]. Finally, the main focus of this thesis is district heating networks. The above
list of applications is necessarily non-extensive but highlights the applicability of
considering control of capacity-constrained networks.

12



1.2 Thesis Outline

1.2 Thesis Outline

Chapter 2 introduces motivating control-theoretic examples along with associated
control approaches and relevant mathematical background. Chapter 3 covers the
necessary background on district heating systems and modeling of building ther-
modynamics. The contributions of this thesis are presented in Chapter 4. The in-
troduction to this thesis concludes with a discussion and proposed future work in
Chapter 5. After the introductory chapters, the five papers which constitute the con-
tribution of this thesis are attached.

This work builds on the licentiate thesis [Agner, 2023] by the present author.
Hence certain images and excerpts of text in this introduction are taken directly
from the introduction of said licentiate thesis, potentially with minor variations.

Notation

The following basic notation is used in the introduction of this thesis. The set of
real numbers is denoted R, the set of real vectors of size n is denoted R”, and the
set of real matrices of size n x m is denoted R"*™. For a vector v € R" (or a matrix
M € R™™), we say that v > 0 (or M > 0) if v (or M) is element-wise positive.
Likewise, v > 0 (and M > 0) denotes element-wise non-negativity. For a symmetric
matrix M € R"*" M » 0 denotes that M is positive definite. The vector 1 denotes
a vector of all 1’s, of suitable dimension as taken from context. The [y, I, and [..-
norms of a vector v € R" are denoted |[v|[; = Y, vil, V]2 = VX [vi]? and
[[V|lo = max;e1,..» |vi| respectively.

13



2

Control Problem and
Background

This chapter seeks to introduce the control-theoretic perspective on the problems
concerned in this thesis. To do so, we will begin with a small illustrative example.
Then we will delve into the additional problems and design-constraints that emerge
from the large-scale and multi-agent setting. This is followed by background on
relevant and related control-approaches and mathematical concepts.

2.1 Motivating Examples

EXAMPLE 1
Consider the following dynamical system, which describes two interconnected
agents where x| and x; are the states of each agent.

B[ Rl e
X2 X2 —1.5 3 sat (Mz) 1

These states represent the offset from some reference value and should hence be
regulated to zero. uy and uy represent the agents control actions, and w represents
a disturbance. The saturation function sat(u) = max (min (u,1),—1) bounds the
control actuation to the range [—1,1], representing physical limitations on the ac-
tuators. We can note that if agent 1 increases their control action, it has a positive
impact on X1 but a negative effect on xp, and vice versa. This reflects a form of
competition for resources between the agents.

We now equip each agent with a proportional-integral controller with anti-
windup (to be explained later in this chapter). Figure 2.1 shows simulations of this
system, subject to disturbances w =1, w = 2, and w = 3 respectively. With w = 1,
the disturbance is fully rejected, and both agents reach the equilibrium x; = x, = 0.
Withw =2, only agent one can reach x| =0, whereas agent 2 converges to x, = 0.5,
i.e., a constant control error. Finally, with w = 3, neither agent can reject the dis-
turbance, and both agents align at a constant tracking error.

14



2.1 Motivating Examples

2
—w=1
1‘57 _______________________ w:2 ]
o 3
w2 /,’ —Ww =
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7} 7 -—-X
0.5| 21
O l t . L |
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Time
Figure 2.1 States x from Example 1, subjected to different disturbances w. With w = 1
(blue), both agents are able to reject the disturbance fully. With w = 2 (green), agent 1 can

reject the disturbance, but agent 2 reaches a constant control error. With w = 3 (red), neither
agent is able to reject the disturbance.

In this example, the agents are interconnected through their control actions. The
control actions distribute a resource to the agents, where agent 1 receives the re-
source 4sat (u) ) — 2sat (up) and agent 2 receives the resource 3sat (up) — 1.5sat (u;).
Due to the saturation function, the capacity to provide the agents with their desired
resource is constrained. Therefore, when the disturbance w becomes sufficiently
large, the constrained capacity may be insufficient to stabilize the system such that
x1 = x = 0. The new objective of the controllers in this setting should therefore be
to stabilize the best possible equilibrium, given the current disturbance. The notion
of the "best" equilibrium will be discussed momentarily. For the system (2.1), the
set of all possible stable equilibria can be visualized. Figure 2.2a shows all such
equilibria, i.e., states x that could solve (2.1) with x = 0 given a corresponding con-
trol input u, subject to different disturbance levels w. Unsurprisingly, for the small
disturbance levels w = 0 and w = 1, the origin x; = xp = 0 is found within the
bounds of the gray and blue areas meaning that this is a possible equilibrium. For
w = 2 and w = 3, however, this is not the case. The green and red areas, which
represent these two disturbance levels, do not contain the origin. To determine the
optimal equilibrium among these, we can compare them in terms of different ob-
jective functions J(x), and placing preference on the equilibrium that minimizes
said objective. Natural considerations for such objective functions are the I;, I,
and l.-norms. In particular, ||x||; can be interpreted as the rotal error experienced
by all agents, and ||x||. represents the worst error experienced by any agent. Fig-
ure 2.2b shows the equilibria that minimize these two objectives. In this example,
we find that there is a trade-off between minimizing the total deviation (which mini-
mally becomes |x||; = 2.5) and the worst-case deviation (which minimally becomes
||lx]|c = 1.364). We will now consider an example of a large-scale system consisting
of many agents in order to further illustrate this equilibrium trade-off.

15



Chapter 2. Control Problem and Background

10

51 4
=0 211.0 S\
—5 (1.36471-364
0

710 I | | |
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X1 X1

(a) The sets of all possible states x that can be  (b) A zoomed-in view of the red area of

stabilized for dynamics (2.1) in Example 1, given  Figure 2.2a. The two highlighted equi-

different disturbance levels w. libria (1.0,1.5) and (1.364,1.364) min-
imize ||x||; and ||x||- respectively.

Figure 2.2 A visualization of the possible equilibria for system (2.1).

EXAMPLE 2
Consider a system consisting of n = 500 agents. The dynamics of each agent i =
1,...,nis given by

i = =i Ldsat () — -5 3 sat () + w. 22)
J#

Let the disturbance w = 1. This disturbance acts equally on every agent. Here the
agents share an interconnection through which they are granted a resource used
to reject the disturbance w. For agent i, the term —n%z j+isat(u;) encodes that
when other agents j increase their control action, they utilize part of the capacity
of the interconnection between the agents. This has a negative impact on the re-
source granted to agent i. This effect grows larger as i approaches n, meaning that
agent n is heavily affected by the other agents, whereas agent 1 is not. Figure 2.3
displays the optimal equilibria of this system with respect to the norms ||x||1, ||x||2
and ||x||«, along with the corresponding control actuation sat (u). For an agent i,
the magnitude of sat(u;) dictates how much this agent should prioritize providing
themselves with the shared resource (sat(u;) large) or avoid taking resource from
others (sat(u;) small). In the equilibrium minimizing ||x||«, the resource is divided
so that all agents receive the same error. This corresponds to control actions where
agent 500 uses their full control capacity, and all agents proportionally reduce their
control action to avoid taking resources from others. In the equilibrium minimizing
|lx||1, all agents (almost) utilize their full control capacity, with the exception of

16



2.1 Motivating Examples

I I I 0
— J(x) =[xl
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(a) Optimal states x. (b) Optimal control actuation sat (u).

Figure 2.3 The optimal equilibria for system (2.2) with respect to ||x||, ||x||2 and ||x||« for
w = 1. The figures are arranged by agent index on the horizontal axis.

agents 1-50. These agents already reach an equilibrium state of 0. The effect of
all agents utilizing their maximum control capacity is that agents with higher in-
dex reach larger control errors. Finally, the equilibrium minimizing ||x||» reaches
a middle-ground between the first two. Here the largest errors are penalized the
strongest, but no errors are fully disregarded. Hence all agents will reach at least a
certain level of state error, with the purpose of leaving resources for the agents with
the largest errors.

The objective function J(x) represents a lens through which we view the optimality
of a particular equilibrium. In Example 2, we can note that ||x||. encodes a notion
of fairness: The limited system capacity is allocated to ensure that the error of the
agent which is most impacted by the current disturbance is minimized. On the other
hand, the objective ||x||; considers a form of system level optimum: The equilibrium
in which total errors are minimized.

To summarize the point of these previous examples, this thesis concerns the
design of controllers which stabilize equilibria in which a limited resource capacity
is distributed optimally among a large number of agents. The resulting closed loop
systems should be asymptotically optimal, loosely defined in the following sense.

17



Chapter 2. Control Problem and Background

DEFINITION 1—ASYMPTOTIC OPTIMALITY

Consider a dynamical system % = f (x,u,w) with states x and control input u, subject
to a constant disturbance w. Then a (possibly dynamical) control law is asymptoti-
cally optimal with respect to f and an objective function J(x) if, from any admissible
initial condition, the closed-loop system converges to an equilibrium (x°,u°) such
that for any other equilibrium pair (x*,u") subject to 0 = f(x",u’,w),

J(xO) < J(xh). (2.3)

This form of design-objective stands in contrast to large portions of traditional con-
trol literature, where the goal is to drive the system to its reference state as "cheaply"
as possible, governed by some notion of "cheap" defined in terms of objectives
placed on state deviations and control inputs. In our problem, it is impossible to
reach the reference state at all, and therefore the question of which state to reach
instead takes precedence. This does not mean that the system dynamics are unim-
portant and can be disregarded in favor of considering only equilibrium properties.
The dynamics still inform whether a given equilibrium is stable, and whether the
transient period leading to said equilibrium is well-behaved. These questions are
clearly important for real applications.

Definition 1 concerns optimality under objectives J(x) placed on the system
state variables x, which will be the focus of this thesis. In many control applications
it would be natural to penalize the control input instead, i.e., objectives on the form
J(u). This is reasonable when large control inputs are associated with a real cost, for
instance high consumption of fuel, or significant wear-and-tear. An even more gen-
eral problem formulation would be objectives on the form J(x,u) concerning both
the state variables and control inputs. In the setting of controlling heat allocation in
traditional district heating networks, the control inputs u naturally represent valve
positions, whereas x can represent building temperature deviations. Here, there is no
real cost associated with increased valve openings, whereas a very real issue arises
if building temperatures deviate heavily from desired set-points. While there is a
real fuel cost associated with generating heat, this thesis specifically concerns the
scenario when the maximum heat injection does not satisfy the current demand. A
maximum heat injection should naturally be utilized, and the question is rather how
this insufficient heat is to be distributed optimally to the agents.

2.2 Problems Regarding Control of Large-Scale Systems

In the large-scale networked setting concerned in this thesis, several challenges re-
lated to control naturally arise. This is because a large number of interconnected
agents are affecting each other, without being able to access global information on
the system. It is often infeasible to have each agent maintain a perfect model of the
entire network. It is also unlikely that each agent can measure or know the state
of every other agent in the system. Therefore, it is typically of interest to design

18



2.2 Problems Regarding Control of Large-Scale Systems

controllers bound by structural constraints inherent to the problem at hand. In this
section we will discuss several controller structures which lend themselves nicely
to systems of large-scale. The terminology for different types of scalable controller
structures is not completely streamlined through the literature, and sometimes the
terminology is used interchangeably. For the purpose of this thesis, the terminology
defined here will be used.

Decentralized Control

A decentralized controller is implemented such that each agent in the network acts
fully independently. They do so without relying on global information. In terms of
the controller design, this means that each agent’s controller should be designed
based on models associated only with the agent’s own system. In terms of actua-
tion, the real-time signals used for actuation should only be measured locally. In the
setting of district heating, these constraints are rather natural. The controller gov-
erning flow rates to each consumer may be designed with a detailed model of the
building where it is installed, but not of every building connected to the network.
The controller might also use local measurements from the building where it op-
erates but should not require measurements from buildings in distant parts of the
network. Notably, early works on congestion control in communication networks
are implemented in a decentralized manner. Here the network-connected users up-
date their communication rates based only on local information [Kelly et al., 1998;
Low and Lapsley, 1999; Low et al., 2002; Kelly, 2003]. Another notable example is
primary frequency control in power systems, where local frequency measurements
are used to inform the power input of turbines [Machowski et al., 2020, p.358]. The
proportional-integral control of Example 1 also falls under this category.

Low-rank Communication

In some applications, a certain degree of global communication can provide great
benefits over a fully decentralized structure. Rather than designing a control system
based on fully dense communication between all agents, it can often be sufficient to
allow the agents to agree on a few global signals to use in their control computations.
This type of communication becomes low rank in the sense that a large number of
signals from the agents are condensed into a small number of globally coordinated
signals. Consider for instance the implementation of the control signal

u=vk'x

where u € R” is the control action, v € R" and k£ € R” are controller gains, and
x € R" is the system state. In actuating this signal, the agents need only agree on
the scalar value of k" x. This can be achieved either by having one central node of
communication, or by implementing a consensus-protocol, which can be done in a
distributed fashion. A design method for this type of low-rank control structure was
proposed in [Zecevic and Siljak, 2005], and rank-1 coordination was considered in
the application of wind farm control in [Madjidian and Mirkin, 2014].

19



Chapter 2. Control Problem and Background

Distributed Control

A distributed controller allows communication between agents which are, in some
sense, near each other. Analysis of this type of control structure often arises when
the physical process lends itself to an interpretation of neighboring agents. Car pla-
tooning[Levine and Athans, 1966; Chu, 1974] and buffer network control[Iftar and
Davison, 1990; Blanchini et al., 2016] are notable examples. In car platooning, the
aim is to guide a fleet of cars to drive at the same speed and at a constant distance
from each other. Here it may be reasonable to consider that the cars can measure
their distance to their neighbors, and hence a decentralized control structure can
naturally be implemented. In control of buffer networks, one considers buffer tanks
connected by edges that guide a flow between the tanks. By implementing this flow
as a function of the state in the connected buffer tanks, a decentralized strategy is
achieved.

Summary of Scalable Control Architectures

In this thesis, we will mainly consider decentralized and low-rank control, as these
structures lend themselves nicely to the application of district heating networks.
While a distributed control structure may seem reasonable at first glance due to the
obvious network structure, it is not trivial how such a control strategy should be im-
plemented in practice. It is straight-forward to define two buildings as "neighbors"
in a geographical sense, but this does not necessarily imply that the controllers that
govern their heat load lend themselves to a notion of adjacency. For instance, it
is not necessarily natural for the controllers in two neighboring buildings to com-
municate their current indoor temperatures with each other, only because they are
neighbors.

2.3 Related Control Literature and Background

There are many fields of automatic control which tackle input constraints, scalabil-
ity issues and optimality in different fashions. This section will cover related topics,
along with necessary background on basic control concepts. The section concludes
with an introduction to M-matrices, which is a central concept to papers II and III
of this thesis.

Pl-control with Anti-Windup

One of the most fundamental yet universally useful controllers in the toolbox of
control systems is the proportional-integral-derivative (PID) controller. For a single-
input, single-output (SISO) system, with a control error x (which should be kept at
zero), such a controller is typically written on the form

dx(t)

u(t):—kpx(t)—kll/.x(r)dr—k[’ 2
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sat (x) dz(x)
11 11
‘ ‘ ‘ X ‘ ‘ X
-2 -1 1 2 -2 1 1 2
— /1 1
(a) The saturation function sat (-). (b) The dead-zone function dz (-).

Figure 2.4 Examples of the saturation and dead-zone functions sat(-) and dz(-), with
upper-and-lower limits 1 and —1 respectively.

Here k”, k!, and kP are proportional, integral, and derivative controller gains re-
spectively. This thesis concerns only PI controllers without derivative action. Such
controllers can be rewritten on state-space form:

I=x
u=—kPx—k'z

Here z denotes the integral of the control error. In the context of this thesis, it is
likely that a considered system is subject to input constraints and large disturbances.
A typical model of input constraints in the SISO setting is the saturation function
sat (u), as considered in Examples 1 and 2. This model applies to many real-world
actuators. For instance, valves which operate between fully opened and fully closed
or car engines which can apply a limited range of torques. When saturation occurs
such that sat (1) # u, a constant and nonzero control error x can occur, subsequently
inducing an unwanted behavior termed windup. This implies that the constant er-
ror makes the integral state z "wind up", building an indefinitely increasing inte-
grated error[Hédgglund, 2023, p.48]. To counteract this behavior, there is a family of
strategies denoted anti-windup compensation. This typically involves measuring the
difference between the desired and the actuated control input u — sat (#) = dz (u),
denoted by the dead-zone function dz(u), and using this to inform the update of
the integral error. One simple anti-windup solution is to simply seize the update
of the integral error z when in the saturated region dz (u) # 0 [Higglund, 2023].
Another family of methods is direct, linear anti-windup [Galeani et al., 2009]. This
corresponds to measuring dz (u), and having this signal enter into the update of the
controller state in a linear fashion. In the context of PI control, direct, linear anti-
windup would be implemented as such:

t=x+Kkdz (u) (2.4a)
u=—kx—kz. (2.4b)
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Here k* is a scalar anti-windup gain. The functions sat («) and dz (u) are both vi-
sualized in Figure 2.4. The saturation function (and hence also the dead-zone func-
tion) can be generalized to work also with upper and lower limits distinct from 1 and
—1 as shown in this example. A schematic overview of the complete closed-loop
structure is shown in Figure 2.5. The intuition behind this approach is that when u
grows large, the term k4dz (u) acts positively on the change in z, thus reducing u.
We can see that when u is sufficiently large such that ¥Adz (1) = —x, the integral er-
ror z seizes to grow. Modern approaches to anti-windup design have been extended
well beyond the SISO case, into multiple-input-multiple-output scenarios [Galeani
et al., 2009]. Historically, anti-windup compensation design has been considered
to improve transient behavior and stability margins of the closed-loop system. In
particular, the goal has been to ensure that when saturation occurs, the closed-loop
system should behave close to how it would behave without saturation [Galeani et
al., 2009]. Furthermore, anti-windup design can be used to maximize the size of the
basin of attraction [Silva and Tarbouriech, 2005]. This becomes important when the
natural dynamics of the system are unstable, and the control input is required for
stabilization.

While anti-windup has historically focused on these transient properties, more
recent research trends have drawn connections also between anti-windup and
asymptotic optimality [Hauswirth et al., 2020a; Hauswirth et al., 2020b]. Infor-
mally, we can see the connection between anti-windup compensation and conditions
of optimality by noting that dz (1) 0 = sat («) = %1. In this sense, dz (u) takes
non-zero values only when the input constraints of the system are active. Hence,
when the control loop is designed in an appropriate way, dz («) can play the role
of a Lagrange multiplier when viewing the system from a primal-dual optimization
algorithm perspective. This approach of viewing the system from an optimization
perspective will soon be discussed further. In the later papers of this thesis, appropri-
ately designed anti-windup will be shown to yield asymptotically optimal equilibria
in certain settings.

’-‘) PI / <_‘ Plant

Figure 2.5 Schematic illustrating a closed-loop system with anti-windup compensation.
The output of the controller u is saturated. The dead-zone function dz (1) = u — sat (u) is
mapped back into the controller, and used to ensure that windup does not occur in the pres-
ence of persistent disturbances.

22



2.3 Related Control Literature and Background

Extremum Seeking

Perhaps one of the oldest control branches concerned with asymptotic optimality is
extremum seeking. This methodology traces back as far as the 1920’s [Tan et al.,
2010], and the research field grew during the 1950’s and 60’s in connection with
the developments in adaptive control [Astrom and Wittenmark, 2008, pp- 549-553].
In essence, this method relies on perturbing the system input with a slow, probing
"dither-signal". This signal varies much slower than the natural system dynamics,
gradually "learning" the local gradient of the system, thus driving the system to-
wards an optimum. The separation in time scales between the system dynamics and
the dither signal makes this method rather slow. While the method is powerful and
essentially model free, it is most often applied to systems of low input-output dimen-
sionality such as internal combustion engines, process control or optimal power-
tracking [Tan et al., 2010]. The probing strategy at the heart of the method is difficult
to apply in a multi-agent large-scale setting, especially when considering commu-
nication constraints. The large-scale context also further reduces the speed of the
method, as each agent essentially corresponds to one new input direction that the
dither signal needs to learn.

Real-Time Optimization

A more recent body of literature has investigated the potential of designing the
closed-loop system to act practically as an optimization algorithm [Krishnamoorthy
and Skogestad, 2022; Hauswirth et al., 2024]. Consider the problem of designing
an asymptotically optimal controller for a dynamical system f with respect to some
objective J as per Definition 1. Assume first of all that the natural dynamics of the
system are stable, such that given a stationary input # and a stationary disturbance
w, the system will converge to a unique equilibrium x defined by a steady-state
map x = h(u,w). If the control capacity is constrained such that u(k) € U for some
bounded set I/, the objective of the controller is to establish the input # which solves

mini&nize J (h(u,w)) (2.52)
subjectto  u(k) €U (2.5b)

For now, disregard the capacity-constraint (2.5b), and consider w to be fully constant
such that it can be disregarded, i.e., h(u, w) = h(u). A sensible approach is then to
implement the controller u by gradient flow:

i =—Vh(u)"VJ(h(u)". (2.6)

With suitable assumptions on convexity, this controller should find the global opti-
mum. This approach can then be extended to incorporate constraints such as u € U
with e.g., barrier function or projection methods. This type of method has shown
promise for optimal operation in power systems [Ortmann et al., 2023]. While this
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family of methods is fairly general and holds insightful interpretation, these meth-
ods come with several complications. Firstly, the gradient Vi(u) of the steady state
map must be at least approximately known. Furthermore, the controller structure
inherits the sparsity pattern of this gradient, which may in general be dense. The
methods also suffer from problems of time-scale separation the same way that ex-
tremum seeking methods do: The natural dynamics of the system have to converge
much faster than the controller.

Model Predictive Control

Another broadly applied control method concerned with optimality is Model Pre-
dictive Control (MPC). This is a broad set of tools which are explicitly useful for
handling objective functions and constraints, both in terms of control actions and
states. MPC is bound to a discrete-time setting, where at each time instance ¢, the
control action u(¢) is given by the solution to an optimization problem. For our
problem setting, this optimization problem could naturally be formulated as

minimize Ii{lj()?(k)) (2.7a)
X, U k=t

subject to  £(k+1) = f (£(k),u(k)), Vk=t,...,t+h—1, (2.7b)

u(k) €U, Vk=t,....t+h—1, (2.7¢)

(1) = x(1) (2.7d)

The constraint (2.7c) implies that the system input is bounded, meaning that a suf-
ficiently large disturbance cannot be rejected. In (2.7b), the controller predicts the
future states £ of the system with the use of a model f of the dynamics, up to a
prediction horizon A. This prediction is initialized such that £(r) = x(¢) at the cur-
rent time stamp ¢ according to (2.7d). The objective of the algorithm is to minimize
the expected total objective (2.7a) incurred over this time-frame MPC is a flexible
tool, which can further be customized to the problem at hand. One could for in-
stance consider time-varying objective functions J(x,¢) or constraints on the states
x. However, MPC can be troublesome to use in the setting of this thesis for sev-
eral reasons. Firstly, an explicit model f is required. For a large-scale system, this
requires knowledge of potentially thousands of individual components. The distur-
bance which might be unknown needs to be included in this model. Secondly even if
£ is well modeled, the optimization problem itself may be hard to solve unless f has
exploitable properties such as linearity. Thirdly, the naive implementation of MPC
is fully centralized, i.e., the control actions are governed by the central optimization
algorithm which then needs to know the state of all of the agents in the system.
There are however ways around this in specific contexts. MPC can be distributed
such that each agent in the system solves its own local optimization problem, with
communication between the agents ensuring that the resulting calculations align.
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One can also have simple, local regulators for each agent, the set-points of which
are dictated by a governing MPC controller in a hierarchical fashion. This structure
is common in, for instance, the process industry.

Control of Buffer Networks

To find controllers which are well suited to a large-scale setting while ensuring
asymptotic optimality is difficult. To establish such results, it is reasonable to con-
sider specific instances of systems and objective functions. One such family of con-
trol application which displays many of the issues at the heart of this thesis is control
of buffer networks [Bauso et al., 2013; Biirger et al., 2015; Blanchini et al., 2016;
Trip et al., 2019; Blanchini et al., 2019]. In the basic form of this problem (of which
variations and generalizations exist), the dynamics f(x) is given by

X = Bsat(u) +w.

Here x represents the levels of some commodity stored in a set of n buffers. These
buffers are connected through directed edges, through which the commodity can
be transported. This transportation is governed by the constrained edge flow rates
sat (u), which is the controlled input to the system. Here w acts as a constant distur-
bance, which could for instance denote the commodity consumption at each buffer
location. The matrix B encodes the network connection between buffers. If edge e
leads from node i to node j then B;, = —1, Bj, =1, and By, = 0 for all k # i, j.
The control goal in this setting is to design controllers where the buffer levels x are
guided to their desired set-points, utilizing flows which minimize some objective
function J(u). Several works have been published that solve instances of this prob-
lem or generalizations thereof [Bauso et al., 2013; Biirger et al., 2015; Blanchini
et al., 2016; Trip et al., 2019; Blanchini et al., 2019]. What is remarkable in these
works is that the controllers that achieve asymptotic optimality typically inherit the
structure of B. The flow actuated by the edges is therefore only informed by the
state of the connected buffers, and hence the control structure becomes distributed.
As a particular example, the first of the cited works [Bauso et al., 2013] demon-
strated that the control law u = —sat (}/BTx) asymptotically minimizes the objec-
tive J(u) = u" u. Here the saturation function sat () acts component-wise, and ¥ is
a positive gain. This and other cited results highlight a family of control problems
where structurally simple and distributed controllers can achieve interesting control
goals in which they cannot be outperformed by complex, centralized controller al-
ternatives. This form of theoretical result is what will be considered in papers II, III
and IV of this thesis.
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M-Matrices

This background section will now be concluded with an introduction to a certain
class of matrices, denoted M-matrices. These matrices have properties which are
exploited in papers III and II of this thesis. We here follow the definitions and prop-
erties as outlined in [Horn and Johnson, 1991, pp.113-115]. Firstly, let us define
Z,={MeR""|M;; <0, ifi# j,i,j=1,...,n}, as the set of all n by n matrices
with non-positive off-diagonal elements. An M-matrix is then defined as:
DEFINITION 2

A matrix A is an M-matrix if A € Z, and all eigenvalues of A have a strictly positive
real part.

To avoid confusion, we can remark that this is equivalent to —A being Metzler-
Hurwitz. This is a matrix structure often encountered in the study of positive sys-
tems [Rantzer and Valcher, 2018]. M-matrices fulfill a list of equivalent and useful
properties. The equivalences presented here are based on Theorem 2.5.3 in [Horn
and Johnson, 1991, pp.114-115]. Said theorem contains further equivalences, which
we omit here as they are not utilized in any of the papers of this thesis.

PROPOSITION 1
Let A € Z,,. Then the following statements are equivalent.

(i) A is an M-matrix.
(ii) A is nonsingular and Al >0.
(iii) Ax>0 = x> 0.

(iv) There exists a diagonal positive matrix D such that DA and DAD™" are strictly
column-diagonally dominant.

(v) There exists a vector d > 0 such that d"A > 0.
(vi) DA and AD are M-matrices for any positive diagonal matrix D.

(vii) There exists a positive diagonal matrix D such that DA+ATD > 0.
p g

Here, a matrix M € R™” is strictly column-diagonally dominant if |M;;| >
Yjzi|M;| foralli=1,...,n. In the context of this thesis, M-matrix properties will
be used to analyze systems such as the following example.

EXAMPLE 3
Consider a network of n agents. Each agent i € 1,...,n is represented by a scalar
state variable x;, and subject to a constant disturbance w;. The dynamics of agent i
is governed by

X; = —x; + Bjsat (u) + w;. (2.8)

where B; is row i of the matrix B € R™" and B is an M-matrix.
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Systems on this form are the topic of papers II and III of this thesis. Furthermore, at
this point we can also note that both examples 1 and 2 concern systems on the form
(2.8). The M-matrix property of B is well suited to model the notion of capacity-
constraints in the context of this thesis. The non-positivity of the off-diagonal ele-
ments reflects competition between the agents, such that if agent j increases their
control action, the resource granted to agent i # j decreases. Properties (if) — (iii)
imply that increasing the resource granted to each agent (Bsat (1) > 0) also requires
a positive control action from each agent (sat(u) > 0). Properties (iv) — (v) to-
gether imply that if all agents increase their control actions (sat («) > 0), the total
(weighted) output of the system will be positive (d " Bsat (1) > 0). Property (vi) im-
plies that the system can be transformed slightly while maintaining the same core
properties. Finally, (vii) is an exploitable property well suited for Lyapunov analy-
sis.
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3

District Heating and
Cooling Networks

District heating and cooling networks are systems where hot or cold water produced
at production facilities is distributed via pipelines to consumers. The consumers use
the water for heating and cooling purposes. These systems play an important role in
the energy systems of many countries. In 2016, district heating constituted 90 per-
cent of energy use in Swedish multi-family dwellings [Energimyndigheten, 2017].
District cooling plays a counterpart to district heating, where the same form of in-
frastructure and connections are used. The results of this thesis are applicable also
in this setting, but we will discuss district heating only so as to keep the discussion
and examples concise.

This chapter will begin with background on district heating networks, their func-
tionality, and developments in district heating technology. The chapter continues
with background on control of district heating networks, beginning with control of
current systems and continuing with newer research trends. We will finally consider
mathematical models for hydraulics and thermodynamics.

[y

Producers
Supply Temperature Control .
Differential Pressure Control S —— Hot supply line

"Cold" return line

YY) )

Figure 3.1 An overview of a district heating network. At production sites, water from the
less hot return network (blue) is heated and pumped out through the hot supply network
(red) to reach consumers. Water subsequently returns through the return lines to continue
this cycle.

Consumers
Heat Load Control
Flow Control
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Figure 3.2 A schematic of the substation of a building connected to a district heating net-
work. Heat is delivered to the building through a heat exchanger (HEX). The volume flow
rate on the primary side of the heat exchanger (left), i.e., the side connected to the network,
is governed by a control valve. The radiator system of the building is connected to the sec-
ondary side (right) of the heat exchanger.

3.1 Background

District heating networks are systems where hot water produced at production fa-
cilities is distributed via pipelines to consumers. The consumers use the heat stored
in the water for space heating or domestic hot water usage. A schematic of this
system is shown in Figure 3.1. The transportation network consists of two layers:
the supply network and the return network. "Cold" water (between around 40 to 60
degrees, depending on the system) from the return network is heated at production
sites to a higher temperature (often to above 80 degrees, once again depending on
the system). Large distribution pumps are then used to pump the hot water through
the supply network out to consumers. The differential pressure generated by these
pumps is what drives the flow of water. Consumers are connected to the network
through substations. A schematic of a building with its substation is depicted in
Figure 3.2. At such a substation, the water in the internal hydraulic system of each
building is heated through a heat exchanger, utilizing the hot water from the dis-
trict heating system. The substation has a primary and a secondary side. The pri-
mary side denotes the components on the side of the heat exchanger connected to
the greater network. The secondary side denotes the internal heating system of the
building. The heat supplied to the building is utilized for both space heating and do-
mestic hot water usage. The connections for space heating and domestic hot water
usage are typically separated into two individually controlled systems, which is not
visible in Figure 3.2. Such a substation configuration is typical in Sweden, but there
are many different variations [Frederiksen and Werner, 2013].
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Generations of District Heating

The way in which district heating systems are constructed and operated has changed
over the years, and development is ongoing. It is common to describe these systems
as part of different generations to establish large progressions in technology [Fred-
eriksen and Werner, 2013, cp. 8.1],[Lund et al., 2014]. The challenges and oppor-
tunities related to controlling these systems vary depending on which generation of
district heating system is considered, making it important to distinguish between
them.

The First Two Generations Inthe 1st generation of district heating systems, metal
pipes installed in large ducts were used to distribute steam. This technology, which
was developed in the United States, was largely driven by fossil fuel [Lund et al.,
2021]. As the 2nd generation of district heating systems were developed in Europe
there was a shift from using steam to using high temperature water as the energy
carrier. The metal pipes remained however, along with the strong reliance on fossil
fuel [Frederiksen and Werner, 2013].

The 3rd Generation The vast majority of existing district heating networks in the
Nordics belong to the 3rd generation of district heating [Lund et al., 2014]. A reduc-
tion in water temperatures was implemented in the transition from 2nd generation
technology. This allowed the use of a wider variety of fuel sources, as well as new
piping technology [Frederiksen and Werner, 2013; Lund et al., 2021]. These 3rd-
generation systems typically have the same structure as was described above for
Figure 3.1: One or a few large heat suppliers produce all the heat in the network
and utilize large, centrally operated pumps to distribute the water. Networks of this
traditional, centralized structure form the main focus of this thesis.

The 4th Generation The current research, the discussion is largely centered
around the 4th generation of district heating [Lund et al., 2014; Lund et al., 2018].
The implied technological changes from the 3rd generations are largely aimed at
allowing district heating networks to act as a key part of a more sustainable and in-
tegrated energy system in the future. This includes a higher penetration of renewable
heat sources such as solar, and new waste heat sources such as data centers. To be
able to include such heat sources, as well as reducing network losses, 4th generation
systems are designed with lower supply temperatures than previous generations.
Furthermore, new challenges and opportunities related to control are found in this
technological transition [Vandermeulen et al., 2018]. 4th generation district heating
networks need to be smarter and more flexible than previous generations due to,
among other issues, intermittent heat supply. However, smart metering and actuator
technology allow for new control strategies and data driven modeling frameworks
to be implemented.

The 5th Generation The 5th generation is perhaps a case of unfortunate naming
procedures. Rather than being a strict progression from the 4th generation (which is
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still not necessarily the current generation of technology), the 5th generation con-
cerns a rather different setup entirely [Lund et al., 2021]. The term 5th generation
typically refers to a form of ultra-low temperature network which supplies both heat
and cold by utilizing bidirectional heat flow. In this setup, prosumers in the network
can utilize water in the colder side of the network for cooling, and pump it into
the warmer side, or use water from the warmer side and pump it into the cooler
side. As the water is generally never of sufficiently high or low temperature to use
directly for its intended purpose, each prosumer connected to this system is fitted
with additional heat pumps [Lund et al., 2021].

3.2 Control of District Heating Networks

This section details the necessary background to understand the control systems
which operate existing district heating networks. This is followed by new trends
and developments in research on controlling district heating networks.

Control of Current Generation Networks

The majority of existing district heating networks are controlled by four indepen-
dent control loops; heat demand control, flow control, differential pressure control
and supply temperature control [Frederiksen and Werner, 2013; Vandermeulen et
al., 2018].

The first two control loops are situated in customers’ buildings. Heat demand
control decides how much heat is used in the building, dictated by domestic hot
water usage, as well as radiator valve settings. Flow control decides the flow rate of
hot water going through the primary side of the building’s substation. This is gener-
ally performed by a control valve, set to track a target temperature on the secondary
side of the heat-exchanger. See Figure 3.2 for reference. If the water circulating on
the secondary side of the heat-exchanger is too cold, the valve opens up to increase
the primary-side volume flow rate. This process is typically governed by a PID con-
troller. The set-point temperature for the PID controller is typically proportional to
the outdoor temperature, which is the main disturbance acting on the building. The
only measurements of consumer activity in these networks are typically supply-
and-return temperatures at the substation level, as well as the associated flow rates.
These measurements are generally not used for modeling or for control actuation
and design. Rather, these measurements are used to calculate the energy consump-
tion to be used for invoicing.

Differential pressure control and supply temperature control on the other hand
are control loops governed by the network operator. Supply temperature control
decides the temperature of the water supplied to the network and is typically an
open-loop schedule based on the expected load for the coming day. The differential
pressure control loop decides the pumping activity of the circulation pumps at the
production facility. This control loop typically uses measurements of differential
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pressure at the peripheral parts of the network. If this value drops too low, the flow
control loop of the consumers will not work, as the consumer can only open their
control valve up to a certain maximum point. Early research on control of district
heating networks has often focused on these control loops which concern the heat
production, e.g., [Benonysson et al., 1995].

The control strategies concerned in this thesis mirror and build on this existing
infrastructure, in particular considering variations of the flow control loop. There
are advantages of this approach: The present control structure is well proven in
practice and hence stands the test of real-world deployment. Rather than fully re-
jecting the current structure in favor of a fully novel approach, introducing modular
improvements to the system may increase the ease of implementation. Furthermore,
the present control structure is already fully decentralized in terms of the flow con-
trol loop. Building on top of this architecture can allow partial preservation of this
advantageous structure.

Research Trends in District Heating Control

The opportunities and challenges posed by transitions to 4th and 5th generations
of district heating networks have sparked new research in district heating network
control. The challenging multi-agent setting, and the seemingly "friendly" dynam-
ical properties that allow scalable control architectures has led to a recent increase
in interest in district heating networks within the control systems community. These
include works focusing on modeling and stabilizing control of hydraulics [De Persis
and Kallesge, 2008; De Persis and Kallesge, 2011; De Persis et al., 2014; Strehle et
al., 2021; Strehle et al., 2022; Strehle et al., 2024; Machado et al., 2022a; Jeeninga
et al., 2023], thermodynamics [Machado et al., 2023; Ahmed et al., 2023; Sibeijn
et al., 2024; Simonsson et al., 2024a; Simonsson et al., 2024b], or both [Machado
et al., 2022b]. These works have produced an impressive list of results in terms
of passivity properties of the open-loop systems, and decentralized control solu-
tions which stabilize desired system equilibria. However, a common assumption
between the works which concern hydraulics is that the set of feasible volume flow
rates is unbounded. This is implicitly assumed by considering pumps as ideal pres-
sure sources without limitations. While this assumption is reasonable for analyz-
ing the stability of the system under nominal operation, an extension is needed to
understand how hydraulic capacity-constraints affect the system when the pumps
are limited. Furthermore, all of the above works which focus on hydraulics except
[Jeeninga et al., 2023] explicitly consider the case where each individual consumer
substation is fitted with a pump. This corresponds to the type of configuration found
in the 5th generation of district heating networks but is not typical for a majority of
existing infrastructure. While this 5th generation scenario offers interesting control
challenges due to the large number of actuators, systems within current generations
of technology are still not fully understood.

Three of the five papers in this thesis concern actions which redistribute the
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flow rate in the system in some fashion. Any such method which alters the nomi-
nal load pattern of the consumers is typically denoted demand response. This is a
field of research which has recently grown in popularity within the district heating
community, with several real-world implementations e.g., [Sweetnam et al., 2019;
Ala-Kotila et al., 2020; Karasu et al., 2024]. These works do typically focus on
technology in between the 3rd and 4th generation of district heating, such as is
the focus of this thesis. However, unlike the literature originating from the control
theory community, there is little focus on understanding exploitable properties for
feedback solutions. Rather, these works tend to focus on detailed models, and price-
based or optimization-based solutions, e.g., [Cai et al., 2020; Capone et al., 2021;
Chaudhry et al., 2024]. For further details on demand response in district heating,
see the review paper [Guelpa and Verda, 2021].

3.3 Hydraulic Models

In the following section we will discuss typical modeling procedures for district
heating hydraulics. This entails models for the individual hydraulic components
(e.g., individual pipes) and how to put these components together to analyze the
network as a whole. Furthermore, we will discuss data-driven tuning of hydraulic
models, as well as hydraulic constraints which limit the flow rate capacity in these
systems.

Hydraulic Components

The most common way to model a district heating network is as a directed graph
G =(V,&), see for instance [De Persis et al., 2014; Machado et al., 2022b; Strehle et
al., 2024]. Here the edges £ represent components such as valves, pipes and pumps,
and the nodes V represent intersections of edges. Each node v € V is associated
with a pressure p;. Each edge e € £ is in turn associated with a volume flow rate g,
along the direction of the edge. This thesis concerns networks consisting of three
types of components: pipes, valves and pumps. Most hydraulic models are built on
the following common assumptions:

ASSUMPTION 1
The water circulating in the network is in a liquid state and is incompressible. The
density of the water is approximately constant. There is negligible leakage.

Under these assumptions, we can model the individual components as follows.

Pipes Consider one edge e € £ representing a pipe, leading from node i to node ;.
A dynamic relation between the volume flow rate g, through the pipe, and the nodal
pressures p; and p;, can then be constructed through the control volume approach
which yields a model on the form [De Persis et al., 2014]:

JeGe = —5¢8(qe) + pi — Pj-
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Here J, corresponds to the inertial mass of the water in the pipe. The term s.g(g.)
models frictional losses in the pipe through the strictly monotonically increasing
function g, and a positive resistance parameter s.. The parameter s, is unique to pipe
e, whereas in this thesis we consider a shared function g to model all pipes. When
considering a holistic view of the district heating network, the hydraulic transients
are much faster than temperature dynamics. Therefore, this thesis concerns static
models where g, = 0:

Pi—Pj = 5e8(qe)- G3.D
Furthermore, the resistive component s.g(g.) is typically modeled using the Darcy-
Weisbach equation [Frederiksen and Werner, 2013, p.442]. In this case

_ Sfd,epr
PimPi= Taeps
e

where D, is the diameter of the pipe, p,, is the water density, L is the length of
the pipe and fj . is the Darcy friction factor. This factor varies with the Reynolds
number and hence flow rate of the water but is often assumed constant in works
concerning modeling and simulation of district heating networks (see e.g., [van der
Heijde et al., 2017a; De Persis and Kallesge, 2008; Machado et al., 2022b]). This
assumption holds well when the water is turbulent [Frederiksen and Werner, 2013,
p.442].

The Darcy-Weisbach model (3.2) can be compared to (3.1) by identifying s, =

8fd.ePwL
~ops and g(qe) = gelge|-

Note that consumer substations as depicted in Figure 3.2 typically consist of
piping, a heat exchanger, and a valve, in series. The heat exchanger induces fric-
tional losses in the same way that a pipe would and is therefore typically modeled
with the same type of model as a pipe.

'Qe‘Qe‘> (3.2)

Valves The relation between volume flow rates and pressures for valves is often
modeled as static, as the volume of water contained within the valve is relatively
small. We model valves e € £ by

Pi—Ppj= eek(qeyue)- (3.3)

Here u, denotes the controllable valve position, and 6, is an edge-specific, positive
resistance parameter similar to s, for pipes. The continuous function k(g.,u.) is
strictly monotonically increasing in g, as higher flow rates increase pressure losses.
It is strictly monotonically decreasing in the valve position u,, representing that
opening the valve decreases the resistance. The valve position is bounded due to
physical limitations. We here consider the bounds u, € ]0, 1].

As u, approaches fully closed, k satisfies that lim,,,_,¢ k(ge, 4, ) = e for any ¢, >
0. This corresponds practically to removing this edge from the network. Consider
as an example a valve with linear characteristics:

1
pi_szee'ﬁ'Qek]eL (3.4)
e
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3.3 Hydraulic Models

Linear valve characteristics are common in both district heating networks and pro-
cess control [Frederiksen and Werner, 2013; Higglund, 2023]. They are called "lin-
ear" as, given a constant pressure p; — p; over the valve, the flow rate g, becomes
linear in the valve opening u,.. This can be shown by assuming a positive pressure
pi — pj > 0 and rearranging (3.4):

de=u Pi—PDj
e e Ge .
Pumps Lastly, pumps are the sources of pressure in the network. In many works,
pumps are simply modeled as ideal pressure sources [De Persis and Kallesge, 2008;
De Persis and Kallesge, 2011; De Persis et al., 2014; Strehle et al., 2021; Machado
et al., 2022b; Machado et al., 2022a; Jeeninga et al., 2023], i.e., for a pump e € £
directed from node i to node j,

Pi—DPj= —Ue,

where u, is the pressure generated by the pump. Another approach is to model the
pump through a pump head curve, where the generated pressure changes depending
on the operating frequency r, of the pump [Wang et al., 2017]. For a an e repre-
senting a pump, from node i to node j, an example of such a pump curve model
is

pPi—Pj= CICIe|Qe| —C2Fe _03’%

where ¢, ¢20 and ¢30 are positive parameters and r, € [0, 1]. However, the valve
curve model can equivalently be viewed as an ideal pressure source connected in
series with a pipe. This is found by simply choosing r, appropriately by imposing
Core +C3I’Z = Up.

Hydraulic Circuit Properties

We will now assemble the individual components in order to analyze the hydraulic
properties of the full network. This thesis focuses on district heating networks that
have certain structural properties:

ASSUMPTION 2

The supply-and-return networks in the district heating network are tree-structured
and their topologies are identical. They contain only pipe-edges. There exists only
one pump in the network, corresponding to a heat plant. This pump-edge connects
the supply-and-return networks. Each other connection between the supply-and-
return networks represents a valve.

Furthermore, we choose as convention and without loss of generality that the pump
is directed from the return network to the supply network, valves are directed from
the supply network to the return network, and pipes are directed away from the
pump in the supply network and towards the pump in the return network. Figure 3.3
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Chapter 3. District Heating and Cooling Networks

shows a schematic of a network which satisfies these qualities. Under these assump-
tions, there are several useful relations that can be formulated. Firstly, by removing
the set of consumer valves which we can denote C from &, the remaining graph
forms a spanning tree. By reintroducing any of these valves into the spanning tree,
a fundamental loop is formed, which necessarily contains the pump. This property
means that the flow rates g., V¢ € C, become independent values. Let the notation
g without subscript denote the vector of these values. For instance, in the example
of Figure 3.3, ¢ = [q1,. .. 7q4]T. With this definition, g also corresponds to the set
of flow rates which dictate the heat that is delivered to the consumers and hence
lies at the heart of the topic of this thesis. Furthermore, under the assumption that
there is no leakage in the network, we can introduce the following two fundamental
concepts, analogous to Kirchhoff’s circuit laws:

DEFINITION 3
(i) The sum of all flow rates leading in and out of each node v € V must be 0.

(ii) In traversing any loop in the network, the sum of pressure differences over
each edge in this loop must be 0.

Definition 3 (i) can be used to show that for all edges e € &, the flow rate g, can be
found linearly as
=Y l(ei)qi, Vee& (3.5
ieC
where [(e,i) = 1 if e lies in fundamental loop i and I(e,i) = 0 otherwise. For in-
stance, in the example of Figure 3.3 we find that g2 = g3 + g4. Furthermore, by
utilizing (if) on the fundamental loops of the network, we find that

APpump = Z 5e8(qe) + 6ik(gi,u;), VieCl. (3.6)
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Figure 3.3 A schematic of a district heating network, exemplifying the circuit-theoretical
concepts employed to model district heating networks. The consumers are represented by
valves, drawn as dotted edges 1-4. Edge 5, drawn in solid black, represents the pump. The
supply-and return networks are represented by red edges 6-12 and blue edges 13-19 respec-
tively. The green highlight displays the fundamental loop associated with edge 2. The figure
is based on Figure 1 of Paper V.
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3.3 Hydraulic Models

where Appump is the differential pressure over the pump, and £; denotes the set of
pipes which are part of fundamental loop i. Hence in steady state, given a set of
valve positions and a differential pressure actuated at the pump, the resulting flow
rates g delivered to the consumers is the solution to the combination of (3.5) and
(3.6).

Tuning of Hydraulic Models

There are several advanced control techniques that benefit from an explicit model of
the hydraulic network. Examples include MPC controllers as introduced in Chapter
2, but also the model-based controller introduced in Paper I of this thesis. In this
context, tuning a hydraulic model entails finding values of the parameters s, and 6,
in (3.1) and (3.3) which match the observed behavior of the system. Several works
considering such parameter estimation have been published in recent years [Wang
et al., 2018; Liu et al., 2020; Luo et al., 2022; Zheng et al., 2024]. However, these
studies have typically not been performed with control of flow rates in mind. These
works typically assume that the differential pressure over each consumer substation
can be measured and therefore the hydraulic properties of the consumer can be
disregarded in the modeling effort. This means that no effort is placed on modeling
the valves which regulate the flow rate. From a flow control perspective on the other
hand, understanding the hydraulic behavior of the valves is key. This is the topic
of Paper V of this thesis, where hydraulic parameter estimation is performed in a
laboratory environment.

Hydraulic Capacity-Constraints

The flow rates ¢, and hence the feasible heat loads which can be delivered to the
consumers, are bounded. This becomes evident by investigating the fundamental
loop relations (3.6). Consider first that Appymp is upper bounded by some maximum
pumping activity Appis,. Note that both g and k are monotonically increasing in
the volume flow rates g. Hence an increase in the flow rates ¢; and g, must be met
by a corresponding increase in the valve position u;, which reduces the pressure loss
over the valve k(g;,u;). However, the valve can only be opened to a limited extent,
at which point the valve cannot be used to reduce this pressure loss further. Hence,
given the bounds on the pump activity Appump and the valve positions u, there is a
bounded set Q of flow rates ¢ € Q which can be delivered to the consumers. This
bound implies that under peak load conditions in the network, it can be impossible
to distribute the necessary heat to the consumers, i.e., the central topic of this thesis.

One of the key results of Paper I of this thesis is establishing that this set Q is
convex in the context of line-structured networks under common model assump-
tions for g and k. We will here informally show a minor extension of this result to
the tree-structured case as described in the above section, based on the same form
of relaxation as (16)-(17) as in Paper 1. Consider relaxing the fundamental loop
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relations (3.6) to find

Appimp = Z 5e8(qe) + 6ik(gi, 1), VieC. 3.7

ecLl;

Here, g, is a positive sum of elements in g according to (3.5). Hence under assump-
tion that ¢ > 0, and assuming that g and k are convex in ¢, for positive values of
q. and g;, the set of g which satisfy (3.7) is convex. Consider any g which satis-
fies these convex constraints (3.7). As k(g;,u;) — o= when u; — 0, there must exist
a pump pressure Appump < Appir, and corresponding feasible valve positions u
which satisfy (3.6) exactly. Hence there exists a feasible configuration of the pump
and valves which actuate this flow rate q.

These constraints on ¢, which are induced by the frictional pressure losses in
the network, cause operational issues sometimes referred to as bottlenecks [Brange
et al., 2019]: Under peak load conditions, it becomes difficult to provide sufficient
flow rates to certain parts of the network, i.e., the main topic of this thesis. While
this is a problem which already occurs in the current generation of district heating
systems, it can potentially become even more important in 4th generation district
heating networks when supply temperatures are lowered [Brange et al., 2019]. This
is because, if the consumers cannot use the lower temperature water as efficiently, a
higher flow rate is required in order to provide an equivalent heat load.

3.4 Thermodynamic Models

This section will cover thermodynamic modeling for district heating networks. We
will first discuss modeling of the water temperatures in the network pipelines which
is not a topic of focus in this thesis, followed by the modeling of temperatures
in buildings connected to the network. It is common to partition the modeling of
hydraulics and thermodynamics in the network into two layers, as we do here. This
is generally justified by the time-scale separation between these two topics.

Network Models

The temperature of the water in the pipelines varies with many factors. The supply
network temperatures change depending on the operation of the heat sources and
losses to the ambient temperature. Furthermore, temperature fronts in the network
will propagate according to the corresponding flow rates. There are also convection
effects in the water, dissipating the heat. Additionally, the return temperature at
each consumer substation depends on several factors connected to the substation
itself. This involves the water temperature and flow rate on the secondary side of the
heat exchanger. A full model involving all of these properties necessarily becomes
complex. Therefore, it is a standing assumption in this thesis that the temperatures
in the supply and return networks are constant in time. This assumption is clearly a
simplification and is made in order to enable mathematical analysis and conclusions.
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3.4 Thermodynamic Models

Future studies where thermodynamic models are included can build on existing
literature on thermodynamic simulation [Simonsson et al., 2024a; Simonsson et al.,
2024b] and analysis of dynamic properties [Machado et al., 2022b; Machado et al.,
2023; Sibeijn et al., 2024].

Building Models

This thesis concerns understanding how buildings are affected by insufficient heat
supply under large disturbances. For this purpose, thermodynamic building mod-
els are required. A common approach to modeling thermodynamics in buildings is
through the use of RC-models. These models play a thermodynamics counterpart to
electrical circuits composed of resistors and capacitors. In this form, the building is
represented by a set of temperatures 7;, i = 1,...,k, representing k different com-
ponents. Note that in this section we are only describing one building. Hence the
indexing in this section no longer refers to the different buildings in the full network,
but rather to components in one individual building. The temperature 7; could be the
temperature of a wall, a room, a radiator, or another component of the building. Each
such component has a thermal mass C;, corresponding to a capacitance in the elec-
trical counterpart. If two components in the building are connected, say two rooms
with temperatures 7; and 7; connected by a wall, then the heat transfer between
these components is represented by a resistance R; ;. The resistances form a lumped
representation of heat transfer in the form of both conductance, convection and ra-
diation (where the nonlinear parts of the latter are assumed negligible) [Frahm et al.,
2022]. In literature concerning modeling and control of buildings, one can find nu-
merous examples of this type of model being employed [Bacher and Madsen, 2011;
Saletti et al., 2022; Frahm et al., 2022; van der Heijde et al., 2017b]. Depending on
the application, one can establish models of varying complexity, ranging from mod-
eling the temperature in individual walls, radiators and rooms [Bacher and Madsen,
2011] to lumping the thermal energy of the entire building into one state [Saletti
et al., 2022]. In essence, a model of this form would look as follows. The dynamics
of each temperature state is given by

. 1 1
Cli= Y, = ([=T) = 5— (= To) + P
jeN(i) 1,] 1,ext

Here M is the set of all other model components directly connected to component i.
In the case where state i is connected to the exterior, T;‘%Tel“ denotes the heat transfer
1,eX

between state i and the exterior. Finally, P; denotes direct energy injection into state
i, for instance through the substation heat exchanger. To exemplify further, Paper I

of this thesis utilizes a model with two temperature states T, and Ty representing
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the indoor temperature and the temperature of the water in the radiator system:

. 1 1
CinTin: E(Ths_Ti )"’Ri(Text_Ti )
N ext

ChsThs = L (Tm - Ths) +P
Ry

Here the interior temperature is affected by heat injection from the heating system

and heat losses to the exterior. The heating system temperature is affected by the

heat transferred to the interior, and the heat injection P delivered to the building

through the substation heat exchanger:

P =cppyTrg

where ¢, is the specific heat capacity of water and p,, is the water density, assumed
to be constant. Ty is the difference in water temperature between the supply and
return layers on the primary side of the heat exchanger and ¢ is the volume flow
rate on the primary side of the heat exchanger. The relation between P and ¢ is in
general not linear, and the level of nonlinearity varies with the sizing of the heat ex-
changer. In practice, this means that the difference between supply temperature Ty,
and return temperature Ty varies with the volume flow rate. However, substation
heat exchangers are often generously sized, making the relationship close to linear
[Frederiksen and Werner, 2013, p.401], which is the assumption maintained in this
thesis.
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4

Contributions

In this chapter, the five publications and their contributions which make out this
thesis are presented. Section 4.2 lists two additional papers by the present author
which are excluded in order to improve the overall coherence of the thesis.

A Note on Notation The notation is not consistent between all five papers. This
is largely but not exclusively due to the different target audiences to which the dif-
ferent papers were directed. Papers I and V were published in journals for energy
research, whereas Papers I, III and IV were aimed towards a control theory au-
dience. Therefore, the reader is referred to the notation-section of each paper for
clarifications.

4.1 Included Papers

Paper |
F. Agner et al. (2022). “Combating district heating bottlenecks using load
control”. Smart Energy 6. 1SSN: 2666-9552. DOI: 10 . 1016/ j . segy .
2022.100067

Scientific Summary In this paper, we characterize the constraint on district heat-
ing flow rates in the context of the current generation of district heating networks.
As discussed in Section 3.3, the flow rates which can be delivered to the consumers
are constrained. Denoting these flow rates ¢, we can say that ¢ € Q. Under a typical
Darcy-Weisbach model formulation for pipes, we find that the set Q for a line-
structured district heating network is convex and parameterized by the hydraulic
parameters of the network components. This corresponds to the values of s, and 6,
in (3.1) and (3.3).

We exploit the convexity of Q for scalable control design, where the heat load
in the system is coordinated via a central optimization algorithm. This allows the
heat to be distributed in a more fair fashion than in the scenario where each agent
locally decides their heat load freely. This is demonstrated through a simulation.
This chronologically first paper sets the stage for the later manuscripts in this thesis.
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Chapter 4. Contributions

Author Contribution F. Agner derived the result that Q can be expressed as a
convex set, proposed the final coordinating control strategy, and developed the sim-
ulation. P. Kergus contributed to writing the first manuscript draft. The whole au-
thor group contributed to scientific discussions during the project and editing of the
manuscript.

Paper Il
F. Agner et al. (2023b). “Anti-Windup Coordination Strategy Around a Fair
Equilibrium in Resource Sharing Networks”. IEEE Control Systems Let-
ters 7, pp. 2521-2526. 1SSN: 2475-1456. DOT: 10.1109/LCSYS. 2023.
3287252, ©2023 IEEE. Reprinted with permission.

Scientific Summary Paper 1 leaves open the question if coordination between
the agents can be imposed without requiring an explicit model of the network
hydraulics. In this paper, we approach this problem by considering a multi-agent
model on the form

X=—x-+Bsat(u)+w 4.1)

akin to Example 3. Here each entry of x corresponds to the state of one agent, to
be regulated to zero. w is a large, constant disturbance and B is an M-matrix. This
matrix B is not explicitly known to the control designer. We propose a control-
strategy where each agent uses a local PI-controller, with a coordinating rank-one
anti-windup term. This becomes a variation of the PI-controller (2.4) where, for
each agent i, the controller takes the form

zi=xi+B17dz(u) (4.22)
ui = —kfx—klz. (4.2b)

The coordination between the agents is here imposed through the term $17dz (u),
where B is a positive gain. Recall that 1 denotes a vector of all 1’s.

We establish a closed-form expression for disturbances w for which the pro-
posed closed-loop system admits an equilibrium. This occurs when w is approxi-
mately parallel to 1, i.e., the disturbance acts similarly on all agents. Most impor-
tantly, such equilibria are fair, in the sense that they minimize the objective ||x||«.
We furthermore demonstrate passivity of the closed-loop system in the linear do-
main where sat (1) = u.

Author Contribution The model structure and controllers of this paper were de-
veloped by F. Agner, under discussions with P. Kergus, L. Zaccarian and S. Tar-
bouriech. The final anti-windup compensator was suggested by S. Tarbouriech as
a simplified version of an initially more complicated, dynamic version suggested
by F. Agner. L. Zaccarian contributed significantly to the results regarding equilib-
rium existence, and proposed the theoretical connection to buffer networks, e.g.,
the paper [Bauso et al., 2013] and following works. F. Agner derived the theoretical
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4.1 Included Papers

statements in the paper, along with their associated proofs and developed the simu-
lation of the paper. A. Rantzer provided the proof of linear domain passivity of the
closed-loop system. The initial manuscript was written by F. Agner with assistance
from P. Kergus. Subsequent editing was mainly performed by F. Agner and assisted
by all co-authors.

Paper Il
F. Agner et al. (2024a). “Decentralized PI-control and anti-windup in re-
source sharing networks”. European Journal of Control, p. 101049. 1SSN:
0947-3580. DOI: 10.1016/j.ejcon.2024.101049

Scientific Summary This paper complements Paper II by considering the same
form of system model (4.1) and basic controller structure. The system model is
slightly extended to consider a scaling factor on the stabilizing term, i.e.,

X = —apx;i+Bjsat(u) +wi, Vi=1,....n 4.3)

This paper also extends the model from considering only sat(-) to a richer class
of nonlinear functions. In this paper, unlike Paper II, the considered control law
requires no coordination between the agents. The PI-controllers of the agents are
designed with fully decentralized anti-windup compensation and take exactly the
form of the (2.4). This control strategy requires no communication between the
agents neither in design nor actuation. This strategy resembles the form of con-
troller typically used in current generation district heating systems. We show that
this strategy globally, asymptotically stabilizes a unique equilibrium, and that this
equilibrium minimizes a weighted objective ||I'x||;. Here I is a diagonal matrix
which depends on the properties of the matrix B, and the individual stabilizing pa-
rameters a;. This result highlights a class of problems where the fully decentralized
strategy cannot be outperformed by more complex controller options.

Author Contribution The main concepts of this paper build on the results of Pa-
per II, and hence the conceptualization should be accredited to the same discussions
between F. Agner, P. Kergus, L. Zaccarian and S. Tarbouriech. F. Agner proposed
analyzing the fully decentralized anti-windup compensator. F. Agner developed the
theoretical results of the paper, with assistance in conceptualizing and validating
the proofs from J. Hansson. A. Rantzer suggested the change of variables which al-
lowed the proof of global, asymptotic stability. F. Agner wrote the initial manuscript
version and the included simulation. All authors contributed to manuscript editing.

Paper IV
Submitted to Automatica November 20th, 2024. Preprint available: F. Ag-
ner and A. Rantzer (2024). On Pl-control in capacity-limited networks.
arXiv: 2411.14077 [eess.SY].

43


https://doi.org/10.1016/j.ejcon.2024.101049
https://arxiv.org/abs/2411.14077

Chapter 4. Contributions

Scientific Summary This paper extends the results of papers II and III. The same
two controllers are considered, but now in a setting where the agents are inter-
connected through a fully nonlinear function b. This corresponds to a variation of
Example 3, where the M-matrix is now replaced by the nonlinear function b:

X = —aix;+bi(sat(u)) +w;, Vi=1,...,n. “44)

The function b is assumed to have similar input-output properties as an M-matrix,
corresponding approximately to negative off-diagonal properties of b, and (iv) of
Proposition 1.

The extension to this nonlinear setting is crucial for representing models of dis-
trict heating hydraulics, such as considered in Paper I. We are able to extend the
main results of stability, equilibrium existence and equilibrium optimality from pa-
pers II and III to this nonlinear setting. Finally, the two considered control strategies
are demonstrated in a simulation of a district heating network.

Author Contribution All theoretical results of the paper were proposed and
proven by F. Agner, with guidance and suggestions from A. Rantzer regarding sim-
plifications and exposition of the results. F. Agner developed the simulation in-
cluded in the paper. The manuscript was authored fully by F. Agner, with input and
guidance from A. Rantzer regarding disposition and notation.

Paper V
F. Agner et al. (2024b). “Hydraulic parameter estimation for district heat-
ing based on laboratory experiments”. Energy 312, p. 133462. I1SSN: 0360-
5442. DOI: https://doi.org/10.1016/j.energy.2024.133462

Scientific Summary This paper concerns experiments for identification of hy-
draulic model parameters, i.e., pipe resistances s and valve curve parameters 0
as per Section 3.3. Such models are important for advanced control, simulation
and analysis of district heating systems. For instance, such a model is central to
the proposed method of Paper 1. The experiments were performed in the Smart
Water Infrastructure Laboratory in Aalborg, Denmark. Here we extended the fully
theoretical framework considered in [Agner et al., 2023a], and suggested model im-
provements to capture real-world complications in the form of unknown valve curve
characteristics and valve hysteresis. The experimental data was also published in an
openly available repository for future studies.

Author Contribution F. Agner planned and performed the experiments in this pa-
per with technical assistance from C.M. Jensen and C.S. Kallesge. The subsequent
modeling and parameter estimation was performed by F. Agner, in discussion with
the whole group of authors regarding model improvements and design. The initial
manuscript was authored by F. Agner, with assistance in writing the description of
the laboratory equipment from C.M. Jensen. Editing of the manuscript was per-
formed by the full group of authors.
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4.2 Additional Publications

4.2 Additional Publications

The following publications and works in progress were excluded from the thesis to
improve the disposition and coherence.

Excluded Publication |

F. Agner et al. (2023a). “Hydraulic Parameter Estimation in District Heating Net-
works”. IFAC-PapersOnLine. 22nd IFAC World Congress 56:2, pp. 5438-5443.
ISSN: 2405-8963. DOI: 10.1016/j.ifacol.2023.10.194

Excluded Publication Il

F. Agner et al. (2024c). “A data-based comparison of methods for reducing the
peak flow rate in a district heating system”. Smart Energy. ISSN: 2666-9552. DOTI:
https://doi.org/10.1016/j.segy.2024.100168. In press.
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5

Conclusion

This thesis addresses control of capacity-constrained networks. The results are
grounded in the application of district heating networks. In this context, the capacity
to deliver heat to consumers is limited by hydraulic constraints.

We demonstrate how the feasible volume flow rates in a line-structured net-
work are convex. This result can rather trivially be extended also to tree-structured
networks. The convexity of this constraint was utilized to formulate a load coordi-
nation strategy to provide a fair allocation of system flow rates. For this purpose, an
explicit hydraulic model of the system is required. This thesis demonstrates in a lab-
oratory environment how parameters for such a model can be estimated from oper-
ational data. Future works could employ such an explicit hydraulic model for more
advanced control strategies, such as model predictive control. Outlooks for future
work also include investigating the conditions under which the set of feasible flow
rates remains convex, even under meshed network structures, and structures which
involve decentralized pumping. This decentralized pumping structure is likely to
become more common with the transition to future generations of district heating.

While data-driven hydraulic modeling is considered in this thesis, maintaining
a model of a full district heating network consisting of consumer agents counted
in the hundreds or thousands remains a challenging task. The challenge further in-
creases if the aim is to use this large and complex model for designing the controller
of each individual agent. Hence this thesis also considered control structures that do
not explicitly use such a model but rather exploit expected input-output proper-
ties of the agent interconnection. In particular, the thesis considers two forms of
proportional-integral control, using either fully decentralized anti-windup compen-
sation, or a form of coordinating anti-windup action which balances the control
actions of the agents. This thesis demonstrates that such an approach can be glob-
ally asymptotically stable in the fully decentralized case, and that the closed-loop
equilibria to these closed-loop systems will be optimal. This is in the sense that the
decentralized and coordinating control strategies minimize objectives J(x) of equi-
librium control errors, in the form of J(x) = ||Tx||; and J(x) = ||x||- respectively.
Here I' is a diagonal matrix embodying certain system parameters. The considered
design goal of asymptotically minimizing these objectives could be extended in fu-
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ture works. In the district heating setting for instance, a popular consideration is
introducing load flexibility over time, to increase or decrease demand peaks in the
network.

This thesis has completely omitted the analysis of thermodynamics in the net-
work, which clearly are affected by changes in flow rates. A first step towards bridg-
ing this gap could be to extend the results of Paper IV to time-varying interconnec-
tions between the agents. In this sense, the thermodynamics would not be explicitly
modeled but rather assumed to vary within a bounded rate. Another reasonable step
would be to evaluate the proposed control methods of this thesis in more high-
fidelity simulations.

More detailed building models than what is considered in papers II- IV are nec-
essary in order to move towards practical applicability. In a real building, more than
one temperature state is clearly necessary. Furthermore, the actual indoor tempera-
ture is rarely used directly for feedback in the control loop governing the flow rate.
Rather, the flow control loop typically utilizes measurements of the temperature in
the building heating system, which itself is governed by e.g., thermostatic valves.

The coordinating controller subject to papers II and IV can be developed further.
With the current implementation, equilibrium existence is not guaranteed for certain
disturbances. What can occur is that the controllers of two (or more) different agents
wind up in different directions (positive and negative), which will be invisible in
the coordination term 1'dz (). Simple, heuristic extensions of the coordination
rule can solve this issue (e.g., if agent i is currently leveraging maximally negative
control action (dz (u;) < 0), they ignore positive values of the coordination term
1"dz (u) > 0. However, such approaches can introduce new complications, such as
cluttered notation and complicating the analysis of equilibrium optimality.

In the transition from papers II and III to Paper IV, an extension from linear
agent interconnections modeled by M-matrices to a fully nonlinear interconnection
was introduced. Only two assumptions beyond continuity were placed on this inter-
connection, corresponding roughly to properties found in M-matrices. In the case
of M-matrices, a whole list of equivalent properties can be listed, i.e., Proposition
1. It would be interesting to investigate such a list of equivalent properties in the
nonlinear domain as well. A list of such equivalent properties can be utilized as
a tool to investigate if a particular system falls under the assumptions of Paper I'V.
Furthermore, the explicit connection between these assumptions and district heating
hydraulics are not shown in this thesis. For tree structured networks, the assump-
tions can be proven to hold based on (3.6). This result is omitted from this thesis in
order to maintain novelty for a potential future publication.

This thesis concerns issues which would be interesting to view from a game-
theoretic perspective. Game theory is a common way to view systems where several
agents all interact and subsequently receive some utility from their shared interac-
tion. In this setting, one could consider market design mechanisms to incentivize
the fair distribution of the limited resource capacity. This stands in contrast to the
approach of this thesis, where the coordination between agents is not incentivized,
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but rather mandated.

On the topic of agent coordination, further work could also tackle the issue of
certain agents in the system redesigning their controllers to cheat the coordination
scheme. Such agents can perhaps trick the system into allocating more of the limited
resource capacity to them.

A significant outstanding issue is general stability guarantees for the coordinat-
ing closed-loop system analyzed in Paper II and IV. As the main author working
with these papers, I have performed a vast number of simulations that lead me to
believe that under reasonable assumptions on controller parameters, and assuming
the existence of an equilibrium, these systems are stable. However, a proof of this
statement is nonetheless not established at the time of writing this thesis.

Finally, a key take-away from this thesis: By leveraging an understanding of
system properties, complex control challenges can be tackled with simple feedback-
based solutions.
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Paper I

Combating District Heating Bottlenecks
Using Load Control

Felix Agner Pauline Kergus Richard Pates Anders Rantzer

Abstract

The 4th generation of district heating systems face a potential problem where
lowered water temperatures lead to higher flow rates, which requires higher
hydraulic capacity in terms of pipe and pump sizes. This increases the effect
of the already existing issue of hydraulic bottlenecks, causing peripheral units
(customers) to experience reduced flow rates. A coordinating control strategy
is presented in this work aimed at reducing the effect of such bottlenecks on
the comfort of customers. This is done by distributing the flow deficit over
many units rather than a few. Previous works mainly focus on MPC-structured
controllers that depend on complex system models and online optimization
techniques. This work proposes a method that requires little information about
models for individual units and minimal IT communication between control
systems. The proposed method is compared with a traditional control strategy
and an optimal baseline in a simulation study. This shows that the proposed
method can decrease the worst case indoor temperature deviations.

Reprinted, with permission, from F. Agner et al. (2022). “Combating district heating
bottlenecks using load control”. Smart Energy 6. ISSN: 2666-9552. DO1: 10.1016/
j.segy.2022.100067.
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Figure 1. Discrepancy in indoor temperature (red) between units connected to the grid.
When the outdoor temperature (dotted) becomes critically cold, units close to the pressure
source are able to maintain indoor comfort temperature while units far from the source are
not.
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1. Introduction

One important puzzle piece of the smart energy system of the future is the integra-
tion of a variety of energy sources and distribution methods. This allows harnessing
synergies and reducing the impact of stochastic fluctuations in energy supply and
demand [Mathiesen et al., 2015]. District heating systems have been shown to be
a powerful tool in this energy system, but research indicates that a transformation
of district heating from the old 3rd generation to a new 4th generation is needed.
An important characteristic of this emerging 4th generation that allows it to be in-
tegrated into the overall energy chain is reduced supply water temperatures which
would allow using previously untapped heat sources such as renewable sources and
industrial waste heat [Lund et al., 2014]. In theory, the reduction in supply temper-
ature should be accompanied by an equal drop in return temperature, leading to an
equal temperature difference and thus no alternation in the necessary flow [Lund
et al., 2018]. However, lowering the building return temperatures requires an im-
provement in space heating technology [Lund et al., 2017; Lund et al., 2018] and
if such is not the case there may be a reduction in differential temperature. This
leads to higher flows needed to distribute the same amount of power, implying that
the piping and pumping power of 4th generation district heating systems may have
to be dimensioned for higher capacity. This presents an additional cost. It also re-
duces the potential of retrofitting existing infrastructure for lower grid temperatures,
which otherwise may prove a cost-effective solution [Lund et al., 2018; Brange et
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al., 2019]. If the grid capacity is not dimensioned for higher flows, it may lead to
bottlenecks [Brange et al., 2019].Bottlenecks imply that the pressure losses in part
of the distribution grid are too high, leaving an insufficient differential pressure be-
tween supply and return pipes in subsequent parts of the network. This happens
when the water flow is too great for the dimensions of the piping. Buildings (units)
connected in these parts may find it hard to extract sufficient flows to keep indoor
temperatures at comfort level. In fact, this is not only a hypothetical problem in fu-
ture generations of district heating but is already a problem in currently operating
networks [Frederiksen and Werner, 2013]. This phenomenon arises under peak load
conditions, i.e. when the flows in the network are high, coinciding with when the
outdoor temperature is low. Figure 1 shows this problem, based on simulation which
will be explained later in this article. When the outdoor temperature becomes too
low, the indoor temperatures start to differ from each other. Buildings close to the
pressure source maintain comfort temperature while it becomes cold in buildings
further down the distribution line. Reducing the effect of bottlenecks could increase
robustness to low outdoor temperatures, in the sense that a drop in outdoor tem-
perature would cause reduced worst-case deviations in indoor temperature. Apart
from the possibility of reducing supply temperatures, this could also grant the pos-
sibility of extending existing networks, and designing larger new networks with less
concern for critical outdoor temperature and the influence this would have on cus-
tomer comfort. One approach to tackling this issue is through the use of demand
side management, as suggested in [Frederiksen and Werner, 2013; Vandermeulen
et al., 2018; Brange et al., 2019; Guelpa and Verda, 2021].

Demand side management is an umbrella term for different ways of altering the
demand of customers connected to a grid. There is a rich history of demand side
management in the power grid literature, but it has also begun making an appear-
ance in the district heating literature [Guelpa and Verda, 2021]. This article focuses
specifically on direct load control, i.e. directly altering and deciding the heat load
of customers. A common approach to direct load control is to use centralized op-
timization with the objective of minimizing some operational cost for the entire
network. For instance an optimization scheme was introduced in [Bhattacharya et
al., 2019] to improve fairness of heat distribution in a line network. As the opti-
mization problems tend to grow drastically with the number of connected units,
these methods can run into problems of scalability. Another approach is to have de-
centralized optimal controllers, such as in [Saletti et al., 2020], and then combine
their signals to compute desired heat production. However in this scenario there is
no coordination between the different units to ensure that they request a load that is
feasible.

To ensure that any enacted heat loads are within the system constraints, a good
model of the grid is needed. In practice, the considered distribution model depends
on the purpose of the model as well as the design of the network, as summarized in
[Sarbu et al., 2019]. Some works choose to disregard aspects of the constraints given
by the network such as pressure losses or time delays [Bhattacharya et al., 2019].
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One common approach to model flows and pressures of the network is to assume
that the specific heat load at each unit has to be met, and then using these loads to
calculate the flows realized in the network [Wang et al., 2017; Benonysson et al.,
1995; Larsen et al., 2002]. However this approach does not hold in the case where
the desired heat loads of each building cannot be met due to the corresponding flows
being too large for the network to handle. To the authors’ knowledge, there is little
work on describing the limits on the flows in the system.

This work is focused on understanding how bottlenecks can be combated
through direct load control, in such a way that the hydraulic constraints of the net-
work are taken into account and the control structure remains scalable for a large
number of connected units. The idea is to combine the increased ease of imple-
mentation of distributed controllers with the system-level benefits of a centralized
strategy. An important distinction to make is that many works on demand side man-
agement try to optimize some operational cost, e.g. cost of energy production units.
In this work we assume that the system operates at full capacity, and the objective
is simply to distribute the supplied energy fairly between customers.

The contribution of this work is in three parts;

1. formulating the constraints limiting the unit flows in a line-structured district
heating grid;

2. introducing a load coordination scheme that builds on the traditional control
architecture of district heating such that it should be easy to implement in
existing networks, and;

3. comparing two control architectures; traditional control and the aforemen-
tioned load coordination architecture, with an optimal baseline reference
through a simulation study.

The work is presented as follows: Section 3.1 introduces a mathematical formula-
tion of the problem. The notion of robustness to outdoor temperatures is introduced
here. Section 3 presents the mathematical models of the network and the units con-
nected to the network. Section 4 defines two different control architectures and an
optimal baseline reference, which are then compared in a simulation study described
in Section 5. The results and future work are finally discussed in Section 6.

2. List of Notation

Table 1 lists the notation used in this article. In addition to this table, three other
conventions are used:

* Vectors are noted with bold face, e.g. q denotes a vector of flows.

¢ Indices are used to reference elements of a vector or matrix. If the vector
notation already contains subset notation, these are separated by a comma.
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For instance, T;; refers to element i in the vector of comfort temperatures T..
M;; refers to matrix element of row index i, column index j.

Table 1. Table of notation used in this article.

Symbol | Description | Unit
J Cost function related to discomfort °Cs
T Temperature °C
T. Comfort temperature °C
Tin Indoor temperature °C
e Difference between indoor and comfort temperature °C
Ths Temperature of water in heating system °C
Text Outdoor temperature °C
Tsup Primary side supply temperature °C
Tret Primary side return temperature °C
t Time s
t Sampling time s
q Water flow kg/s
Q The set of admissible system water flows -
Cin Heat capacity of indoor area Jrc
Chs Heat capacity of water in radiator systems Jrc
Cy Specific heat capacity of water J/kg°C
Rext Heat resistance between building interior and exterior °C/W
Rhs Heat resistance between radiator system and building interior | °C/W
P Furnished heat power
A,B,,Bex; | Matrices defining the dynamics of simulated buildings -
Ap Differential pressure Pa
L Network loop -
F Network incidence matrix -
a Hydraulic resistance Pa/(kg/s)>
c Pump curve parameters -
r Pump frequency ratio -
0,0 Heating system temperature set-point parameters -
k Building P-controller gain kg/s°C
9] Flow set-point deviation kg/s
Y Coordination weight factor s°Clkg
A Coordination price factor -

3. Problem and System Formulation

This section formalizes the problem of this work. Part 3.1 puts the problem to be
solved in mathematical form. Part 3.2 presents the model of building temperature
dynamics and the union between buildings and the district heating grid. Part 3.3
explains the hydraulic model of the distribution network, dictating the constraints
on hot water flow in the system. Formulating these constraints in closed form con-
stitutes the first contribution of the article.
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3.1 Problem Formulation

The control problem of this work is to maintain comfortable indoor temperatures
in all buildings connected to a district heating network even under extreme distur-
bances in the form of low outdoor temperatures. The control signal deciding the
amount of heat furnished to each building i is the flow of hot water g; through their
substation. Mathematically, the problem is formulated as:

min J(T) (la)

q(%)

subject to T(ter1) = f(T(#), q(t), Text () (1b)
q#%) € Q. (Ic)

What this means is that we want to minimize some discomfort J related to the indoor
temperatures T in the connected buildings. These temperatures T evolve according
to dynamics f, which depend on the furnished flows q and the outdoor temperature
Text- This relationship f will be detailed in the next section, 3.2 and is in this work
modelled linearly. Lastly, the furnished flow q is limited by the capacity of the
distribution system. The set Q of flows that can be realized in the system is the
subject of Section 3.3.

The cost function J should capture the discomfort experienced by each cus-
tomer. To define this discomfort, consider the temperature deviation e;(#;) for each
unit i connected to the grid at each point in time #;. e;(#;) is the deviation between
the desired comfort temperature T, ; and the actual indoor temperature Tip ; ().

ei(tr) = Tei — Tin,i(tx) (2

The discomfort J; experienced by a unit during a time period ¢ = t1,f,,...,fx can
then be defined as

K
Ji=Y lei(ti)ts, 3)
k=1

where f; is the time in between times #; and #;, ;. Note also three candidates for
measuring the system-level discomfort, Ji, J» and J.:

K 1 N
h=Y N Y lei(n)z| “)
=0V =i
K 1 N
=Y 5z Llelwn? ©)
k=0 i=1
K
) ©)
k=0
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Here J; is a metric for the sum of discomfort experienced by all units, J; is a metric
for the total discomfort where larger units discomfort are penalized more, and J.. is
a metric for the worst discomfort experienced in the grid. The scenario we want to
avoid is for extreme discomfort levels to arise in any unit, and for this reason the
Jso-cost is the cost that will be used in the controller design of Section 4. The two
remaining costs, J; and J> will be used for evaluation as a point of reference.

REMARK 1

Some works also consider optimizing over the power required to actuate the flows
and temperatures in the grid and thus minimize the cost of running the system. For
instance [Saletti et al., 2020] consider the utilized pumping power and [Bacher
and Madsen, 2011] consider the electrical heating power in an adjacent problem
considering an electrically heated unit. In this work we don’t consider the cost of
running the system. As we are interested in fair distribution under extremely cold
situations, it is assumed that the heat and pumping power supplied to the system
will have to be at maximum capacity. The interest is rather in understanding how to
distribute this supplied power between connected units.

3.2 Buildings

Here we investigate the dynamics dictating the temperatures in each building, i.e.
the function f of (1b). With each building i, we associate two states T, ; and Ty ;,
representing the mean indoor temperature and mean temperature of heating system
circulating water respectively. This allows the construction of the following state
space representation:

, 1 1 1 1
CiniTini = — — Vi + —Thsi + —T, 7
in,i4in,i (Rext,i + Rhs,i) 1n,z+ Rhs,i hs,1+ Rext.i ext ( )
, 1 1
Chs,iThs,i = mTin,i T Ry, +FB, 3)

where Cj,; and Cy; is heat capacity of the building interior and heating system
respectively. P; is the heat power extracted from the primary side of the district
heating system. The heat energy flow between interior and exterior as well as be-
tween heating and system interior are proportional to the inverse of the heat resis-
tances Rexy; and Ry ; respectively. These types of models of varying complexity
have been used extensively in literature on modeling building temperature dynam-
ics,[Bacher and Madsen, 2011; Bhattacharya et al., 2019; Saletti et al., 2020], and
can be augmented to capture different levels of complexity. In this work, a simple
model of buildings is used, motivated by the interest in understanding the general
distribution of temperatures in a large set of buildings, rather than the details of one
individual building. The presented continuous time state space representation can
then be transformed into a discrete time representation of the system if a standard
zero-order-hold assumption is made for the inputs Tix and P,;.

63



Paper 1. Combating District Heating Bottlenecks Using Load Control

The heat energy, P,, extracted from the network is here assumed to be propor-
tional to the water flow through the primary side pipes of the building substation
and the temperature difference between supply and return pipes in the network,
(T@up - Tret):

P, = Cw(Tqup - Tret)%‘ ©))

where C,, is the specific heat capacity of water. In the simulations and analysis in
this work, the supply and return temperatures in the network are considered con-
stant. This simplification is made to simplify simulations and analysis. While these
temperatures are not constant in a real system, they are measured in building sub-
stations. As such, they could be included in the control strategy, where the now
constant values would simply be exchanged for measured values.

To simplify the equations above, we can gather the indoor temperatures of all
buildings into one vector T, and the dynamics can then be put on the following
linear form:

T(thrl ) = AT(tk) + qu(tk) + BextText(lk) (10)

REMARK 2

In this model we do not take domestic hot water use into account, much due to the
difficulty of including a realistic model of this usage. In a typical scenario, the flow
qi through each building would consist of two parts, one for space heating and one
for hot water usage.

3.3 Distribution Model

This part formulates the constraints on hot water flows in the distribution network,
the first contribution of this article. This corresponds to the set Q of equation (1c).
This work considers primarily a simple network architecture corresponding to a
line of N units, as seen in Figure 2. A central pump circulates the water through the
pipes, and each substation, with index i, has a control valve that it can use to regulate
the water flow g; through their substation locally. Associate with each pipe and valve
a hydraulic resistance a;(¢). a;(t) is constant for pipes and variable for valves, but
bounded below by a;(t) > a™" corresponding to a completely open valve. Note that
the hydraulic resistance of supply pipes will be denoted a,s-uP and for return pipes
art.

The following equations dictate the relation between flows and pressure head in
the network. For a pipe or valve i,

Api = ai(t)q}, (11)

where Ap; is the pressure difference between the entrance and exit points of the
component, caused by pressure losses due to friction [Frederiksen and Werner,
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2511 Qi ZZZ\LQ 4

Figure 2. Simple network structure with only one heat source. Here equation (13) has al-
ready been used to calculate the flows in the supply and return pipes as a function of the
substation flows g;. Loop N — 1 is illustrated with blue arrows.

2013; Wang et al., 2017]. For a pump j,

Apj = c1q; +ea,jr(t) +e3ri(1)? (12)
where ¢y j, ¢2,; and c3 ;j are pump parameters that denote the characteristics of a
specific pump, and r;(r) < 1 is the pump frequency ratio indicating the capacity at

which the pump is operating at.
Two laws apply to the flows and pressures in the network [Wang et al., 2017]:

(i) The sum of directed flows entering a node is 0, so that the volume of water in
a specific node does not change.

(i1) Traversing a loop of pipes in the network results in a zero net change in pres-
sure.

(i) can be expressed as
Fq(t) =0, (13)

where F is the incidence matrix of the network. The incidence matrix defines how
all the pipes in the grid are connected to nodes (connection points) in the network
and is defined as

1, pipe j leads to node i
F;j =4 —1, pipejleads away from node i (14)
0, pipe j is not connected to node i
When applied to the network in Figure 2, we see that the flows in the supply-and-

return pipes can be expressed as sums of the substation flows ¢;. The second con-
straint (ii) can be expressed as

Y, Api=0, (15)

i€l

where £; denotes the /th loop in the network, and Ap; is the pressure difference
along each edge that constitutes that loop [Sulzer Pumps, 2010; Wang et al., 2017].
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In Figure 2 we can identify N loops. Loop [ starts in the central pump, goes through
the supply pipes with resistances a;'", then through the valve of substation / with
resistance a;(), and then back through the return pipes with resistances a;'. The
net pressure difference along this loop is then

L, N 2
qi(t)ay (1) + Zl <a;uP +a§et> (Zéﬁ(ﬁ)
j= i=j

v 2
=c| (Zq,(t)) +cor(t) +esr(t)?, (16)
i=1

where the left expression is the pressure losses in the pipes and the right expression
is the pressure head generated by the pump. There are N constraints on this form,
one for each loop [ for / = 1...N. Any flow ¢ that satisfies the inequality

2
I N
wopep s 5 (67 a5) (a0
= =

N 2
<ci (ch(t)) +ortes (17)
i=1

can also be made to satisfy the equation (16), by choosing a significantly large r(z)
and a sufficiently large a;(¢). Therefore any flow that satisfies (17) can be actuated
with sufficiently high pumping power and local regulation of the valves and any
flow q that satisfies all of the N equations on the form (17) is feasible, i.e. q € Q.
Note that the equation (17) is convex in q (assuming c; negative). Therefore the set
Q, as the union of N convex sets on the form (17) and the constraints q > 0, is also
convex.

Q={qlq>0,q¢'Miq—c;—¢3<0,/=1...N} (18)
Ml = DTAD+E[7la;nin (]9)

Here D is an N by N upper triangular matrix of ones. A is an N by N diagonal matrix
with entries Ay | = a|* +al® — ¢y, A;; = ajuP +d'¥* for 2 < i <[ and 0 otherwise.
E;; is an N by N matrix of all zeros, except for the element /,/, which is a one.
This formulation makes M; an N by N positive semidefinite matrix since A and Ej
have only positive diagonal entries, and thus Q is a union of quadratic and linear
constraints, making it a convex set.

REMARK 3

The convexity of the set Q is connected to this specific grid structure, as the direction
of the flow in this network is obvious. Indeed a meshed network is not guaranteed
to enjoy this convexity of Q, making optimization over the constraints on q harder
to handle.
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REMARK 4

Further operational constraints could also be introduced to restrict q. For instance,
too large flows may cause damage to pipes, or generate noise. An upper flow limi-
tation could easily be added.

4. Control Strategies

This section investigates two potential control strategies, the traditional strategy
and the load coordination strategy. An optimal baseline comparison is also intro-
duced. The traditional architecture is where units are not connected through any
sort of IT communication, and are simply attempting to maintain their own indoor
temperature. In the load coordination architecture, the units calculate their desired
loads locally through the exact same method as the traditional architecture, but these
loads are then processed in a central computation and altered if they are not feasible.
The optimal baseline is an upper bound on performance given the cost defined for
the system. In this baseline it is assumed that a central unit has access to a perfect
model of the entire system, as well as a posteriori measurements of the disturbance.

REMARK 5

Night set-back is an additional part of control strategies common in for instance
Southern Europe. [Frederiksen and Werner, 2013] However, this work considers
primarily the Northern European situation where this practice is less common and
therefore it will not be considered.

4.1 Traditional Architecture

In traditional DH systems there is no IT communication between units in the net-
work. Each unit will greedily evaluate their own desired flow ¢; and actuate it
through their control valve. The central pump then ensures that the pressure dif-
ference between supply and return pipes in the network is high enough to allow
these control valves to actuate any desired flow. Traditionally, the control for each
individual building has been done through the following control loop: A tempera-
ture curve is calibrated for the building, where a reference temperature 7} ; is set
for the water circulating in the heating system, Ty ;. A controller then tracks this
reference through the control signal ¢;, i.e. the flow through the substation heat ex-
changer primary side. This is actuated through altering the control valve opening
a;(2). In this work we assume a simple proportional controller with gain k;

T = 0o + 01 i Text (20)
Gi = ki(Tys i — Ths.i) 1)

Here ap; and o ; are calibration parameters for the temperature curve. g; is the
desired flow. When the distribution system is at maximum capacity, the differential
pressure at unit i may be too low, and in that case the actual flow g; will be lower
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than §;. The tuning of the parameters would be done by hand by a technician, based
on experience and knowledge of suitable parameters for similar buildings. When a
unit is not constrained in the flow ¢;(¢), the unit should be able to reject the influence
of outdoor temperatures such that a stationary outdoor temperature should not cause
a stationary deviation in indoor temperature. When investigating the model of each
building (7), (8) and (21), we can find that this is fulfilled when

1+ Rus iBiki + Rext i Bikict ; = 0, (22)

op; =T, (23)

1—0617,‘

The details of these relations are covered in Appendix 1. Parameters chosen in this
way yield that the building will be able to reject the influence of outdoor tempera-
ture and maintain indoor temperature at comfort level. For simulation purposes, the
parameters were chosen as

T,
ki = < (24)
00 iRext,i — Tt iRns,i — Tt iRext,i
1+ kiR ;
= —— s 25
b kiRext,i ( )

0 ; is simply chosen large enough that the denominator of (24) does not become
negative.

REMARK 6

In practice, the actuator in the building substation is the control valve, and current
implementations of control systems may use this actuator directly to control the
secondary side heating system temperature. In this case, the flow g becomes an
output of the system rather than an input. This problem is readily overcome through
standard cascade control. In this setup, the flow g will be the input that dictates
the temperature of heating system water. This flow level will be the set-point for a
secondary control loop where the valve position is used to actuate the desired flow.
This adds the complexity of including the measurement of the flow into the control
process. [Skogestad and Postlethwaite, 2005]

4.2 Load Coordination Architecture

The main contribution of this work is the proposition of the following control strat-
egy: Each unit calculates their desired flow §; as per the traditional strategy of Sec-
tion 4.1, equations (20) and (21). However, a central device ensures feasibility and
fairness by providing each unit with an adjustment &; so that the actuated flow will
be g; = G; + ;. In terms of IT communication and computational complexity, this
method would be found between the traditional architecture and other optimization-
based approaches. Depending on how §; is calculated, the central unit does not need
access to internal building measurements, only their desired flow §;. The explicit
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models of building dynamics i.e. equations (7) and (8) are not needed in the central
computation. Instead only the tuning parameters of the controllers can be utilized.
The tuning for the controllers in each building can be done in a distributed fashion,
so that a technician working on one individual unit does not affect the control of the
whole system.

The aim of the coordination is that the temperature deviations in each building
should be distributed more fairly than in the non-coordinated traditional case. In
Appendix 1, we show that given

¢ the models of the buildings presented in Section 3.2, equations (7), (8) and
(21

¢ and the local unit controllers from Section 4.1, equations (22) and (23),

then given a constant temperature disturbance, each unit will converge to the fol-
lowing stationary indoor temperature deviation from comfort e;:

1

ki(l — (XU) Si (26)

e =
While this stationary deviation fails to capture the time dynamics of the system,
it is still a valuable metric. Should the system be subject to a constant outdoor
temperature lower than the system is able to reject due to flow constraints, then the
indoor temperature deviations will align with this distribution. This motivates the
following coordination strategy:
Define the parameters 7;:

1

k,'(l —0617,') (27)

’}/l- =
The interpretation of this parameter is a weight provided to each building, indicating
how much the deviation §; will affect them. Units with large controller gain param-
eters (k; and ¢t ;) will not be as impacted by the deviation term. The coordination
then wants to minimize the weighted indoor temperature deviations, which can be
formulated as the following optimization problem:

minignize max |A;%; 6] (28)
1
subject to G—6c9Q (29)

Q is a union of quadratic constraints, and the objective function can be reformulated
as a linear program. Therefore this becomes a quadratic program where the number
of constraints and decision variables grows linearly with the number of connected
units, making the problem readily solvable by standard quadratic program solvers.
The actual cost to minimize is J. (6). This is a simplified problem where instead the
central coordinator minimizes the weighted stationary temperature that would arise
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from the coordination terms ;. The weights A; are design parameters that could be
used to capture the quality of service requirements of specific units. For instance
a hospital with harsh climate requirements may have a larger A; than for example
a residential building. In this work the influence of A; will not be investigated, and
thus we will from now on assume A; = 1.

REMARK 7

Note that according to the current assumptions of individual unit controllers, this
central coordination can be designed without explicit knowledge of the building
parameters Ry i, Ry i, Cini or Cisi. The modelling effort is left to each individual
unit in the form of controller tuning.

4.3 Optimal Baseline

While we are interested in comparing the load coordination strategy to the tradi-
tional strategy, it is also interesting to see what the upper limit of optimality is. We
consider the following problem

min {: max (|e;()ts]) (30a)

q(t) k=0 !

subject to T(tt1) = AT (tx) + Byq(tx) + Bext Texi (k) (30b)
q(n) € Q. (30c)
T(t()) =Ty (30d)

which can directly be solved by optimization solvers, as the problem is convex. The
problem implies minimizing the cost J., of equation (6), subject to the dynamical
constraints of the system. For larger networks and longer time-horizons, it will no
longer be feasible to solve the entire problem at once as we have done here without
adding computational power.

It should be clarified that this optimal baseline as explored in this paper is only
presented as a point of reference for comparison with the other methods. In reality it
would be completely unfeasible to have exact knowledge of all system parameters,
system states, and knowledge of future disturbances. This comparison serves to
give an indication about how much possible improvement a given strategy could
theoretically have, given our current cost-evaluation.

REMARK 8

It should be noted that this is distinct from online optimization-and-prediction based
strategies such as MPC. Such methods rely on online measurements and predictions
of disturbances and state evolutions. The optimal strategy in this work is an a pos-
teriori optimization given full knowledge of disturbances and system models.
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5. Simulation and Results

The first part of this section details the setup for the simulation experiments, fol-
lowed by a part detailing the results.

5.1 Simulation Description

This work was simulated in Matlab, with optimization performed using Yalmip
[Lofberg, 2004] with a Mosek optimizer. A network of N = 25 buildings, consisting
of state space models as per Section 3.2 was generated randomly. Controller param-
eters k;, ofp,; and @1 ; were generated for each building in accordance with Section
4.1. Random parameters were generated for pipes connecting these buildings in
a line as per Figure 2, as well as parameters that describe the limits of customer
substations. The random generation of parameters was done by setting a nominal
value for parameters based on parameters from similar models in other works, and
then uniformly generating the parameters in a range from these nominal values. The
resulting parameters are listed in Table 2

The distribution pump curve (12) was generated the following way: The pump
is dimensioned to handle a peak load that occurs at -15°C outdoor temperature. For
each building connected to the grid, the flow required to keep the unit at comfort
temperature given an outdoor temperature of -15°C, denoted qfeak was calculated,
given equations (7) and (8). Using these flows in the left side of (16) with a;(z) =
a;"™, the pressure generated by the pump PP can be calculated.

2
1 N
ak 2 mij 5 ak
ppeak — Inlax q]lae a;mn =+ Z] (a;_up +a;et> (qued ) (31)
J= =J

It is then assumed that at this peak flow rate, the pump is running at full capacity,
r(t) = 1. The parameters ¢; are then found by solving the equation

2
N
cl <Z q?eak> +ey ez = phek (32)
i=1

such that ¢; are proportional to the corresponding parameters in other literature
[Wang et al., 2017].

The system was then simulated subject to an outdoor temperature curve gener-
ated from real data. The data was gathered from [Swedish Meteorological & Hydro-
logical Institute, n.d.], from a region in Sweden, chosen to represent a time period of
drastically dropping temperature. The readings are hourly measurements and were
therefore linearly interpolated to 15 minute intervals in the simulation. The result-
ing temperature curve is visible in Figure 3. The simulation was done for each of
the above listed architectures.
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Model parameters used for simulation.

Combating District Heating Bottlenecks Using Load Control
Table 2.

Figures 4a, 4b and 4c show the evolution of indoor temperatures using the tradi-
tional strategy, load coordination strategy and optimal baseline respectively. Recall

5.2 Results

Paper I.

| Index | a™ asup amin Rps Rext Chs Cin T, o o

| Unit | mPa/(kg/s)> mPa/(kg/s)> mPa/(kg/s)> °C/kW °C/kW kJPC KIPC °C °C -
1 8.22 8.22 160 275 272 226 1110 20 482 -1.41
2 | 314 3.14 64.7 281 301 224 1020 20 464 -1.32
3 ]5.18 5.18 286 225 299 189 1050 20 421 -1.1
4 | 428 428 297 282 264 216 1270 20 49.6 -1.48
5 |778 7.78 179 262 261 167 1180 20 481 -1.4
6 |539 5.39 179 223 288 22.1 1110 20 426 -1.13 9.
7 | 849 8.49 139 236 321 153 1400 20 416 -1.08 8.97
8 | 3.77 3.77 285 255 277 178 1250 20 462 -131 94
9 |43 43 148 285 294 155 1230 20 472 -1.36 8.63
10 | 3.54 3.54 80.7 285 268 16 1450 20 496 -1.48 9.03
11 | 347 3.47 254 227 306 232 1070 20 418 -1.09 9.37
12 | 823 8.23 153 286 270 219 1350 20 494 -1.47 8.99
13 | 635 6.35 114 285 288 182 1350 20 477 -139 8.72
14 | 6.16 6.16 157 251 302 245 1130 20 439 -12  9.04
15 | 353 3.53 76.8 274 316 153 1240 20 44.8 -1.24 8.48
16 | 8.12 8.12 86 226 321 194 946 20 409 -1.05 9.14
17 | 6.62 6.62 296 246 291 18.8 932 20 443 -121 93
18 | 4.87 4.87 300 282 262 227 1220 20 498 -149 9.19
19 | 592 5.92 201 273 263 23 1370 20 489 -145 933
20 |52 52 67.3 285 271 169 1460 20 493 -146 9
21 | 3.08 3.08 113 263 313 199 978 20 442 -121 8.68
22 | 415 4.15 143 219 270 195 1240 20 434 -1.17 102
23 | 3.39 3.39 265 277 311 215 1180 20 454 -127 851
24 | 378 3.78 55.8 283 270 221 907 20 492 -1.46 9.05
25 | 4.15 4.15 63 265 319 225 1100 20 439 -12  8.36
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Figure 3. Outdoor temperature curve used for simulation.

from the problem formulation of Section 3.1 that no unit should experience heavy
temperature deviations from the comfort temperature of 20°C. The clear distinction
between the strategies is that using the traditional architecture results in a few units
deviating greatly from their desired indoor temperature. Using the load coordination
strategy, the units are much more aligned, leading to all units experiencing devia-
tions but on a much lower magnitude. Finally, in the optimal baseline the results
are even better. The units hardly deviate at all from their desired temperatures, and

(a) Indoor temperature, traditional strategy.
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strategy.

—

16
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(c) Indoor temperature, optimal baseline.
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Figure 4. Indoor temperatures registered during the simulation.
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Figure 5. Discomfort experienced by each individual building, indexed 1-25 by their dis-
tance from the central distribution pump where 25 is the furthest.

temperatures are deviating equally between all units. In this baseline the units are
also pre-heated before the severe drop in temperature, which is not incorporated in
the other strategies as they do not include any predictive behavior. The plots of Fig-
ures 4 give a hint of what the effect of the different strategies are. However they are
also supported by Figure 5. Here the discomfort metric of equation (3) are shown,
evaluated on each strategy and unit. Figure 5a shows the inequality generated by
the traditional strategy, as units located further from the heat source experience
higher discomfort. Meanwhile, Figure 5b shows a much more equal distribution of
discomfort. Lastly, Figure 5c shows that there is still a discrepancy between the co-
ordinated strategy and the theoretical lower bound on discomfort. Figure 6 shows
the different discomfort metrics of (4), (5) and (6) evaluated through each coordi-
nation strategy, corresponding to Ji, J, and J. respectively. We see that the sum
of discomfort experienced in units, corresponding to Jj, is actually improved using
traditional architecture than the load coordination architecture. This is quite reason-
able, since providing higher flow to units further down the network incurs a higher
pressure loss. Thus the total flow provided in the traditional strategy is higher. How-
ever, when measured through J, and J.., the load coordination strategy outperforms
the traditional strategy. This is because the worst-case experience for any unit is

much lower with this setup. The optimal baseline shows that there is still potential
improvements to be made.
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Figure 6. Discomfort metrics defined in equations (4), (5) and (6) (J1, J» and J respec-
tively) evaluated through each coordination strategy.

6. Summary

This section concludes the work with some final remarks, followed by potential
future outlooks.

6.1 Conclusions

In this work, we investigated the influence of two different architectures for coor-
dinating the flows in a line-structured district heating network. It was shown that
utilizing traditional control strategies in each unit can be augmented with a coor-
dination mechanism which reduces the worst-case discomfort experienced by any
unit under peak load conditions, at the cost of increasing the mean discomfort, see
Figure 6. This coordination can be achieved without explicit models or temperature
readings accessed by the central unit. This proof of concept shows how augmenting
future district heating systems with smarter controllers can increase the systems’
robustness to peak load conditions. The design requirements for future district heat-
ing grids can therefore be lowered, allowing for lower grid temperature without as
much additional grid capacity in terms of extended piping and pumping power.

However, further improvements can be made to the control strategy when uti-
lizing an optimization-based architecture that allows utilizing information on tem-
perature forecasts to pre-heat units ahead of peak loads. This requires even further
complexity, where the central computation unit would have access to individual unit
measurements, unit building parameters, and accurate weather forecasts.

The fact that the coordination strategy does not rely on building temperature
measurements, and that controllers can be tuned individually for units without af-
fecting the tuning of other units, makes the strategy scalable to growing networks
as well as a more privacy-compliant option than a full optimization-based scheme.
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6.2 Future Work

The proposed coordination strategy currently does not include the intelligent behav-
ior of the optimal baseline, where the unit indoor temperatures can be utilized for
pre-heating before load peaks, often referred to as peak-shaving and valley-filling.
The main interest here would be to see if the architecture could maintain the auton-
omy of unit controllers, while simultaneously including predictive behavior based
on an outdoor temperature forecast.

Both the optimal strategy and the proposed coordination strategy currently rely
on understanding the set Q that describes the set of possible flows. This may in
practice be harder estimate than proposed in this work, as specific and accurate pa-
rameters for all network parameters may not be known, or degrade and change over
time. Therefore it would be interesting to see how these methods hold to uncertain-
ties in network models, as well as data driven methods for estimating the parameters
that dictate Q. While the building model parameters are technically not necessary in
the controller coordination, it is reasonable to believe that building controllers will
not be as perfectly tuned as proposed in this work. Therefore a study should be con-
ducted to investigate the sensitivity to poorly tuned individual building controllers.

To further simplify the tuning of individual unit controllers, it is likely that more
sophisticated unit controllers should be utilized. For instance, a simple PI-controller
would allow the elimination of stationary errors when tracking the reference heating
system temperature. Therefore including more advanced individual controllers in
the analysis would be a valuable extension.
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APPENDIX A - Individual Unit Controller Tuning

This appendix presents the motivating equations behind the tuning of traditional unit
controllers and the choice of weights ¥; used in the load coordinating architecture.

To investigate the effects of the control parameters k;, &, @ ; as well as the
coordination signal §;, we combine equations (7), (8), (9) and (21). This grants the
following system description of the unit:

Tin i Tin i Text
L) — A " |+B +C A.l
<Ths,i> <Ths,i) ( 0; ) @D
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where
1 1 1
Rext.i Rys.i Rys.i
A — ext,i hs,i hs,i A2
< B R CulTup - Tret)k,) (A2
1
0
B — Rexl,i (A3)
Cw(Tsup - Tret)kial,i Cw(Tsup - Tret)
and
C= 0 (A4)
o Cw(Tsup - Tret)kiaO,i ’

Note that these matrices A and B are not the same matrices as in equation (10). A
feasible target for the design of the control parameters k;, 0 ; and ¢ ; is that when
there is no coordination signal §;, the building should, given a constant outdoor
temperature Te(;t, be able to reach a given comfort temperature 7. ; indoors. We
therefore investigate the stationary case where T'im- = T}15,i =0, Text = 7;?“ and §; =
3}). We can find the resulting indoor and heating system temperatures as

T;gl _ —1 Te?(t —1
(Thos,,~>__A B & —Alc. (A.5)

Introducing f; = C,,(Tsup — Tre) for brevity, this yields the following stationary in-
door temperature:

o _ 1+ RusiPiki + RexiBikiou 70

0 A.6
1 1+ Rext.iBiki + Rus iBiki (A.6)
Rext.iﬁi 0
+ : (A.7)
1+ Rext,iBiki + Rus i Biki
Rext,iBiki (A8)

+ ®.i
1+ Rext,iBiki + Rus.iBiki

The temperature deviation caused by the external temperature is captured in the term
(A.6). To ensure that the outdoor temperature does not cause systematic temperature
deviations, the controller gains will have to be chosen so that

1 4 Rus ifiki + Rexi i Bikic ; = 0 (A.9)

Substituting equation (A.9) into the terms (A.6), (A.7) and (A.8), we receive the
following resulting indoor temperature:

1
0. — — —  §0 A.10
i, kl(l —(Xl,i) ( )

o, (A.11)
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From here, we see that a suitable choice of ¢ is so that the relation

1
17(117,‘

o =T (A.12)

is fulfilled, i.e. given no coordination term &;, the unit should experience comfort
temperature.

The remaining deviation caused by the coordination term §; is demonstrated in
equation (A.10), motivating the weights chosen in section 4.2.
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Paper II

Anti-windup Coordination Strategy Around
a Fair Equilibrium in Resource Sharing
Networks

Felix Agner Pauline Kergus Anders Rantzer

Sophie Tarbouriech Luca Zaccarian

Abstract

We coordinate interconnected agents where the control input of each agent is
limited by the control input of others. In that sense, the systems have to share a
limited resource over a network. Such problems can arise in different areas and
it is here motivated by a district heating example. When the shared resource
is insufficient for the combined need of all systems, the resource will have to
be shared in an optimal fashion. In this scenario, we want the systems to auto-
matically converge to an optimal equilibrium. The contribution of this paper is
the proposal of a control architecture where each separate system is controlled
by a local PI controller. The controllers are then coordinated through a global
rank-one anti-windup signal. It is shown that the equilibrium of the proposed
closed-loop system minimizes the infinity-norm of stationary state deviations.
A proof of linear-domain passivity is given, and a numerical example highlights
the benefits of the proposed method with respect to the state-of-the-art.

©2023 IEEE. Reprinted, with permission, from F. Agner et al. (2023). “Anti-
Windup Coordination Strategy Around a Fair Equilibrium in Resource Sharing Net-
works”. IEEE Control Systems Letters 7, pp. 2521-2526. 1SSN: 2475-1456. DOI:
10.1109/LCSYS.2023.3287252.
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1. Introduction

In this paper we consider the problem of asymptotically coordinating a large num-
ber of agents that share a central, limited resource towards an optimal equilibrium.
Such problems arise in many applications, e.g. optimal power flow[DallAnese and
Simonetto, 2018], the TCP protocol [Low et al., 2002; Kelly, 2003] and buffer net-
works [Bauso et al., 2013; Blanchini et al., 2019; Blanchini et al., 2022]. We con-
sider the motivating example of a district heating network where unfair situations
can arise in peak load conditions; buildings close to heat sources stay warm but pe-
ripheral buildings become cold. Coordinating central buildings to reduce their heat
load in these scenarios would yield a more fair heat distribution [Agner et al., 2022].
For a more detailed view on district heating systems and challenges in district heat-
ing control, see e.g. [Frederiksen and Werner, 2013; Vandermeulen et al., 2018]. We
consider a representation of such systems given by a linear system with saturating
control:

X = —x+ Bsat(u) +w. (1)

Here x € (x1,...,x,) € R" represents deviations from reference levels for the agents,
w € R™ is a constant disturbance acting on the system, u € R" represents the control
actions of the agents and B € R"*" represents the interconnection among the agents.
The saturation function sat (-) represents the limited nature of the resource in the
system. A more detailed description of the system will be given later. Problems of
this form are addressed in [Bauso et al., 2013], which shows that feedback control
on the form u = —B” x asymptotically minimizes the cost x” x +v7v for (1) where
v = sat(u). Furthermore [Blanchini et al., 2022] designs a controller that asymp-
totically minimizes varying norms of u in the non-saturated formulation of (1). We
extend the asymptotically optimal control design of these previous authors in three
ways. First, we consider minimizing the cost function ||x||. = max; |x;|, associated
with worst-case fairness. In the district heating example, this objective captures the
deviation in the coldest building, which for the specific application is more impor-
tant than minimizing u. Secondly, we approach scalability of the control strategy in
another fashion. Indeed, [Bauso et al., 2013; Blanchini et al., 2022] approach scala-
bility by considering systems where B has a sparse structure, so that with u = —B” x,
each agent acts on a few measurements. We consider another scalable control ap-
proach of rank-one coordination as utilized in [Madjidian et al., 2017; Lidstrom and
Rantzer, 2016]. In this scenario, the signals from all the agents are combined into
one scalar value, and then redistributed to the agents. The advantage of rank-one
schemes is that they allow for implementations that scale well and maintain pri-
vacy among the agents, as well as scalability, even when B is not sparse. We do this
for a specific set of systems (1) where B is an M-matrix, a property that was not
previously exploited in this context. Finally, we propose a control law where the
results rely only on the structure of B, thus making the implementation robust to
modeling errors. To solve the problem under consideration we propose a controller
where each agent maintains a local proportional-integral-controller, and coordina-
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tion is performed through a global rank-one anti-windup correction. Anti-windup
techniques have a long-standing tradition of effective use in combination with in-
tegral controllers to improve performance[Galeani et al., 2009]. However, recent
results show a strong connection between anti-windup schemes and optimization
[Hauswirth et al., 2020a; Hauswirth et al., 2020b], opening the possibility of con-
sidering anti-windup loops for optimal equilibrium coordination, in line with what
we propose here.

In this article we provide several contributions: We propose the aforementioned
controller for driving the system to an optimal equilibrium. We show that under
certain conditions on the disturbance w, such an equilibrium exists, is unique, and
is in fact uniquely optimal. Analytical proofs of convergence are left outside the
scope of this work as we have not yet been able to demonstrate them. However,
we provide sufficient conditions for stability in the linear domain sat (x) = u. This
leads us to formulate a stability conjecture, subject of future work. A numerical
experiment is included to show the effectiveness of the proposed method.

The paper is organized as follows. The system and problem under considera-
tion are formally introduced in Section II, along with the proposed control scheme.
The existence of an equilibrium for this system is considered in Section III, and the
optimality of the system equilibrium is treated in Section IV. Section V introduces
a conjecture on the convergence properties of the proposed closed loop, based on
a proof of linear-domain stability under suitable conditions on the PI gains. A nu-
merical example is shown in Section VI. Finally conclusions and future work are
covered in Section VII.

Notation: If A is a matrix then denote A; to be row i of A and A; ; be the element
of A at row i and column j. Let 1 be a column vector of all ones with dimensions
taken from context, and thus 117 is a matrix of all 1’s. Denote sat(-) to be the sat-
uration function sat (#) = max (min («,1),—1) and denote the dead-zone function
dz (u) = u—sat («). With a slight abuse of notation, the dead-zone and saturation
functions applied to vectors operate element-wise. Let the superscript x denote the
state x in an equilibrium point, and the superscript x* to be the value of x which
solves an optimization problem. Let the infinite norm ||-||. of a vector v be defined
as the maximum magnitude element max; |v;|.

2. System Description and Problem Formulation

2.1 System Description

Consider system (1) where x; € R is the state of each agenti = 1,...,nand u; € R
is the controller output of each agent. B € R"*" is an M-matrix [Horn and Johnson,
1991; Rantzer and Valcher, 2018]. Such matrices have non-positive off-diagonal
entries, thus capturing the fact that each agent negatively impacts the others. Thus,
if agent i increases its control input it receives more resources and the other agents
receive less resources. Denote M = B~!'. M-matrices have non-negative inverses
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in general and we will assume that M is strictly positive, thus M;1 > 0 for all i.
Input w denotes a constant, unknown disturbance affecting the system. In practice
the disturbance does not need to be constant, but sufficiently slowly varying. Let us
also introduce the index k as a maximizing argument of the following expression

dz (M,'W)

M1 | (@3]

k € K = argmax
l

which is, in general, nonunique and characterizes the agent that is most affected by
the disturbance w.

2.2 Problem Formulation

We address here the unfair allocation of resources when the agents try to reject a
constant disturbance that is too large to drive the system to the origin in view of
input saturation. We consider a notion of fairness as described in [Mazumdar et al.,
1991] where "no individual can improve its performance without affecting at least
one user adversely” with regards to the deviations x;, which we formally describe
below.

DEFINITION 1
An equilibrium pair (x°, u°) is fair if there is no other equilibrium pair (x', u')
where ||xt||w < [|X°]|eo, 07 [|xT[|eo = [|x°]|e0 and |x]| < 7] for some i.

We therefore consider the following problem formulation.

PROBLEM 1

Design a feedback controller driving system (1) from any suitable initial condition
to an equilibrium pair (x°, u®), such that x* = x° and v* = sat (uo) solves the opti-
mization problem

minimize [1¢]| oo (3a)
subjectto —x+Bv+w=0, (3b)
—1<v<l1 (3¢)

uniquely.
As ||x0|| is minimized uniquely, this equilibrium must be fair by Definition 1.

2.3 Proposed Feedback Controller

We propose an individual PI controller for each agent. Each controller has an inte-
gral state z;, and strictly positive gains p; (proportional gain) and r; (integral gain).
These gains can be tuned locally by the agents. We then introduce a scalar commu-
nication signal exchanged among the agents, resulting in a rank-one anti-windup
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correction term such that each controller adds the sum of all agents’ dead-zones to
their integrator input. The full closed-loop system can be written as

X=—x+Bsat(u)+w (4a)
;=x+p117dz(u) (4b)
u=—Px—Rz, (4c)

where P and R are diagonal, positive matrices gathering the controller gains p;, r;,
117dz (u) is the rank-one anti-windup signal and j3 is a positive, scalar anti-windup
gain. One advantage of the proposed structure is that, under normal circumstances,
each PI controller is completely disconnected from the other ones and acts based
on local information only. If saturation occurs, the central signal activated and a
fairness-oriented coupling emerges from the anti-windup term. Another advantage
of the architecture (4) is that when coupling occurs, the coupling signal is merely
the sum of the dead-zones for each agent which can be computed efficiently. The
summation hides the individual signals, so that when this central signal is redis-
tributed to the agents, each agent does not know the dead-zone values for any of the
other individual agents. As such, this global signal lends itself well to scalable and
privacy-compliant implementations.

3. Closed-Loop Equilibria

In this section we characterize the equilibria of the proposed closed-loop system
(4). From (4), any equilibrium (x°,z%) solves the equations

0= —x"+Bsat (u°) +w (5a)
0=x"+B117dz (u") (5b)
u’ = —pPx® — RS, (5¢)

It is not trivial to show whether a solution to (5) exists. This section studies condi-
tions for the existence and uniqueness of such solutions. Note that it is sufficient to
study pairs (x°, u®) satisfying (5a) and (5b), because the positive definiteness of R
implies its invertibility. Hence for any such state-control pair (x?,u) satisfying (5a)
and (5b), z° can be uniquely determined from (5c).

3.1 Existence of an Equilibrium Point
Recall that M = B~!. We provide below a necessary and sufficient condition for (4)
to admit an equilibrium.

LEMMA 1
The closed-loop system (5) admits an equilibrium point (x°, z2°), if and only if
Miw—1 < i Mw+1 .

max min
i M1 — Mjl

(6)
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Proof. Let us begin with showing that (6) is necessary for the existence of an equi-
librium point. (5a) and (5b) can be combined to

Mw + sat (uo) =—BM117dz (uo) ) 7
Thus ( 0)
M;w + sat (u; _ pqT 0 .
— i B1 dz(u), Vi=1,...,n. 8)

If (6) does not hold, then there exist i and j such that

MiW7l MjW‘Fl

M1~ Mz ©)

However, (8) implies that

M;w + sat (u?) B M;jw + sat (M{j])
M1 n M1

10)

As sat (1)) > —1 and sat (u(])) <1, (9) and (10) cannot simultaneously hold, which

establishes a contradiction thus proving that there is no equilibrium. This proves
that (6) is necessary for the existence of an equilibrium. For the sufficiency, first
recall the definition of k, given by (2). Then consider the candidate equilibrium X0,

u® given by

dz (Myw)

0

— 12 11

X Ml (11a)

dz (M,

W) = —sat (Mew) — ZB(M:;V) (11b)
M1

u) = —Mw + M—Iildz (Myw), Vi # k. (11c¢)

We show below that when (6) holds, the candidate equilibrium (11) solves (5).
Consider 3 scenarios. (i): dz (Myw) = 0, (ii): dz (Myw) > 0 and (iii): dz (Myw) < 0.In
scenario (i), x” = 0, and u® = —Mw. As dz (M;w) = 0 in this scenario, dz (M;w) =0
for all i. Otherwise (2) would not be maximized by k. This implies that sat (uo) =
u® = —Mw and dz (uo) = 0. It is thus easy to verify that (5) holds. In scenario (ii),
note that the left side of (6) is maximized by index k and can be reformulated as

dz (Myw) < Mw+1
M1 - M

Vi=1,...,n. (12)
Returning to the candidate equilibrium and (11c¢) for i # k,

M1
ud = —Mw+ Mill(ldz (Mw) <1 (13)
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where the inequality is derived from (12). Thus u? < 1. In addition,

M1
ud = —Mw+ M—;ldz (Myw)
M;1
= —sat (Myw) —dz (Mw) + ——dz (Mw)
M
dz (Mpw)  dz(Mw)
sat (Miw) + M, ( Ml Mi
> -1, (14)

where the last inequality holds because k maximizes (2). This means that —1 < u? <
1 for all i # k. Thus

M;1 )
sat (uf) = u) = —Mw + Mkldz (Myw), Vi#k, (15)
and
dz(u;) =0, Vi#k. (16)
For index k, (11b) provides
sat (u,?) = —sat(Myw) = —Mw +dz (Myw) a7
and dz (Mpw)
z W
dz (u) = ——5—F"—. 18
Z (uk) ﬁMkl ( )
Combining (15), (16), (17) and (18) yields
dz (Myw)
0
=-M M1l———= 1
sat (u”) w+ M1 (19)
and dz (M)
17dz (u°) = — 22K 20
z (u ) BM,1 (20)

which allows us to easily verify that (x°, u°) from (11) solves (5) in scenario (ii).
An equal argument can be made for scenario (iii), which we omit for brevity. This
shows that given any scenario for dz (M;w), the candidate equilibrium (11) is valid
when (6) holds. Thus (6) is both necessary and sufficient for the existence of an
equilibrium. O

To interpret (6), note that it is satisfied when all entries w; are similar to each
other. For instance, w = s1 for any scalar s trivially satisfies the condition. This
makes it a sensible assumption when the disturbance w affects all agents in a similar
way. This is for instance the case in the district heating example, where the outdoor
temperature is likely to be quite similar for all the buildings located in a specific
area. To simplify our follow-up definitions, we will assume that (6) holds with a
strict inequality, as formulated below.
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ASSUMPTION 1
The disturbance w satisfies (6) strictly, namely
MiW -1 . MJ'W +1
max min —————.
i M;1 J Mjl

1)

We assume the strict inequality to enforce uniqueness of the equilibrium, which is
studied in the next section.

3.2 Uniqueness of the Equilibrium

Lemma 1 shows that under Assumption 1, there is an equilibrium for the closed-
loop system. We study here conditions for this equilibrium to be unique. To enforce
the uniqueness of this equilibrium, we assume the following.

ASSUMPTION 2
Either dz(Mw) = 0, or the maximizing argument k given by (2) is unique.

If k is non-unique, an arbitrarily small perturbation of B or w would make it so. In
practical applications, w is expected to vary slowly over time. This makes it unlikely
that k would be non-unique for an extended period of time, but may also cause & to
shift between agents. The analysis of such scenarios requires to study the transient
behavior of the system, which is outside the scope of the paper, but will be the
subject of future work.

LEMMA 2
If Assumptions 1 and 2 hold, then (11) is the unique equilibrium of the closed-loop
system (4).

Proof. Recall from the proof of Lemma 1 that for any equilibrium inducing input
u®, identity (7) must hold. Now denote

t=p17dz (u°), (22)
which allows (7) to be rewritten as
sat (u)) = —Myw —M1t, Vi=1,...,n. (23)

Note that if # > 0, there must existan i € {1,...,n} such that sat («)) = 1. Similarly,
if # <0, there exists an i € {1,...,n} such that sat () = —1. Also note that (21)
implies that there cannot exist i and j such that M;w > 1 and M;w < —1. This in
turn implies that either dz (1°) > 0 or dz (u”) < 0, where the inequality should be
understood componentwise. Now, recalling that & in (2) is unique by assumption,
consider 3 scenarios; (i): dz (Mw) =0, (ii): dz (Myw) > 0 and (iii): dz (Mw) < 0. In
scenario (i), we see that dz (M;w) =0foralli=1,...,n, as otherwise |dz (M;w)| >0
for some i, implying that (2) would be maximized by this i. Thus |[M;w| < 1 for all
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i. Through (23), we prove next that this implies t = 0. Indeed, assume by an absurd
argument that 7 > 0. Then (23) yields sat () = —M;w — M1t < —M;w < 1 for all
i=1,...,n. Butifsat (u)) < 1forall i, thendz( 9) < 0forall i and thus ¢ cannot be
positive. A parallel contradlctlon can be built fort < 0. Thus we conclude that r = 0.
In turn, t = 0 implies that dz (uo) = 0, because (22) shows that ¢ is the sum of the
entries of dz (1«°) = 0, multiplied by the positive scalar . As the entries of dz (u°)
are either all positive or all negative, ¢ can only be 0 if all of the entries of dz (uo)
are 0. This uniquely fixes u° = —Mw, which is the same as the candidate solution
(11). This in turn uniquely fixes x° through (5b), and uniquely fixes z° through (5c).

In scenario (ii), (23) implies < — % because otherwise sat (1) < —1. If

dz(Mkw)

t =z then sat (uf) = —1. Fori #k,

M1
sat (u?) = —Myw+ ——dz(Mw)

M1
M1
= —sat(M;w) — dz (M;w) + ——dz (Myw)
M1
dz (Mkw) dz (M,'W)
= —sat (Myw) +M;1 -
sat (Mw) + M; < A M1
> —1. 24)
The last inequality holds because k uniquely maximizes (2) and M;1 > 0 due to
non-negativity and invertibility of M. Thus we conclude that t = —%flw), because

otherwise sat (u) > —1 for all i, contradicting the fact that 7 is negative. For this
scenario (ii), (21) can be written as

dz (Mw) < Mw+1

i 2
M1 M1 Vi k, (25)

dz(Mk w)

Which can be combined with r = to show that, for i # k,

sat (uf)) = —M; Mi (Myw) < 1. (26)
k

Inequality (26) implies [sat (u)) | < 1 for all i # k, and thus dz (u)) = 0 for all i # k.
This implies

t=B17dz (u°) = Bdz (u}) 27)
and thus d (M )
0\ __ z W

dz () = ——gh (28)

Equations (26) and (28) uniquely determine u®, and, together with (11), iV and 20
are uniquely determined. For scenario (iii), a symmetric argument can be followed,
which is omitted for brevity, thus completing the proof. a
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4. Optimality

We proved in the previous section that under Assumptions 1 and 2, the proposed
closed-loop system has a unique equilibrium, given by (11). In this section, we will
prove that this equilibrium is also the unique, optimal solution to (3).

THEOREM 1
If Assumptions 1 and 2 hold, then x* = x° and v* = sat (uo) is the unique solution
to (3) where x° and u® are given by (11).

Proof. Lemma 2 proves that under Assumptions 1 and 2, (x°,4°) is a state-input
equilibrium pair. This means that (x*,v*) = (x°,sat (")) satisfies the constraints
(3b) and (3c) and is therefore feasible. What remains is only to show that it is not
only feasible but also uniquely optimal. Consider for establishing a contradiction
that there exists & # 0, such that x = x* + &, along with v\ = v* 4+ ME is also
feasible and provides a lower or equal cost than (x*,v*). An equivalent rewriting of
(3) using & is

dz (Mkw)

TliFéHw (29a)

minimize |1
dz (Myw)

subjectto ||M(&E—w+1 M1

oo < 1. (29b)
First note that if dz (M;w) = 0, then & = 0 is trivially optimal as any & # 0 would
yield a higher cost and thus not be an optimizer. Then consider the case where
dz (Myw) > 0. For & to provide a lower or equal cost, it must hold that &; < 0 for all
i. However, analyzing constraint (29b) for index k yields

| = Myw +dz (Myw) + MiE| < 1. 30)
Since we are focusing on the case dz (Myw) > 0, (30) reduces to
|—1+ME| < 1. (31)

Since € <0, inequality (31) can only hold for x; = 0 as M has strictly positive en-
tries. Therefore & = 0 is uniquely optimal when dz (M;w) > 0. A parallel reasoning
can be performed for the case dz (Mw) < 0. Thus (x*,v*) is the optimal solution to
3). a

5. Stability Properties

The results of Sections III and IV established that under Assumptions 1 and 2, the
unique equilibrium of the closed-loop system (4) solves the optimization problem
(3). In this section we formulate the following conjecture regarding its stability
properties.
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CONIJECTURE 1
Under Assumptions 1 and 2, if p; > r; for all i = 1,... n, then the proposed con-
troller (4) globally solves Problem 1.

Conjecture 1, subject to its proof, would provide strong properties for the proposed
control law, granting stability and optimality for a large family of systems subject
to a simple control tuning constraint. The proof however is non-trivial and requires
results for saturated systems operating deeply in the saturated regime, which is why
it is left outside the scope if this work. Our confidence in Conjecture 1 arises from
numerous simulations of randomized systems. In addition, the specific choice of
pi > r; provides notions of stability for our problem through the following lemma.

LEMMA 3
Assume that p; > r; for all i and w € L. Then system (4) is asymptotically stable in
the region of linearity where sat(u) = u.

Proof. Define y = —Bu. When sat(u) = u and thus dz(u) = 0, the closed loop
system (4) can be reformulated in the frequency domain as
sX=—-X-Y+W (32a)
sU=(P—R)X +PY —PW. (32b)

These equations are fully diagonal, and can for each agent i be combined to form

_hiEDS N W
Uz—s(Hl)(Yz Wi) = Gi(s)(Y; — W;). (33)

This feedback interconnection is represented in Figure 1. When p; > r;, the transfer
function (33) is positive real, making it a passive component [Khalil, 2002]. In ad-
dition, due to B being an M-matrix, we know that there exists a positive, diagonal
matrix D such that —DB — BT D < 0. This means that the combined upper block of
Figure 1 is strictly passive. The multiplication by the positive, diagonal matrix D!

Figure 1. Block diagram, showing the interconnection used in the proof of Lemma 3.
(©2023 IEEE)
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does not affect the passivity properties of G| (s)...Gy(s). The feedback intercon-
nection between the strictly passive upper block and the passive lower block means
that for any w € £,, we have u € L£;[Desoer and Vidyasagar, 2009]. This means that
limy e w(t) = 0, lim; .o u(¢) = 0 and thus clearly lim; .. x(¢) = 0 by (4a). |

To prove or refute Conjecture 1 in future work, we believe that these passivity
properties may be a useful tool. While it can be shown that the condition P > R
is conservative, we have also found examples of sufficiently large integral gains
causing instability, thereby suggesting that our conjecture is reasonable.

6. Numerical Example

To demonstrate the usefulness of the proposed controller, we investigate n =
250 agents interconnected through the matrix B = D(1.2nI — 117) where D =
diag(dy,dy,...,d,) and dy,...,d, are distributed at even intervals between 0.5 and

1.5.w(t) = 1%. We compare three strategies: First the coordinated strategy,
consisting in the controller proposed in this paper using the gains p; =1, r, = 1.5
for all i and B = 1. Secondly the uncoordinated strategy, namely the same PI-
controllers as those of the coordinated case, only equipped with a local anti-windup
action: z; = x; + Bdz (u;). Finally the linear saturated decentralized (1sd) controller
u = —BT x as proposed by [Bauso et al., 2013]. The systems are simulated using the
DifferentialEquations toolbox [Rackauckas and Nie, 2017] in Julia. Figure 2
shows the envelopes of the time series over the simulation. In the coordinated case
(green), all of the states x are nearly completely synchronized. Under both the un-
coordinated (blue) and the 1sd (red) strategy, there is a large discrepancy between
the maximum and minimum states. Furthermore, the Isd strategy is optimal with
regards to a tradeoff between states x and control action u, and therefore no states
are driven to the origin with large disturbances w. Figure 3 shows histograms of

—uncoordinated
—|sd
—coordinated

0 10 20 30 40
time

Figure 2. Envelopes of the states x for each strategy. The dashed lines constitute the mini-
mum min; x;(¢) and the solid lines the maximum max; x;(¢). (©2023 IEEE)
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Figure 3. Histogram of maximum absolute deviations max; |x;(¢)| experienced under each
strategy. From deviation 20 to 80, the red and blue bars overlap. (©2023 IEEE)

the worst magnitude deviations in each strategy. We see that both the uncoordi-
nated (blue) and Isd (red) strategies have several agents with larger deviations than
any of the agents in the coordinated case. However, both the uncoordinated and 1sd
strategies also have many agents with lower deviations than that of the coordinated
case.

7. Conclusion

In this paper we have presented a controller for coordinating the control actions of
agents that share a central resource. We proved that the only equilibrium of this
closed-loop system is optimally fair. This optimality concerns the states x, an im-
portant extension of the literature which has mainly focused on properties of the
control input u. A conjecture was proposed giving conditions for stability of this
optimal equilibrium, motivated by passivity of the closed-loop system in the linear
domain.

Subject to the proof of Conjecture 1, the proposed method has many advantages.
Each agent could tune the gains of a PI-controller locally while maintaining global
guarantees of stability. These guarantees are only dependent on the structure of
the system and not the model itself (i.e. the B-matrix does not have to be known,
only that it has certain properties). The rank-one communication scheme ensures
scalability of the implementation which does not require sparsity of B.

Extensions of the work include exploiting the proven passivity property to prove
stability with regards to the optimal equilibrium. Further system structures could be
considered, for instance more general A-matrices, output feedback, or non-linear
interconnections B(u) which maintain similar properties to the current B-structure.
Finally, one can consider analyzing and improving transient performance.
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Paper III

Decentralized PI-control and Anti-windup in
Resource Sharing Networks

Felix Agner Jonas Hansson Pauline Kergus Anders Rantzer

Sophie Tarbouriech Luca Zaccarian

Abstract

We consider control of multiple stable first-order agents which have a control
coupling described by an M-matrix. These agents are subject to incremental
sector-bounded input nonlinearities. We show that such plants can be glob-
ally asymptotically stabilized to a unique equilibrium using fully decentralized
proportional-integral controllers equipped with anti-windup and subject to lo-
cal tuning rules. In addition, we show that when the nonlinearities correspond
to the saturation function, the closed loop asymptotically minimizes a weighted
1-norm of the agents state mismatch. The control strategy is finally compared
to other state-of-the-art controllers on a numerical district heating example.

Reprinted, with permission, from F. Agner et al. (2024). “Decentralized PI-control
and anti-windup in resource sharing networks”. European Journal of Control,
p- 101049. 1SSN: 0947-3580. DOI: 10.1016/j.ejcon.2024.101049.
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1. Introduction

In this paper we consider the control of agents sharing a central distribution sys-
tem with limited capacity. These are systems where the positive action of one agent
negatively impacts others. This type of competitive structure can arise in many do-
mains, for instance internet congestion control [Low et al., 2002; Kelly, 2003] and
district heating systems [Agner et al., 2022]. In the district heating scenario, the
structure arises because of the hydraulic constraints of the grid. If one agent (build-
ing) locally decides to increase their heat demand by opening their control valves,
this will lead to higher flow rates and greater frictional pressure losses. These losses
make it so that other agents now receive lower flow rates [Agner et al., 2022]. We
consider a simple description of such systems:

%= —Ax+Bf(u)+w. (1)

Here each agent i is associated with a state x;, and these states are gathered in the
vector x. The agents are subject to an external disturbance w and interconnected via
the matrix B. The nonlinear function f(-) can for instance represent the common
phenomenon of input saturation, which motivates this work. A is assumed diagonal.
We will more formally describe the plant in Section 2.

In multi-agent systems such as (1), decentralized controllers are desirable. Semi-
decentralized control strategies for multi-agent systems subject to input saturation
have been considered in the following works. In [Dal Col et al., 2019], each net-
worked agent is equipped with a local controller that receives the control input of
its neighbors. In [Ofodile and Turner, 2016], semi-decentralized anti-windup was
considered for stable SISO plants that are decentralized in the linear domain, but
become coupled during saturation. This is demonstrated on unmanned aerial ve-
hicles. These works focus on stabilization when the disturbance w in plant (1) is
energy bounded. In this work we focus instead on the asymptotic properties of plant
(1), which become important when w is expected to vary slower than the dynam-
ics of the plant and can be approximated as constant. Previous works considering
asymptotic optimality for plants of the form (1) are [Bauso et al., 2013] and [Agner
et al., 2023]. In [Agner et al., 2023], it was shown that, when B is an M-matrix,
decentralized PI-controllers with a rank-one coordinating anti-windup scheme can
minimize the cost max; |x;|. In [Bauso et al., 2013], it was shown that the static con-
troller u = —B ' x asymptotically minimizes the cost x " Ax+ v v where v = sat (x).
This result also extends to the case when B is not an M-matrix. Both of these con-
trol strategies maintain certain scalability properties: With u = —B' x [Bauso et al.,
2013], any sparsity structure in the B-matrix is maintained and the rank-one coor-
dination scheme of [Agner et al., 2023] admits scalable implementations. However,
the most scalable control solution is one that is fully decentralized. In this work,
we analyze (1) under a fully decentralized PI (proportional-integral) control strat-
egy. In general, it is non-trivial that decentralized PI-controllers are stabilizing, let
alone fulfill any optimality criterion. However, in this work we show not only that
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2 Problem Data and Proposed Controller

our strategy minimizes asymptotic costs of the form Y, %|x;| but also that the re-
sulting equilibrium is globally asymptotically stable under decentralized controller
tuning rules.

The paper is organized as follows: Section 2 presents the considered plant and
control strategy. Section 3 presents the main results of the paper, namely equilibrium
existence and uniqueness, global asymptotic stability, and equilibrium optimality
for our considered closed loop. A motivating numerical example consisting in the
flow control of a simplified district-heating network is subsequently given in section
4. The proofs of the main results are presented in sections 5, 6, and 7 respectively.
Conclusions and future work are covered in section 8.

Notation: v; denotes element i of vector v € R"”, A; denotes row i of matrix
A € R, and A; ; denotes its (i, j)-th element. A matrix A is strictly diagonally
row-dominant if |A; ;| > Y |A; ;| for all i. A is strictly diagonally column-dominant
if AT, denoting the transpose of A, is strictly diagonally row-dominant. Matrix B €
R™" ig called positive stable if all of its eigenvalues have positive real part. We
denote S > 0 (S > 0) if S € R™" is symmetric and positive definite (semi-definite).
Similarly, for two symmetric matrices S, S € R”" we denote S; > S3 (S1 = S2)
if ;=82 > 0 (S] — S, = 0). Let the 2-norm of a vector x € R” be given by ||x|, =
(X7, x?)!/2. Let the I-and-infinity-norms of a vector x € R" be given by ||x[|; =

"1 |xi| and ||x|| = max; |x;| respectively. Let the norm ||A| of a matrix A be the
induced 2-norm. Let 1 € R” be a vector of all ones, where 7 is taken in context. We
say that a function f : R — R is increasing (non-decreasing) if y > x implies that

FO) > fx) () = fx).

2. Problem Data and Proposed Controller

We consider control of plants of the form (1) where vector x € R” gathers the states
x; of each agent, A € R"*", and w € R" is a constant disturbance acting on the
plant. B € R™*" couples the control-inputs of the agents. The input nonlinearity
f :R" — R" is characterized by the following assumption.

ASSUMPTION 1

flx) = [fl()cl),fz(xg),...,f,,(x,,)]—r has components f; satisfying f;(0) = 0
and incrementally sector-bounded in the sector [0,1], namely satisfying 0 <
(i) = fix)) [ (y—x) <1 forallxeR, y € R x#.

Note that Assumption 1 implies that f is non-decreasing and Lipschitz with Lips-
chitz constant 1. Since f(0) = 0, f also enjoys a sector [0, 1] condition.

Stability properties for feedback with incrementally sector-bounded nonlineari-
ties has long been considered in the literature. As far back as [Zames, 1966] it was
used for input-output stability analysis. Both [Zhang et al., 2013] and [DeLellis and
Bernardo, 2012] consider the type of diagonally partitioned incrementally sector-
bounded functions that we consider here, whereas [Giaccagli et al., 2023; Zhang et
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al., 2014; Giaccagli et al., 2022] consider a richer class of incremental sector-bound
constraints (f(x) — f(y) = S1(x—y))" (f(x) = £(y) — Sa(x—y)) <0 for all x € R”,
y € R". Here S| and S, are real symmetric matrices with 0 < §; < S5.

We will consider function pairs f(-), h(-) where f(x) + h(x) = x. These pairs
fulfill the following property, the proof of which is in the appendix.

LEMMA 1
Let f : R" — R" satisfy Assumption 1. Then h(u) = u— f(u) also satisfies Assump-
tion 1.

The considered class of function pairs is well motivated by the common case f(x) =
sat(x) where sat (x) = max (min (x,1),—1) and (x) = dz(x) = x — sat(x).
We propose controlling the plant (1) with fully decentralized PI controllers hav-

ing decentralized anti-windup for each agenti=1,...,n.
Zi = xi + sihi(u;) 2
Uj = —PpiXi = IiZj 3)

where z; is the integral state, u; is the controller output, p; > 0 and r; > 0 are pro-
portional and integral controller gains respectively, s; > 0 is an anti-windup gain,
and h(u) = u — f(u) is an anti-windup signal. Note that while the notation % is not
needed (indeed we could equivalently replace i(u) with u — f(u«)), we will use the
pair f, h both to simplify the exposition and to highlight that f is the nonlinearity
acting on the plant while £ is the nonlinearity acting on the controller. We assume
that the closed loop system satisfies the following assumption.

ASSUMPTION 2
A is a diagonal positive definite matrix, B is an M-matrix, and w is a constant
disturbance. The controller parameters p;, r;, and s;, fori=1,...,n, are all positive.

The M-matrix property which we consider for B has the following standard defini-
tion [Horn and Johnson, 1991, p. 113].

DEFINITION 1
A matrix B € RV is called an M-matrix if B is positive stable and all off-diagonal
elements of B are non-positive.

M-matrices hold certain exploitable properties as listed in Theorem 2.5.3 of [Horn

and Johnson, 1991, pp. 114-115]. We summarize the ones we employ in this paper
in the following proposition.
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PROPOSITION 1
If B € R™" has only non-positive off-diagonal elements, then the following state-
ments are equivalent:

(i) B is positive stable, that is, B is an M-matrix.
(ii) DB is an M-matrix for every positive definite diagonal matrix D.

(iii) There exists a diagonal positive definite matrix U such that UB and UBU ™!
are strictly column-diagonally dominant.

(iv) There exists a diagonal positive definite matrix Q such that QB+B"Q = 0.

3. Main Results

In this section we will cover the main results of this paper. In particular, we will
consider the proposed control law (2)—(3) for the plant (1). We will show that this
closed loop system admits an equilibrium for any constant disturbance w. We will
additionally show that this equilibrium is globally asymptotically stable and enjoys
a notion of optimality. We will leave the proofs for Sections 5 to 7.

Let us first consider the existence of an equilibrium, which corresponds to well-
posedness of the equations (1)—(3) with x =z =0.

THEOREM 1—EQUILIBRIUM EXISTENCE AND UNIQUENESS

Let f satisfy Assumption 1 and let Assumption 2 hold. Then for each constant
w € R", the closed loop (1)~(3) has a unique equilibrium (x°, z°), inducing input u®
from (3), which satisfies (1)-(3) with x =z =0.

In addition to the existence of the unique equilibrium (xo, zo), we can also show that
it is globally asymptotically stable under the following assumption on the control
parameters.

ASSUMPTION 3
Assume that a;p; > r; and p;s; < 1 for all i, where a; are the diagonal elements of A
in (1) and p;, r;, and s; are the controller gains in (2)—(3).

THEOREM 2—GLOBAL ASYMPTOTIC STABILITY
Let f satisfy Assumption 1 and let f(u)+ h(u) = u. Let Assumptions 2 and 3
hold. Then there is a globally asymptotically stable equilibrium for the closed loop

(H-3).

REMARK 1
The tuning rules of Assumption 3 are fully decentralized. Each agent i can tune their
own controller gains to satisfy r; < a;p; and s; < 1/p;.
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Let us now focus on the case where the function pair f(-) and &(-) are given by the
pair sat(-) and dz (-) respectively, motivated by classical anti-windup for saturating
controllers. Let ¥; be positive scalar weights, and consider the problem of mini-
mizing the weighted sum of all state errors Y7 %|x;|. We can define this problem
through the optimization problem

minimize ;mxi\ = ||Tx||1 (4a)

subjectto —Ax+Bv+w =0, (4b)

—1<v<1. (4c)

where I' = diag{y1,...,%}. The inequalities (4¢c) are considered componentwise.

This problem can be motivated by a district heating example. Let w be the out-
door temperature, x; be the deviation from the comfort temperature for each agent
i, and let Bv denote the heat provided to the agents, limited by (4c). Then if I' =1,
this corresponds to minimizing the total discomfort experienced by all agents. One
could consider 7; to be a cost describing the severity of agent i deviating from the
comfort temperature, where y; would be high for e.g. a hospital. Note that this cost
does not capture the notion of fairness as considered in [ATgner et al., 2023]. For
instance, with ' =1, x = [n,O,...,O]T, and y=1[1,1,...,1] we achieve the same
costs ||Tx||; = ||T'y||1. With the problem (4) defined, the following holds.

THEOREM 3—EQUILIBRIUM OPTIMALITY

Let Assumption 2 hold and let TA™'B be a strictly diagonally column-dominant
M-matrix. Let f(u) = sat(u) and h(u) = dz (u) = u — sat (u). Let (x°, 2°), be an
equilibrium for the closed loop system in (1)—(3), associated with input u°. Then
x* =x% and v* = f(u°) solves (4).

REMARK 2

For an arbitrary choice of v, it does not necessarily hold that TA™'B is strictly
diagonally column-dominant. Thus Theorem 3 cannot be used as a design-method
where we first fix the weights Yy according to some performance criterion and then
calculate a correspondingly optimal controller. However; the set of weights i such
that the required condition is satisfied will always be non-empty. We can see this
because A is a positive definite diagonal matrix by Assumption 2 and thus A~'B is
also an M-matrix by Proposition 1 (ii). Proposition 1 (iii) then shows that a positive
definite diagonal matrix T such that TA™'B is strictly diagonally column-dominant
must exist. Thus Theorem 3 yields a non-empty set of performance criteria for which
the fully decentralized control strategy cannot be outperformed by a more complex
control architecture.
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4 Numerical Example

4. Numerical Example

This motivating example compares three different control strategies on a simplified,
linear model of 10 buildings connected in a district heating grid. The compared
strategies are the same as the ones considered in [Agner et al., 2023]. Each building
i has identical thermodynamics on the form

. a; 1 .

xi:*a(xc+xi*Text([))+aQi(u)a (5
where x; denotes agent i’s indoor temperature deviation from the comfort tempera-
ture x., C; is the heat capacity of each building and Ty, is the outdoor temperature.
Q; is the heat supplied to building i. This heat supply is given by

Q = Bsat(u), (6)

where B represents the network interconnection. The simulation was conducted
with @; = 0.167 [kW/C°], C; = 2.0[kWh/C°], p; = 2.5[1/C"], r; = 0.2[1/C°h], and
s; = 2.0[C°] for all i. The parameters a;, C; are chosen close to the values found
in [Bacher and Madsen, 2011] which discusses parameter estimation for a single-
family building. The Matrix B is selected as B;; = 12 Vi, B; j = —0.15min(i, j)
Vi # j in units [KW]. Matrix B is constructed such that fully opened control valves
(sat(u) = 1) gives Q representing a reasonable peak heat demand for small houses.
In this scenario, Q; is high for buildings with i small (close to the production fa-
cility). We simulate the system using the DifferentialEquations toolbox in
Julia [Rackauckas and Nie, 2017], for an outdoor temperature scenario given by
data from the city of Givle, Sweden in October 2022 during which the temper-
ature periodically drops to almost -20°C. The data is gathered from the Swedish
Meteorological and Hydrological Institute (SMHI). This slowly time-varying dis-
turbance also brings insight into how our proposed controller handles a signal w
which is not constant. We compare three different controllers and three different
cost functions. The first controller is the fully decentralized PI-controller consid-
ered in this paper. Secondly the coordinating controller consists of the same PI-
controllers as the decentralized case, but with the coordinating rank-1 anti-windup
signal z; = x; + 1" dz (u) considered in [Agner et al., 2023]. Finally, the static con-
troller is given by u = —B'C~!x as considered in [Bauso et al., 2013], where C is
the diagonal matrix of all heat capacities C;.

Figure 1 shows the resulting deviations x during the simulations. At around
hour 100, the outdoor temperature is critically low. At this time, the buildings do
not receive sufficient heat, regardless of the control strategy. Figure 1a shows that
with the decentralized strategy, the worst deviations become larger than with the
coordinating strategy (Figure 1b). However, not all buildings experience tempera-
ture deviations, whereas with the coordinating strategy, all the buildings share the
discomfort. Lastly, the static controller has large deviations experienced by many
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x [°C]

l
0 100 200 300
time [h] time [h]

(a) Decentralized controller. (b) Coordinating controller.

x [°C]

time [h]

(c) Static controller.

Figure 1. Temperature deviations x (blue, left axis) for each strategy and the outdoor tem-
perature w (black, dotted, right axis). Around hour 100, w becomes critically low and the
indoor temperatures drop as the controllers saturate.

buildings. Even when the outdoor temperature is manageable, the static controller
has a constant offset from the comfort temperature, highlighting the usefulness of
the integral action. We evaluate the performance through the cost functions

5= %/OTHx(t)Hldt, %)
. %/T||x(t)||(x,dt, )
T/ (1) + sat (u()) T sat (u(r)) d. ©)

where T is the simulation time and L is a diagonal matrix where each element is
given by [; = "’ . The cost J; mimics the optimality notion considered in this paper,
Joo mimics the 0pt1ma11ty notion considered in [Agner et al., 2023], and J, mimics
the optimality considered in [Bauso et al., 2013]. Table 1 shows the resulting eval-
uations. The coordinating controller gives minimal worst-case deviations J., but J;
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5 Proof of Equilibrium Existence and Uniqueness

Table 1. Costs (7)—(9) evaluated over the simulation.

|| Decentralized | Coordinating | Static

Jeo 0.17 0.13 0.28
J1 0.67 0.9 1.96
J 3.52 3.52 3.49

is minimized in the decentralized strategy. This result, i.e. that the total discomfort
is minimized by decentralized control but the worst-case discomfort is minimized
by coordination, is found also in [Agner et al., 2022] where a nonlinear model of
the grid hydraulics and a 2-state model of building dynamics is employed. On the
weighted cost J», all controllers provide similar performance. The static controller
slightly outperforms the other two in this scenario, but it is outperformed in every
other measure.

5. Proof of Equilibrium Existence and Uniqueness

We will now prove Theorem 1 through the use of Banach’s fixed-point theorem
[Agarwal et al., 2018]. This proof requires the following two lemmas, the proofs of
which are found in the appendix.

LEMMA 2

Let f:R" — R" and h : R" — R" where h(x) = x — f(x) satisfy Assumption 1.
Then f : R" — R" and h : R" — R" given by f(x) = f(x+x°) — f(x°) and h(x) =
h(x+x°) — h(x°) for some x° € R" also satisfy Assumption 1 and h(x) + f(x) = x.

LEMMA 3

Let f:R" = R" and h: R" — R" where h(x) = x— f(x) satisfy Assumption 1. Then
f:R" - R" and h : R" — R" given by f(x) = Df(D~'x) and h(x) = Dh(D™'x)
where D is a diagonal positive definite matrix also satisfy Assumption 1 and h(x) +

flx)=x.

Proof of Theorem 1. Denote by S a diagonal matrix gathering the positive anti-
windup gains s;, i = 1,...n. We can rearrange (1)—(3) by imposing x = z = 0, which
yields

0="h)+S AT BF () + 57 A . (10)

If there is a unique u° solving (10) then x* = A~' (Bf(u’)+w) and 2* =
R '(—Px" — u°) are uniquely determined by (1) and (3) respectively, where
R = diag{ry,...,rs} is invertible by Assumption 3. Hence we need only show
that there is a unique u° solving (10) for the proof to be complete. Let D be a
diagonal positive definite matrix such that DS~!A=!BD~! is strictly diagonally
column-dominant. Note that such a D always exists by Proposition 1 (iv) because A
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and § are diagonal positive definite and B is an M-matrix. Left-multiply (10) by D
and insert multiplication by I = D~ D before f(u°) to obtain

0=Dh(u’)+DS'A"'BD'Df(u’) + DS'A"w. (11)

Introduce the change of variables B= DS 'A~'BD~!, { = Du®, and w = DS~ 'A~'w.
Then (11) yields

0=Dh(D™'¢) +BDF(D7'E) +. (12)

Here we can use Lemma 3 to replace f({), 1({) with f(&) = ngD’l O, h() =

Dh(D™'{). Note that f(-), h(-) satisfy Assumption 1 and f(&) 4 (&) = ¢. Intro-

duce a scalar k satisfying k > max(1,2maxB; ). Divide (12) by —k, add ¢ to the
1

left-hand side, and & = F(&) +A(&) to the right-hand side of (12) to obtain

C:—%((1—k)fl(é)—i—(é—kl)f(é’)—i—ﬁ»). (13)

We define the right-hand side of this expression as T;,({), defined for a specific
w. By showing that 7;, is a contractive mapping for any W, we can use Banach’s
fixed point theorem [Agarwal et al., 2018] to show that there is a unique solution
¢ =T,,(¢) (and thus a unique u® = D~'{) for any W (and thus any w = ASD~'W).
Consider any o € R", B € R". Then

Tu(@) ~1u(B) = — % (e () + L (e - fp)). 14)
HereweuseLemma2t01ntroduceh( B)=h(c)—h(B)and f(a—PB)=f(a)—
f(B). Denote A = a — B and AT = T,,(a) — T;,(B). Then

< = g+ 2B g |+§'B”'f, o as
JF#i
Therefore
¥l = 1471
<3 (o SR o+ g Peer). )
=1 e

Due to the diagonal column-dominance of é and the definition of %, it holds that
k>B,,>ZHg,\Bj,| Thus, selecting A = &1 < 1, u,—w<l,%:
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max(A, ;) < 1, and ¥ = max; §% < 1, we obtain

AT < leh )|+ il fi(A7)]

M=N

% (17 (A0)] + 1 £i(A)])

Il
_

M:

YAl = VlIAl- a7)

Il
—_

Note that |i;(A;)| + | fi(A;)| = |A] since fi(A;) and /;(A;) always have the same sign
by Assumption 1, and sum to A;. This proves that 7,, is a contraction mapping with
respect to the metric ||-||;. Thus, by Banach’s fixed point theorem, for each w and
the ensuing w = DS~'A~!w there is a unique ¢ such that (13) holds, and thus a
u® = D' such that (10) holds, which completes the proof. O

6. Proof of Global Asymptotic Stability

Given the existence of an equilibrium (x°,z°) and the associated input #°, consider
the change of variables Z = —R(z—2°), & = u—u®, f(i) = f(u’ + @) — f( 03, and
h(ii) = h(u® + @) — h(u®). Due to Lemma 2, f(-), i(-) satisfy Assumption 1, and
f(it) + k(i) = . This allows rewriting the (1)—(3) as

Z —RP™! RP™! H 0] 7. [RS]7, -
M - {A —RP™' A —s—RP]} M N {PB} J(@) = [RS] W) 18)
where P, R, and S are diagonal matrices gathering the controller parameters p;, r;,

and s;. Stabilizing this system to 7 = & = 0 is equivalent to stabilizing the original

system system to the equilibrium x = x°, z = 2%, and u = u®. We will therefore now

prove Theorem 2 with a Lyapunov-based argument considering system (18).

Proof of Theorem 2. Consider the Lyapunov function candidate

n

w0 -3 /Z"q,.m,.%— D) (7(¢)+e0))dg
Z/q fi(§)+e¢)d¢ (19)

where scalars g; > 0 and € > 0 are parameters to be fixed later. For any such choice
of parameters, V is positive definite and radially unbounded because f;({) 4 € is
increasing in { and zero at zero. Also a, — 1> 0 due to Assumption 3. The time
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derivative of V along the trajectories of system (18) is given by

V(z,a) =— (F(2) +ez— f(a) —eid) D(z—a) (20a)
— (F(2)+¢2) ' DPSh(a) (20b)
— (f(@)+ei) " QRSh(i1) (20c)
— (f(a)+eq) " QPBF(a) (20d)

where D is a diagonal matrix gathering the positive elements ¢; (a; — r;/p;) and Q
is a diagonal matrix gathering the positive elements ¢g;. To simplify this expression,
we split it into

V(Z,i) = Vi(Z,i) + Va(Z, i) 2D
where V| (Z,i1) corresponds to the terms (20a)—(20b) and V5(Z,4) corre-
sponds to the terms (20c)—(20d). Since D and DPS are diagonal, V| can
be analyzed for each i individually. f£({;) + €& is increasing in {, there-
fore sign (ﬁ(Zi)—FSZi—ﬁ(lli)—sﬂi) = sign(Z;— ;) and thus (20a) is nega-
tive semi-definite. If Z; and #&; have the same sign, (20b) contributes nega-
tively to Vi. If they have opposite signs the contribution is positive, but then
(20a) only comprises negative terms as (f;(Z)+ €2z — fi(#;) — ed;) D (% — ;)
= (|fi(z:) + €zi| + | fi(@) — eiwi]) D;; (|Z:| + |d@]). Indeed, since p;s; < 1 from As-
sumption 3 and |/;(i;)| < |i;| from Assumption 1, then (20a) as developed above
dominates (20b) which is upper bounded by | f,(z,)—|—8z,|D,,|h( i)|- Thus vy is
negative semi-definite. We now turn our attention to V5. Note that i, f(i), and 7 (ii)
elementwise have the same sign and QRS is diagonal, positive definite. Thus

(F(@) + i) " QRSh(ii)
= (F(@) + (@) + k(i) " QRSh(@) (22)
=(1+e)f(a)" ORSh+eh(a)" QRSh(i) > eB||a(a)]3
where f3 is the minimum diagonal element of QRS. Note also that
(F(a)+ea) ' QPBJ(@) = (1+¢)f(a) ' OPB (&)
+¢eh(i) " QPBf(ii). (23)

Fix now the weights ¢; in such a way that QPB + BT PQ is positive definite. This is
possible by Proposition 1 (iv) because B is an M-matrix according to Assumption 2.
Therefore 3o > 0 such that QPB+B' PQ > 2. Thus the first term of (23) satisfies

(1+¢)f(@)" QPBFf (@) > (1+¢&)a| f(@)]|3- (24)
We also note that the second term in (23) satisfies
eh(a) " QPBF (@) > —ev| F(@)|2[h(@)]|2 (25)
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where ¥ = ||QPB||;. Thus, combining the bounds in (22), (24) and (25) within
(20¢)—(20d), we obtain

Vo (z,i) < —(1+&)a| f(@) |13 — eBlIh(@)|3 + eVl F(@) 2|1 h(@)]|2
(@ (~(+e)a ey (1F@)- (26)
<||7l(11)|2)( ley 3sﬁ><|ﬁ<ﬁ>nz)‘

We may now select the Lyapunov function parameter € sufficiently small such that

(Oc +eo— %) > 0. This makes the quadratic form (26) negative definite. Thus

Va(Z,i) = 0 if and only if f(ii) = h(ii) = 0, i.e. if and only if i = 0. In this case,
Vi(Z,@) is clearly negative definite in Z. Thus V(Z,i) is negative definite, which im-
plies that the origin is globally asymptotically stable for system (18). Equivalently,
the equilibrium (x°,7%), with input «, is therefore globally asymptotically stable

for the original system (1)—(3). O

7. Proof of Equilibrium Optimality

Here we prove Theorem 3.

Proof of Theorem 3. Firstly, it is clear that v* = sat («°) and x} = x? = —s;dz ()
for all i satisfies (4b) due to x°, z¥ being an equilibrium, and satisfies (4c) because
sat(-) is bounded in the range [—1, 1]. Consider, for establishing a contradiction, that
there exists u # 0 such that vi = v + g andx" = A~ 'Bv + A~ lw =x*+A"'Bu is
the optimal solution to (4) with a smaller cost (4a) than the one obtained by x*, v*.
Then p solves the optimization problem

n

min}inize Y lvixi +Bip| (27a)
i=1

subjectto —1<v'+u<1. (27b)

where B; is row i of the matrix B = TA~!'B. The equilibrium of (2) implies X =
—s;dz (u?) Therefore we can leverage (27b) to see that x7 > 0 = u? <—-1 =
vi=—1 = p; > 0 and conversely x; <0 = u?>1 = vi=1= u; <0.
Combining this with I" and A both being diagonal, positive definite and the fact
that B is an M-matrix which implies that B;; > 0, we obtain |yx; + B; ;11| = |yixi| +
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|E,-,,- ;| for all i. Thus (27a) can be expanded as follows

Y. [yt Bl > ¥, <|%xl+B,,u,| | Y Bijuil )
i=1 i#] i#]

> Z(Inxi|+|éi,il|uil)—ZZIEf,jI ;| (28)
i=1 i=1j£i

SN (uékﬁu -y |é,-,k|> el
=1 =l 7k

Since B is diagonally column-dominant, then |By | — ¥ ;. |Bj| is positive for all
k. Thus this expression is minimized by y = 0, which completes the proof. o

8. Conclusions

In this paper we considered fully decentralized PI-control for a class of intercon-
nected systems subject to incrementally sector-bounded nonlinearities. We showed
that for systems where the input matrix is an M-matrix, fully decentralized PI-
controllers globally asymptotically stabilize a specific equilibrium. Furthermore,
this equilibrium is optimal in that it minimizes costs of the form Y7, ¥|x;|. The pro-
posed control strategy was employed in a numerical example of a simplified district
heating system model. The example showed that, with our decentralized strategy,
the total discomfort in the system is minimized, at the cost of higher worst-case dis-
comforts when compared with a alternative coordinated control strategies. We have
thus demonstrated that a fully decentralized and easily tuned control law constitutes
a relevant design for a large class of systems.

Open questions include analysis of the transient response, and finding controller
tuning rules accordingly. This could encompass the case when w is not constant but
slowly time-varying, such as in the simulation study in Section 4. Furthermore, to
better capture the district heating application, a richer class of systems should be
considered: Multi-state models for each building, as well as more complex, nonlin-
ear models of the interconnection B can be considered.
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Appendix

We prove here suitable properties of the function class characterized by Assumption
1, as stated in Lemmas 1, 2 and 3. To simplify the exposition, we drop the subscript
i

Proof of Lemma 1. Clearly, h(0) = 0— f(0) = 0. Additionally,

hog_h@)_y—j@d—x+f@):]_fbo_f@)eml] (A.1)

y—x y—x y—x
which shows that 0 < (A(y) — h(x))/(y —x) < 1 if x # y, concluding the proof. O

Proof of Lemma 2. Clearly, f(0) = f(x°) — £(x°) = 0. In addition,

F0) -7 _f
y—

(r+x°) — f(x+x%)
(y+x0) = (x+x°)

which shows that 0 < (f(y) — f(x))/(y —x) < 1 if x # y. Finally f(x) + h(x) =
Flx+x0) — f(x )+h( +x9) = h(x%) = x +x° — x% = x, concluding the proof. O

xxl

€10,1] (A2)

Proof of Lemma 3. f(0) = D~ £(0) = 0. Additionally,

7o)~ F) _ A0/ —df/d) _ /D)= fx/d) g gy (A3)
y—x

y—x y/d—x/d
Thus 0 < (f(y) — f(x ))/y—x) < Lifx#y. Fmallyf( )+ (x):

Df(D~'x) + Dh(D~'x) = D(f(D~'x) + h(D"'x)) = DD~ 'x = x, concluding the
proof. O
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Paper IV

On PI-control in Capacity-Limited Networks

Felix Agner Anders Rantzer

Abstract

This paper concerns control of a class of systems where multiple dynami-
cally stable agents share a nonlinear and bounded control-interconnection. The
agents are subject to a disturbance which is too large to reject with the avail-
able control action, making it impossible to stabilize all agents in their de-
sired states. In this nonlinear setting, we consider two different anti-windup
equipped proportional-integral control strategies and analyze their properties.
We show that a fully decentralized strategy will globally, asymptotically stabi-
lize a unique equilibrium. This equilibrium also minimizes a weighted sum of
the tracking errors. We also consider a light addition to the fully decentralized
strategy, where rank-1 coordination between the agents is introduced via the
anti-windup action. We show that any equilibrium to this closed-loop system
minimizes the maximum tracking error for any agent. A remarkable property
of these results is that they rely on extremely few assumptions on the inter-
connection between the agents. Finally we illustrate how the considered model
can be applied in a district heating setting, and demonstrate the two considered
controllers in a simulation.

Submitted to Automatica November 2024. Preprint available: F. Agner and A.
Rantzer (2024). On PI-control in capacity-limited networks. arXiv: 2411 . 14077
[eess.SY]
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1. Introduction

In this paper we consider control systems where a large number of interconnected
agents share a limited resource, with the goal of utilizing this resource in an optimal
fashion. This form of problem arises in many real-world domains: Communication
networks [Kelly et al., 1998; Low and Lapsley, 1999; Low et al., 2002; Kelly, 2003],
power systems [DallAnese and Simonetto, 2018; Molzahn et al., 2017; Ortmann et
al., 2023], building cooling systems [Kallesge et al., 2019; Kallesge et al., 2020],
district heating and cooling networks [Agner et al., 2022], and distributed camera
systems [Martins et al., 2020; Martins and Arzén, 2021].

From a control-theoretic perspective, this family of problems poses several in-
teresting challenges. Firstly, the multi-agent setting calls for control solutions which
are distributed or decentralized to maintain scalability in large networks. Secondly,
the nonlinearity imposed by the resource constraint means that a fully linear sys-
tems perspective will be insufficient. Thirdly, it is often the case that a detailed
system model is difficult to obtain. Hence an explicit system model may be unavail-
able for control design. Finally, due to the constrained resource of the system, it is
often impossible to drive the system to a preferable state for all agents. Hence it
becomes interesting to analyze the optimality of any equilibrium stabilized by the
closed-loop system.

Early works in this direction concerned with congestion in communication net-
works [Kelly et al., 1998; Low and Lapsley, 1999]. Since then, a larger body of
literature has grown. An often-considered approach is to design the closed loop sys-
tem to act as a gradient-descent algorithm [Krishnamoorthy and Skogestad, 2022;
Hauswirth et al., 2024], in order to ensure optimality of the resulting equilibrium.
This approach faces the challenge that the gradient of the steady-state map from
input to equilibrium states needs to be known. Additionally, the resulting controller
inherits the structure of this gradient, which may in general be dense. While works
have been published in the directions of data-driven estimation of this gradient [He
et al., 2024], there are still major challenges in multi-agent and continuous-time set-
tings. For specific problem-instances, asymptotically optimal control solutions with
structural sparsity have been shown. For network flow-control, distributed solutions
have been found which yield asymptotic optimality [Bauso et al., 2013; Blanchini
et al., 2022]. For agents connected via a saturated, linear map, where the linear part
corresponds to an M-matrix, fully decentralized and rank-1 coordinated control has
been considered [Agner et al., 2024a; Agner et al., 2023]. These two works consider
anti-windup-equipped proportional-integral control. Anti-windup has a long history
of use in dynamic controllers for plants with input saturations, typically with the
purpose of ensuring that the behavior of the controller in the saturated region does
not drastically differ from the unsaturated behavior [Galeani et al., 2009]. However,
recent works have also shown that anti-windup has a useful application in real-time
optimization [Hauswirth et al., 2020] as it holds an interpretation of projection onto
the feasibility set of the system. In [Martins et al., 2020; Martins and Arzén, 2021],
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an anti-windup-based controller is heuristically proposed and used to coordinate the
allocation of a limited volume of disk space within a distributed camera system, in-
forming the different cameras in the network of the current resource availability and
thus improving the resource usage.

In this paper we present the following contributions. We study an extension of
the model of capacity-constrained systems considered in [Agner et al., 2024a; Agner
et al., 2023] to a fully nonlinear setting. We show that this extension to the nonlin-
ear domain is crucial for modeling real world systems by explicitly demonstrating
how the model can capture a district heating network. For the considered model,
we consider the same two forms of controllers based on anti-windup-equipped PI
control as considered in [Agner et al., 2024a; Agner et al., 2023]. Firstly a fully de-
centralized control structure, and secondly a structure which introduces light rank-1
coordination between the agents. We show that the results presented in [Agner et
al., 2024a; Agner et al., 2023] still hold in a fully nonlinear setting. In particular,
the fully decentralized controller globally, asymptotically stabilizes the system, and
both of the considered controllers admit closed-loop equilibria which are optimal in
the following ways: The fully decentralized controller minimizes a cost on the form
Y a;Vvil|x;|, and the coordinated controller minimizes the largest control error | x||c.

We formally introduce the considered plant and problem formulation in Sec-
tion 2. We present the two considered control strategies, along with their associated
theoretical results on stability and optimality in Section 3. We demonstrate the ap-
plicability of the considered controllers in a motivating example based on district
heating in Section 4, along with a simulation. In Section 5 we prove the main results
of the paper and we finally conclude the paper in Section 6.

1.1 Notation

For a vector v € R", we denote v; to be element i of v. We denote diag (v) to be a
diagonal matrix with the elements of the vector v along its’ diagonal. We denote
R>o (R-0) to be the set of non-negative (positive) numbers. If v and u are two
vectors in R, we say that v>u (v > u) if v—u € RL, (v —u € RZ;). We denote
[v], to be the element-wise non-negative parts of the elements of v, such that if
u = [v],, then u; = max(v;,0). Conversely, [v]_ = v —[v] . We define the saturation
function as sat (u); = max (I;, min (;, u;)). sat(-) maps from R" to a set S = {v €
R*|l; <v; <1;,¥i=1,...,n} defined by the bounds /, I. When sat(-) is applied
to an element of a vector, e.g., sat(u;), the bounds Ti, I; are implicitly used. We
define the dead-zone nonlinearity dz (1) = u — sat(u). We denote the sign-function
sign (x) = x/|x| when x # 0 and sign (x) = 0 for x = 0. When we apply sign(-) to
a vector, the operation is performed element-wise. For a vector x € R” we use the
l1-and-lw-norms ||x||; = Y7, |xi| and ||x|| = max; |x;| respectively.
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2. Problem Formulation

In this section we first introduce the considered plant, and subsequently the associ-
ated control problem.

2.1 Plant Description

We consider the control of multi-agent systems where the dynamics of agent i €
1,...,n can be described by the following dynamics.

di = —a; + by (sat (u)) +w; M

Here x; denotes the scalar state of agent i which should be maintained close to
0. a; € Ry models a stable internal behavior of agent i. w; € R is a disturbance
acting on agent i, assumed to be constant. b; is the i’th component of a nonlinear
interconnection b : S — B between the agents. Here S is the range of the saturation
function. We consider the case where b is not explicitly known and hence cannot
be used in control design and actuation. However, we assume that b holds certain
exploitable properties:

ASSUMPTION 1
(Input-output properties of b) b : S — B is a continuous function. There exists 1 €
RY, such that for any pair v, v € S where v > v and v # v,

(i) bi(v)—bi(v) <0ifv; =y, and
(i) n" (b(¥) = b(v)) > 0.

Assumption (i) encodes competition between the agents: if other agents increase
their control action while agent i maintains their control input ( v; = y; and v > p),
the resource granted to agent i decreases (b;(vV) — b;(v) < 0). Assumption (ii) en-
codes that if all agents increase their system input (v > v), the output of the system
increases (" (b(v) —b(v)) > 0). This increase concerns a weighted output, gov-
erned by a weight 1. If b satisfies (if) for many different vectors 1 > 0, then the
results of this paper hold for any such choice of 7.

REMARK 1

Assumption 1 is satisfied in the linear case when b(v) = Bv and B € R"™" is an
M-matrix. (i) then corresponds to the non-positivity of B’s off-diagonal elements.
B also has a positive left eigenvector 1 with associated positive eigenvalue A such
that "B = An", which implies (ii). This is the case investigated in [Agner et al.,
2024a; Agner et al., 2023]. We refer to [Horn and Johnson, 1991, pp. 113-115] for
a more detailed definition of M-matrices and a list of their properties.

REMARK 2
Note that S is an n-dimensional box and thus compact. As b is continuous, B is
therefore also compact due to the extreme value theorem.
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2.2 Problem Description

In an ideal scenario, a controller should drive the system (1) to the origin (x = 0),
which means that there are no control errors. This is unforunately not always possi-
ble. The dynamics (1) dictate that any equilibrium state-input pair (x°, u°) yielding
& = 0 must satisfy a;x) = b;(sat (u)) +w; for all i = 1,...,n. But when the distur-
bance w is large, we may find that —w ¢ B as the image B of b is compact. Thus it
becomes impossible to stabilize the origin. In this scenario, our aim is to design con-
trollers which stabilize an equilibrium close to the origin, where we will consider
two such notions of "close". The multi-agent setting also provides the complication
that the controllers should require little to no communication. Furthermore, we have
no explicit model of b, and can therefore not use it for control design or actuation.

3. Considered Controllers and Main Results

In this section we will define two proportional-integral control strategies. In the
unsaturated region, both controllers are equivalent and fully decentralized. In the
saturated region they are equipped with different anti-windup compensators. One of
these anti-windup compensators is fully decentralized and the other is coordinating
using rank-1 communication. We will show how the closed-loop equilibria of these
two strategies minimize the distance to the origin by two different metrics.

3.1 Decentralized Control

The first control strategy we investigate is also the simplest, namely the fully de-
centralized strategy. Each agent i = 1,...,n, is equipped with an integral error z;,
proportional and integral gains kp; € R+ and k;; € R+, and an anti-windup gain
ka,i € R>o. Their closed loop system is therefore described by

X = —ajx;+ b,-(sat (u)) =+ w; (2a)
Zi = x; + ka ;dz; (u) (2b)
u; = —kp ix; — krz;. (2¢)

We assume that the controller gains of each agent are tuned according to the fol-
lowing rule.

ASSUMPTION 2

Forall agentsi=1,...,n, it holds that kp ja; > ki ; (the proportional gain dominates
the integral gain) and kp ;ka ; < 1 (the proportional gain and the anti-windup gain
are limited).

Note that this control strategy is fully decentralized not only in terms of actuation,
but also in terms of Assumption 2. The controller tuning also requires no explicit
model of the interconnection b. For this closed-loop system, we present the follow-
ing qualities, which we will later prove in Section 5.
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THEOREM 1—GLOBAL ASYMPTOTIC STABILITY
Let Assumptions 1 and 2 hold. Then the closed loop system (2) formed by the
decentralized controller has a unique, globally asymptotically stable equilibrium.

This theorem is proven in Section 5.2. By an equilibrium in this context, we mean
a pair (x°,z%) with associated control input «° which solves (2) with % = z = 0. We

can show that this equilibrium is optimal in the following sense.

THEOREM 2—EQUILIBRIUM OPTIMALITY

Let Assumptions 1 and 2 hold, and recall the vector 1 from Assumption 1. Let
(x°,u®) be the equilibrium state-input pair stabilized by the decentralized controller
(2). Consider any other pair x' € R", u" € R" which forms an equilibrium for the
open-loop system, i.e., which solves (1) with x = 0. If sat (uT) = sat (uo), then

n n
Y niailf| < Y miailx]|. 3)
i=1 i=1

This theorem is proven in Section 5.3. This optimality guarantee is given for the
objective Y1, nia,-|x? , characterized by a and 1. Hence this result does not yield a
control design method for minimizing general costs on the form ||Wx||;, where W
is an arbitrary weight. Rather, it highlights that for an interesting class of problems,
this fully decentralized controller which is designed without explicit parameteriza-
tion of b can still provide a notion of optimality. In fact, if Assumption 1 is satisfied
for a whole set of vectors 1, the optimality of Theorem 2 holds for all such vectors.

3.2 Coordinating Control

The second control strategy we consider introduces a coordinating anti-windup sig-
nal. The proposed closed-loop system is given by

Xi = —ajx;+ b,-(sat (u)) —+ w; (4a)
2= x;+ k517 dz (u) (4b)
u; = —kp jix; — ky ;z;. (40)

The only difference from the decentralized strategy (2) is the coordinating anti-
windup term k17 dz (u), where k€ € R~ is an anti-windup gain. This coordinat-
ing controller is also fully decentralized in the unsaturated domain dz (1) = 0. When
saturation occurs, the communication is rank-1, hence it can be implemented sim-
ply though one shared point of communication, or via scalable consensus-protocols
[Olfati-Saber and Murray, 2004]. The coordinating term k“1"dz (u) heuristically
embeds the following idea: If the current disturbance on the system is large, and an
agent requires more control action than the saturation allows (dz (i) large for some
k€ 1,...,n), then this will enter into the coordinating term k“1"dz () and make all
other agents reduce their control action, freeing more of the shared resource.
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We assume that the coordinating controller is designed according to the follow-
ing rules.

ASSUMPTION 3

For all agents i = 1,...,n, it holds that ajkp; = (1 + & )ki;, where o € Ry is a
tuning gain known to all agents. Additionally, the anti-windup gain k© € R~ is
chosen sufficiently small, such that él—rkp <l

Equation (4b) imposes the equilibrium condition —x° = k€11 "dz (uo), ie, x0is

parallel to 1. This means that in any closed-loop equilibrium, the imposed control
error is shared equally between all agents. In a sense, this means that the resource is
being shared in a fair fashion between the agents. In fact, the imposed equilibrium
will be optimally fair in the following sense.

THEOREM 3—EQUILIBRIUM OPTIMALITY

Let Assumptions 1 and 3 hold. Assume that (xo, uo) is an equilibrium stabilized by
the coordinating controller (4). Consider any other pair x' € R", u" € R" forming
an equilibrium for the open-loop system, i.e., they solve (1) with x = 0. If sat (uT) =+
sat (uo) then

oo < 157 |- (5)

This theorem is proven in Section 5.3. While this is a strong result, it is only in-
teresting if two implicit assumptions are satisfied: That such an equilibrium ex-
ists, and that it is globally (or at least locally) asymptotically stable. However, this
is not always the case. As stated previously, (4b) imposes that any equilibrium
1 is parallel to 1. At the same time, (4a) imposes that any equilibrium satisfies
x% = A~ (b(sat (u)) +w) where A = diag (a). As b is bounded, these two relations
can only hold if A~!w is approximately parallel to 1, i.e., if w has a similar effect on
each agent. An exact characterization of such a condition on w is outside the scope
of this work. We refer to [Agner et al., 2023] for the case where b is linear. Further-
more, even when an equilibrium exists, it is non-trivial to show that the equilibrium
will be stable. Such an exercise is outside the scope of most regular stability analysis
for saturating systems, where it is often assumed that the stabilized equilibrium lies
in the unsaturated region. We can however show the following result, which applies
when the the disturbance is small enough to be rejected. This theorem is proven in
Section 5.2.

THEOREM 4—GLOBAL ASYMPTOTIC STABILITY

Let Assumptions 1 and 3 hold. Additionally, assume that b(l) +w > 0 and b(l) +
w < 0. Then the closed loop system (4) formed by the coordinating controller has a
unique, globally asymptotically stable equilibrium.
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Figure 1. A district heating network. A heating plant (node 23) heats up water and pumps
it out to consumers (nodes 1-22) through the supply-side network (red edges). The water
subsequently returns through the return-side network (blue edges).

4. Motivating Example - District Heating

To illustrate the usefulness of the theoretical results, we consider district heating
networks as a motivating example. Figure 1 shows a schematic example of such
a system. Typically in existing networks of traditional design, one or a few large
heating plants produce hot water which is pumped out to consumers via a network of
pipelines (red edges in Figure 1). Each consumer is equipped with a valve to regulate
the amount of hot water they receive. This water runs through a heat exchanger in
which heat is transferred to the internal heating system of the building. The water
subsequently returns through another network of pipes (blue edges in Figure 1)
which is symmetric to the supply-side network. The primary aim in the network is
to supply enough hot water to the consumers, such that they can maintain comfort
temperatures within their buildings. We consider a simple dynamical model for the
temperature 7; in each building i = 1, .. . . ,n, which consumer i would like to maintain
at areference temperature 7;". Hence the tracking error is x; = T; — 7. The dynamics
guiding the tracking error x; is thus given by

cixi=—a; (T +xi = T,) + cp wPw6igi(v). (6)

Here ¢; is the heat capacity of building i. d; is the thermal conductance and 7, is the
outdoor temperature, acting as a disturbance. Hence the first term —a; (T +x; — 1)
corresponds to diffusion of heat between the interior and exterior of the building.
¢pw and p,, are the specific heat capacity and density of water respectively (both
assumed constant) and ¢; is the volume flow rate going through the building heat
exchanger. §; is the difference in supply-and-return temperature before and after
the heat exchanger. Hence the second term cj, ,,p,,0;gi(v) corresponds to the heat
provided to the building through the heat exchanger. The volume flow rate ¢; is
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regulated by the valve positions v = sat(u). Note that the flow rate g; provided to
consumer i is influenced by the valve positions v of all consumers in the network,
not only v;. This is because the pressure distribution in the network is affected by
all of the flow rates in the network. Herein lies the main connection to our theoret-
ical results. As the central pump is limited in its maximum capacity, and the valves
themselves are saturated, the volume flow rate and hence the heat that can be sup-
plied to the consumers is limited. Hence when the disturbance 7, is sufficiently low,
the available capacity becomes insufficient.

To complete the connection between the temperature model (6) and the agent

dynamics (1) as we have considered in this paper, we can identify a; = %:

bi(sat (u)) = “LxPwd Wp” “gi(sat(u)) and w; = ;’_'(T,, = T;). Secondly, we make the fol-
lowing simphfylng assumption.

ASSUMPTION 4
The delta temperatures &;, ¢, and p,, are all constant.

In practice this assumption will not hold exactly. The delta temperature changes
slightly with several factors, such as the supply-temperature in the network, the ac-
tivity on the secondary side of the heat exchanger (i.e., the side facing the consumers
internal heating system). There are also slight temperature-dependent variations in
the density of the water. In general however and over shorter time-spans, these vari-
ations are much smaller than the variations in volume flow rate. This assumption
means that the final verification to make is that g satisfies Assumption 1. Under the
assumption that we use common static models for the valves and pipes in the net-
work such as in [De Persis et al., 2014; Agner et al., 2022; Jeeninga et al., 2023],
that the network is tree-structured, and at the pump at the root of the tree operates
at constant capacity, we can show the following. Hence ¢ satisfies Assumption 1.

PROPOSITION 1
Given two sets of valve positions v > v,

(i) qi(v) —qi(v) <0ifvi =v; and

(i) 17 (q(¥) —q(v)) > 0 if v # v.

We omit the proof of this proposition, as it demands a technical description of
district heating hydraulic models. However, we can motivate the proposition in
the following way. If all agents incrementally open their valves (v > v), this re-
duces the resistance in the system, which means that the total throughput increases
(17q(v) >17¢q(v)), i.e., (ii). However, as the total throughput increases, so do pres-
sure losses in the pipelines. Hence, if one valve i is unchanged (v; = v;), the flow rate
through the valve will decrease due to reduced differential pressure (¢;(v) < g;(v)),

ie., (i).
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Figure 2. Outdoor temperature 7, () used in simulation.

4.1 Numerical Example

To investigate the effect of the considered control strategies in a district heating set-
ting, we perform a simulation of a small district heating network. The network is
structured as in Figure 1, and each building is subject to the dynamics given in (6).
For simplicity, we consider a homogeneous building stock with ¢; = 2.0[kWh/K],
a; = 1.2[kW/K] and §; = 50.0[K] Vi = 1,...,n. We have ¢,, = 1.16- 103 [kWh/kgK]
and p,, = 10 [kg/m3]. While we omit a detailed description of district heating hy-
draulics here, we use the same type of graph-based modeling as is used in [Ag-
ner et al., 2024b]. We assume that the heating plant supplies a differential pres-
sure of 0.6 - 10°[Pa]. The difference between the input and output of each pipe
e is given by Ap, = s¢|q.|qe Where s, corresponds to a hydraulic resistance. We

use s, = 0.9[Pa/ (m3/h)2} for the long edge connecting nodes 23 and 24. We use
se = 0.25[Pa/ (m3/h)2} for the edges connecting nodes 24, 25, 26, 30 and 33. We
use s, = 0.05[Pa/ (m3/h)2] for the pipes connecting nodes 26-27-28-29, nodes 30-

31-32 and nodes 33-34-35-36. Finally we use s, = 2.5[Pa/ (m3/h)2] for the connec-

tion to each consumer. The pressure difference between supply-and-return-side for

30
(vi+1.001)2

ited in the v; € [—1,1]. The component Sqi2 corresponds to inactive components of
the consumer substation, i.e., the heat exchanger and internal piping. The remaining
component 30%'2 /(vi+1.001)? corresponds to the pressure loss over the valve.

We subject the buildings to an outdoor temperatures disturbance 7, as seen in
Figure 2, acting equally on all buildings. The temperature drops critically to below
—25°C around 50 hours into the simulation. The temperature is based on temper-
ature data from Gévle, Sweden on January 18th-21st, 2024. The data is collected
from the Swedish Meteorological and Hydrological Institute.

We consider the two control policies analyzed in this paper, namely the decen-
tralized and coordinating control policies. We employ identical controllers for each
consumer with kp; = 1.0, k1; = 1.0, ks ; = 1.0 for all i = 1,...,n in the decentral-
ized case, and kp; = 1.0, k;; = 1.0, ka ; = 1.0, k€ =0.5in the coordinating case. As

consumer i is modeled as Ap;(g;,v;) = (5 + ) ql-z. Here v; = sat (&;) is lim-
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a benchmark, we compare these strategies to optimal counter-parts. In these bench-
marks, the volume flow rate ¢(¢) is distributed optimally in each instance of the
simulation as the solution to the problem

mu)lcl’nqnze J(x) (7a)
subjectto (6) withx; =0fori=1,...,n, (7b)
g€Q (7¢)

where we use J(x) = ||x||; and J(x) = ||x||- respectively. This problem corresponds
to calculating a flow rate g which is feasible within the hydraulic constraints of
the network (i.e., (7b)) which generates an equilibrium (i.e., (7b)) which minimizes
J(x). To see how this optimization problem can be cast as a convex problem, we
refer to [Agner et al., 2022] in which it is shown that Q is convex.

We use the DifferentialEquations toolbox [Rackauckas and Nie,
2017] in Julia to simulate the system, utilizing the FBDF solver. We use the
NonlinearSolve [Pal et al., 2024] toolbox to calculate ¢ as a function of the valve
positions v = sat (u). We use the Convex toolbox [Udell et al., 2014] with the Mosek
optimizer to find the optimal trajectories for the benchmark comparisons.

The results of the four simulations are seen in Figure 3. Under all four poli-
cies, the temperatures in the buildings drop at several points during the simulation,
and most significantly starting after around 40 hours. This is because of the ex-
tremely cold temperature at this time, for which the available pumping capacity is
insufficient. We can first compare the results of using the decentralized strategy to
the results of using the optimal equilibrium input with regards to ||x||1, as seen in
Figures 3a and 3c respectively. We find that they are effectively the same, except
for minor oscillations around the equilibrium in the PI-controller case, caused by
the integral action in the controller. The same comparison can be drawn between
Figures 3b and 3d, showing the results of using the coordinating strategy and the
optimal input with regards to ||x||«. This is in line with Theorems 2 and 3, where we
expect out controllers to track the optimal equilibrium. While the interpretation of
the optimal cost in Theorem 2 is obscured by the weight 17, we see in this example
how it can correspond to the combined tracking error of all agents ||x||;.

When comparing the results of using the decentralized strategy to using the
coordinating strategy, we see the following: In the fully decentralized simulation,
several of the buildings far away from the heating plant drop below 5°C, whereas
buildings close to the heating facility maintain comfort temperature. On the other
hand, none of the buildings drop below 10°C. However, none of the buildings main-
tain comfort temperature either. Which strategy is to be preferred is debatable and
perhaps situational. Arguably in the extreme scenario of this simulation, the decen-
tralized strategy might be preferred. Consumers will be severely dissatisfied if their
indoor temperatures drop by 10°C, hence it may be better to have a lower number
of consumers be very dissatisfied than to have the whole building stock be moder-
ately dissatisfied. However, if we instead consider the temperatures distribution at
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Figure 3. Resulting indoor temperatures. The three clusters of buildings, i.e., nodes 1-8,
9-14 and 15-22 are colored in red, green and blue respectively. The darker shades of each
color shows the buildings further down each line.

around 30 hours into the simulations, we see that under the decentralized case there
are buildings experiencing reductions in indoor temperature by 10°C, whereas in
the coordinated case the worst reduction is approximately 4°C. In this case, it is
arguably preferable to coordinate, as a 4°C temperature reduction is acceptable for
a shorter period of time, whereas 10°C is too extreme to be tolerated by most con-
sumers. The exact trade-offs and results will depend on the specific system and
temperature levels at hand. What is interesting is that both of these behaviors which
are optimal under different perspectives are achievable with such simple control
techniques.

5. Main Proofs

We will now move on to prove the main theoretical results of this paper as presented
in section 3. We will prove the stability results for both proposed controllers, i.e.,
Theorems 1 and 4, followed by the optimality of their equilibria, i.e., Theorems 2
and 3. First however, we will introduce a few extra properties of the interconnection
b which are required for the subsequent proofs.
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5.1 Additional Nonlinearity Properties
The proofs of both of the following Lemmas are found in the Appendix.

LEMMA 1
Let b satisfy Assumption 1. Consider any pair v € S, v € S where v # v. Let T* =
{iel,...,n|vi#v}andletI° = {i € 1,...,n|v; = ¥;}. Then

Y misign (% —vi) (bi(7) — bi(v))
ieT*
> Y Mlbr(P) — be(v)]- (3)

ke10

This lemma is proven in the appendix. An interpretation of this lemma is that the
individual change in output b;(v) — b;(¥) goes mostly along the same sign as the
corresponding individual change in input v; — ;. This value for all agents who have
changed their inputs (Z*) dominates the change in output affecting all of the agents
who did not change their inputs (Z°). We continue with the following property of b.

LEMMA 2
Let b satisfy Assumption 1. Then for any pair v € S and v € S where Vv # v, if
b(V) > b(v), thenv > v.

This lemma is proven in the appendix. In the linear case where b is an M-matrix
(b(v) = Bv), this property can be likened with positivity of the inverse of this matrix
(B! > 0 element-wise).

5.2 Stability Proofs

We will prove both Theorem 1 and 4 using Lyapunov-based arguments. To do so,
we will first introduce a change of coordinates from (x,z) to ({,u), where u; =
—kp ix; — ki ;z; and §; = —kp;z; fori = 1,...,n. We also introduce the matrices P =
diag (kp), R = diag (k;), C = RP~! and D = diag (a) — C. Note that P, R, C and D are
all positive definite, diagonal matrices under either Assumption 2 or Assumption 3.
The closed-loop system in these new coordinates is then given by

=[5 S [ o] [Jsw. o

Here S denotes the anti-windup compensation, i.e., S = diag (ka ;) for the decentral-
ized controller and S = k“117 for the coordinating controller.

We will first prove stability of the decentralized controller, beginning with en-
suring that there exists an equilibrium.

LEMMA 3
Let Assumptions 1 and 2 hold. Then the decentralized closed loop system (2) has at
least one equilibrium.
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This can be easily proven with Brouwer’s fixed-point theorem. We provide an out-
line of the proof in the Appendix, omitting the details for brevity. We can now prove
stability of the decentralized closed-loop system.

Proof of Theorem 1. Under the taken assumptions, Lemma 3 provides that the
original system (2), and thus also (9), has at least one equilibrium which we de-
note (£, u%). We introduce the shifted variables { = ¢ — {9 and i = u — u°, and the
shifted notation sat (u) = sat (u® + 1) — sat (u°), b(sat (i) = b(sat (u) +sat (u®)) —
b(sat (u°)) and dz (i) = dz (u° + &f) —dz (u®) = @i — sat (u). In this coordinate frame,
the closed-loop dynamics are

[i :[—DC _CD] E]_m 5(sét(ﬁ))—[§] Sdz (). (10)

The aim is now to show that (10) is globally, asymptotically stable with regards to
the origin, which is equivalent with Theorem 1. Now recall the vector 17 of Assump-
tion 1, which we use to define the following Lyapunov function candidate.

n
. Nidi z  MNi -
V(i) = Gl + —|a; a1
(€,a) ,;p,-ci| i p;‘ i
While V is not strictly continuously differentiable, we note this as a technicality.
The function |- | can be exchanged with an arbitrarily close approximation which
is continuously differentiable in the origin. For this proof, we will maintain the
convention that

d
E\x\ = sign (x) x. (12)
Denote H = diag (1). We then find that
v(¢.a)
AT 5
—sign ( ) HDP~'C™'¢ +sign(a)  HP i
AT 3 s
—sign ( ) HDP~'C™! (C(ﬁ _ & —RSdz(ﬁ))

=— (sign(ﬁ)—sign (5))THDP*1 (ﬂ—f) (13a)
N\ T ~

~sign (g) HDP~'C™'RSdz (i) (13b)

—sign (7) HP~'RSdz (i) (13¢)

—sign ()" Hb(sat(d)). (13d)
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The terms (13a)—(13b) act fully diagonally, hence we can analyze their sign con-
tribution for each i € 1,...,n individually. If either % = 0 and {; # 0 or i; # 0
and §; = 0, then clearly (13b) contributes with 0, and (13a) becomes strictly nega-

tive in the non-zero variable. If sign (%;) = sign (é}), then (13a) contributes with 0,
but (13b) contributes with a negative semidefinite term, which is strictly negative if
dz (i), # 0. If sign (i;) = —sign (5,) # 0, (13b) contributes with a positive semidef-
inite term % |dz (i7), |. However, in this case (13a) contributes with a strictly neg-
ative term — "1’7—‘1‘(|5,\ + |i;]). This negative term dominates the positive semidefinite
term because of Assumption 2 where the anti-windup gain is bounded, and because
|dz (i), | < |i;|. Hence the contribution of (13a)—(13b) is negative semidefinite, and
strictly negative when dz (ﬁ)jé 0. The term (13c) is trivially negative semidefinite,
and strictly negative when dz (ii) # 0. Finally, let Z° = {i € 1,...,n|sat (i), = 0}.
Note that sign (%) = 0 == sign (sat(i);) = 0, and if sign (&) # O then either i € Z°
or sign (sat (i7);) = sign (%;). Hence the term (13d) can be bounded by

—sign () Hb(sat (i) (14)

>sign (sat (i) Hb(sat (i) (15)

— Y. njlbi(sat(a))]. (16)
jexo

As Assumption 1 holds, we can employ Lemma 1 to show that this expression is
strictly negative when sat (i) # 0. All together, if & # 0, we must have sat (i) # 0,
dz (ii) # 0 or both, in which case V({,i) will be negative due to the above argu-
ments. If 7 = 0, the term (13a) is negative definite in . Hence V(i) is negative
definite. As V({, i) >0and V({, i) < 0 for any non-zero pair (¢, i) the equilibrium
(£°,u°) is globally asymptotically stable for (9) and must therefore be unique. This
can be translated to a unique equilibrium (x°,7%) in the original coordinate frame,

thus concluding the proof. a

To prove Theorem 3 regarding stability of the coordinating closed-loop system, we
utilize the following result.

LEMMA 4

Assume that Assumptions 1 and 3 hold. Furthermore, assume that b(l) +w > 0
and b(l) +w < 0. Then, from any initial condition, the coordinating closed-loop
system (4) will converge to a forward invariant set in which the control signal is
unsaturated, i.e., dz (u) = 0.
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Proof. For this proof, we will employ the coordinate frame ({,u) as in (9), now
with § = k€117 Consider the Lyapunov function candidate

V(Cu) :%dz(C)TDR’IC’ldz(C)

+%dz (1) R 'dz (u). (17)

Here dz({) is to be understood to element-wise use the same bounds / and [ as
dz(u), ie.,if { = uthen dz (&) = dz(u). Note that

ddz (x)

L. d dz (x)? = dz (x) e

2 dt

x=dz(x)x, (18)

as adz(x) =0 when dz (x) = 0, and adz(x) = 1 when dz (x) # 0. Hence we find that
V(§,u)=dz(§)" DR'CT 4+ dz ()" Rk
—dz(¢)" DR'C™ (c( g)_kCRnT)
(

+dz(u) R (D(E )
— P(b(sat(u)) +w) — kCRnT)

=—(dz(u)—dz({) " R'D(u—-) (19)
—kCdz(¢)" ¢ 'p11" dz (u) (20)
—kCdz (u) " 117 dz (u) (21)
—dz(u)" R7'P(b(sat (u)) +w) (22)

We will begin with the last term (22), which is strictly negative when dz (1) # 0. We
can see this by noting that R~ P is a positive diagonal matrix, and then identifying
that forany i € 1,...,n, if dz; (u) > 0, sat; (u) = [;, and thus Assumption 1 (i) yields
that

bi(sat(u)) +w; > bi(I) +w; > 0.

The opposite relation can be shown when dz; (1) < 0. For the remaining terms, we
first note that

(dz(u) —dz(£)) ' R'D(u—§)
> (dz(u) —dz(£))" R™'D(dz (u) - dz(£)). (23)

which can trivially be shown by utilizing the definitions of sat(-) and dz (-). Further-
more, Assumption 3 yields that C™'D = of and R~'D = aP~!. Hence (19)-(21)
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can be combined and upper bounded by

— or(dz(u) —dz(£)) " P~ (dz (u) - dz(8))

—ok®dz (&) " 117 dz (u)
—kCdz(u) " 117 dz (u)
C
=— o (dz(u)—dz(§))" (P - %11T> (dz (u) —dz())
- kCTadz(v)T 117dz (v)

ke (14 %) dz ()" 117 dz (u).

This expression is negative semi-definite under the condition that (P_l — % llT) >
0. This is equivalent to

Pl
LT 4&0, 24)
kC

as (P~ — gllT) is the Schur complement of this matrix. The condition (24) is
once again equivalent to

2 _1TP1>0 — EITPI—EITk >0 (25)
kC = 2 T2 e

This holds, due to Assumption 3. Hence (P~' — gllT) > 0 and thus (19)—(21) is
negative semi-definite. Therefore we have shown that V({,u) > 0 when dz (u) # 0
and V({,u) < 0 when dz (u) # 0. Therefore the region where dz (1) = 0 is globally
attracting and forward invariant. O

Proof of Theorem 4. Lemma 4 proves that all trajectories of the closed-loop sys-
tem will converge to, and remain in, the region where dz () = 0. Here, the closed-
loop systems of the coordinating and decentralized controllers are equivalent, and
Assumption 3 implies that also Assumption 2 holds (disregarding the statements
about the anti-windup gains, as they are inactive). Hence, we can invoke Theorem
1 which applies to the decentralized closed-loop system. o

5.3 Optimality Proofs
We continue now to prove Theorems 2 and 3.

Proof of Theorem 2. To simplify notation, we will introduce 0 = sat (u) and vi =
sat (u"). Note that vi #1° by assumption. As both pairs (x,u°) and (x",u") satisfy
(1) with x = 0, we can conclude that

miaix] = mi(b:(v") +wi) = ma? +n; (:(vF) — b:(V°))
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foralli=1,...,n. Therefore

Z T],'a,'|x§| = Z n,-|a,-x? +b,’(VT) — bi(Vo)‘
i=1 i=1

> Y miaix?|+nisign () (;(v1) — 5:(07))
i€zt
+ Y nlb; 01 — ;0] (26)

jeIO

where 7= ={i€1,...,n[x? #0} and Z° = {i € 1,...,n|x¥ = 0}. As (x0,u) satis-
fies (2b) with z = 0 and ka > 0, we know that sign( ) = —sign (dz (uo)). Hence
we can continue to expand (26) to

Y nai
+ Z n,-sign (dZ,’ (MO)) (b,'(vo) — b,’(V%))

ieT*
+ Y njlb;0°) —b; (v (27)

jeTOo

We would here like to apply Lemma 1, but this requires the sets J= = {i €

Ln W #vi}and 70 = {l €l,...,n|W= VT} To contmue we note the fol-
lowing. For all i € 7%, dz; (u°) # 0 and hence W =1; or V) = I,. Therefore the
following statements hold.

misign (dz; (u)) (V) = bi(v"))

=n;sign ( —vi )( i(V0) = bi(v)), VieTtng* (28)
msien (dz (1)) (5:0%) — 5,(v)
—ni|b 0 —bi(v")], Vie T* ng° (29)
T]i‘b' (v’) = bi(v )|

>;sign (dzl (u )) (B:(v°) = b:(v1)) VieI’nJg=* (30)
Ni ‘b, V VT)|

Z*T]i|bi(v —bi(v")], vie’nJgo. 31)

We can use these relations to reorganize and upper-bound the sums in (27), and
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therefore state that

+ Z 7;sign (vo —vj) (bl-(vo) —bi(v*))
ieg*
= Y nilp;(0°) = b;(v")]

jego

n
> Y niailx]). (32)
i=1

The final inequality derives from Lemma 1, as we assume that Assumption 1 holds
and V0 #£ v ]

Proof of Theorem 3. Since both (x°,u°) and (xT,u") solve (1) with x = 0, we know
that

x=A"" (b(sat (uT)) +w)
=x"+A" (b(sat (u")) — b(sat (u"))), (33)

where A = diag (a). We also know that
X0 = —k“11"dz (u°) (34)

because (x°,u") is an equilibrium for the closed-loop system (4) and thus satisfy
(4b) with z = 0. We therefore know that x° is proportional to the vector 1, and
thus |[x°||. = max;|x?| is maximized by all i = 1,...,n simultaneously. Consider
first the case where x° > 0. Then the contradictory notion that ||x'||e < [|x%]|c
would therefore require that x* < x°, and by (33) also b(sat (u")) — b(sat (u”)) < 0.
This is however impossible, because under Assumption 1, Lemma 2 states that
b(sat (u")) — b(sat (u)) < O requires sat (u") < sat (u°). This is incompatible with
(34), stating that 17dz (u°) < 0, i.e., there must exist at least one i € 1,...,n such
that sat; (uo) = [;, which means that necessarily sat; (uT) > sat; (uo), establishing
a contradiction. We can make a symmetric argument to discard the possibility that
1% < 0 and x" > x°. Thus the only remaining option is x = x" = 0, which requires
b(sat (u")) = b(sat (u°)), and thus u" = u°, contradicting the assumption of the the-
orem statement. This concludes the proof. o

133



Paper IV.  On Pl-control in Capacity-Limited Networks

6. Conclusion

In this paper we considered a particular class of multi-agent systems, where the
agents are connected through a capacity-constrained nonlinearity. For this type of
system, we considered two proportional-integral controllers equipped with anti-
windup compensation: One which was fully decentralized, and one in which the
anti-windup compensator introduces a rank-1 coordinating term. We showed that
the equilibria of these two closed-loop system were optimal, in the sense that they
minimized the size of the control errors x in terms of the costs Y a;n;|x;| and ||x||«
respectively. Additionally, we showed that the fully decentralized strategy provides
guarantees of global, asymptotic stability with regards to a unique equilibrium. For
the coordinating controller, we demonstrated global asymptotic stability when the
disturbance can be rejected.

To demonstrate the applicability of the considered model, we showed how it can
capture the indoor temperatures of buildings connected through a district heating
network. In this setting, the capacity-constrained nonlinear interconnection consists
of the hydraulics mapping the valve positions of each building to the resulting flow
rates in the system. We demonstrated in a numerical example how the two consid-
ered controllers could then achieve different design goals - minimizing the average
or the worst-case temperature deviations in the system respectively.

There are plenty of outlooks for future work: The internal agent dynamics are
currently simple and on the form —a;x;. This could perhaps be extended to more
complex dynamics, where some stability assumptions are placed on the dynamics
of each agent. Another outlook is analyzing the transient behavior of these systems.
This would include understanding the effect of slowly time-varying w(z) and b(v, 7).
In the district heating setting which we considered in this paper, this would account
for changes in outdoor temperature and changes in the supply-temperature in the
network. The cost-functions which are asymptotically minimized by the considered
controllers could perhaps be generalized. Developments in this direction include de-
sign of controllers which maintain scalability and structure when considering other
cost functions, as well as quantifying the suboptimality attained in utilizing one of
the considered controllers in this paper for other cost functions. Finally, stronger
stability guarantees can likely be established for the coordinating controller, which
are applicable even when the stabilized equilibrium lies in the saturated domain.
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8. Remaining Proofs

Proof of Lemma 1.. Introduce the difference between the inputs y as g = v—v.
We will then split the set Z* into the two sets Z* = {i € 1,...,n|sign (1;) = 1} and
I-={i€l,...,n|sign(y;) = —1}.Foralli € I, we can invoke Assumption 1 (i)
to state that

(v 1) > bi(v-+ (] ). bi(v) < bilv-+ [u] ), A
Conversely, for any j € 7™,

bj(v+u) <bj(v+[u]_).bj(v) = bj(v+ul,). (A2)
Finally for all k € Z°, Assumption 1 (i) implies

B+ 1) = b ()| Zbi(v+ ) = bi(v)

Zb(v+[u]) — bk (v+[u] ). (A3)
Hence can expand (8) as
Y i (bi(v+p) —bi(v))
i€zt
+ Y nj(bj(v)—bj(v+u)) (A4)
jeT-
— Y mlbe(v+ 1) —bi(v)]
kez0
>y i (biv + [u]}) = biv+ (1] ) (A.5)
:nT (b(v+ u],)—bv+ [,uL)) : (A.6)
O

By Assumption 1 (ii), this quantity is strictly positive when [u], —[u]_ >0, which
holds for any u # 0, thus concluding the proof.

Proof of Lemma 2. Let u = v —y. Consider first the contradictory notion that
[1]_ # 0. Then Assumption 1 (ii) yields that

n" (b(lu]_+v)—b(v)) <0. (A7)

Hence 3k € 1,...,n such that by([u]_ +v) — bi(v), and thus due to 1 (i) we can
conclude that y; < 0. But since p; < 0, we can also use Assumption 1 (i) to find

bi(u+v) = bi(v) = be([p] - +v) — by (v) <O. (A.8)
0
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This contradicts the assumption of the Lemma, and hence we conclude that [u] =
0. Therefore y > 0. Now consider the notion that 3 j such that u; = 0. Then if
p # 0, Assumption 1 (i) states that b;(u +v) —b;j(v) < 0, which contradicts the
lemma assumption. Hence either pt > 0 or u = 0. Clearly u = 0 is impossible, as
this would contradict the assumption of the lemma. Thus g =v—y > 0.

Proof sketch of Lemma 3.. An equilibrium (x°,7°) with associated stationary con-
trol input u° satisfies (2) with x = z = 0. Note that to solve this system of equations,
it is sufficient to find u® which satisfies

0= b,-(sat (uo)) +W,‘+a,’kA7idZ (M?) ,Vi=1,...,n.

This u° uniquely fixes x° through (2a) and z° through (2c). Equation (18) equates to
solving a fixed-point problem u” = T'(u”), where we define the map 7 as

Ti(u®) = u — o (bi(sat (u°)) +w; + aika idz ()

where o > 0 is chosen sufficiently small. T is clearly forward-invariant with respect
to a sufficiently large box C of size ¢, C = {u € R"| ||ul|. < ¢}, which allows us to
invoke Brouwer’s fixed-point theorem. a
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Paper V

Hydraulic Parameter Estimation for District
Heating Based on Laboratory Experiments

Felix Agner Christian Mgller Jensen Anders Rantzer

Carsten Skovmose Kallesge Rafal Wisniewski

Abstract

In this paper we consider calibration of hydraulic models for district heating
networks based on operational data. We extend previous theoretical work on
the topic to handle real-world complications, namely unknown valve charac-
teristics and hysteresis. We generate two datasets in the Smart Water Infras-
tructure Laboratory in Aalborg, Denmark, on which we evaluate the proposed
procedure. In the first data set the system is controlled in such a way to excite
all operational modes in terms of combinations of valve set-points. Here the
best performing model predicted volume flow rates within roughly 5 and 10 %
deviation from the mean volume flow rate for the consumer with the highest
and lowest mean volume flow rates respectively. This performance was met in
the majority of the operational region. In the second data set, the system was
controlled in order to mimic real load curves. The model trained on this data
set performed similarly well when evaluated on data in the operational range
represented in the training data. However, the model performance deteriorated
when evaluated on data which was not represented in the training data.

Reprinted, with permission, from F. Agner et al. (2024). “Hydraulic parame-
ter estimation for district heating based on laboratory experiments”. Energy 312,
p. 133462. 1SSN: 0360-5442. DOI: https://doi.org/10.1016/j . energy.
2024 .133462.
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Paper V. Hydraulic Parameter Estimation ... Based on Laboratory Experiments

1. Introduction

The energy systems of the near-future face many challenges such as higher penetra-
tion of renewable energy production, and large and fluctuating energy demand. To
face these challenges, a promising outlook is to introduce a stronger coupling be-
tween smart grids, smart thermal networks and smart gas networks. In this proposed
architecture, the emerging 4th generation of district heating networks, characterized
by decentralized heat production, significant integration with smart power and gas
networks, and low distribution temperatures, is likely to take a central role [Lund
et al., 2014]. Operating these new systems come with many challenges related to
control and operation [Vandermeulen et al., 2018]. To face these new challenges,
smart systems and techniques for modeling and simulating the systems will be key.
While modeling and simulating the thermodynamics of district heating network for
operational optimization now has a now rather long tradition [Benonysson et al.,
1995], recent works have also started to delve deeper into the hydraulics of district
heating networks. Hydraulic models are useful for simulating the hydraulic state of
district heating networks [Vesterlund et al., 2016; Wang et al., 2020; Dénarié et al.,
2023]. This information allows system operators to optimally control pumps at max-
imum energy efficiency [Guelpa et al., 2016; Wang et al., 2017; Wang et al., 2018;
Zheng et al., 2023] or distribute heat in a fair fashion when the heat demand exceeds
the available network capacity [Agner et al., 2022]. In essence, hydraulic models
describe the relationship between pressures and volume flow rates for hydraulic
system components such as valves and pipes. Traditionally, such models have con-
sisted of fully white-box models. For pipes this implies models based on friction
coefficients and pipe dimensions. For valves, it has implied manufacturer-provided
characteristic curves. While the emerging energy systems pose many tough engi-
neering problems, they also open the door to improving these models by tuning
them based on operational data. This is due to the expected increase of smart me-
tering in modern systems [Vandermeulen et al., 2018]. This data-driven approach
holds many advantages compared to traditional methods. Data driven models can
be updated to better fit the observed behavior of a component under operation and
they can be adapted over time to compensate for degradation. On the contrary, gath-
ering and maintaining correct information to build traditional white-box models
for hydraulic components, e.g. pipe dimensions and friction coefficients, can be te-
dious and error-prone. While one could consider fully black-box models for specific
purposes, there are advantages to maintaining a component-based grey-box model
structure. This approach maintains physical interpretability and allows the model
to be used in applications other than simulation, such as fault detection [Bahlawan
etal., 2022].

The notion of data-driven model calibration has been studied longer in the field
of water distribution networks, as reviewed in [Savic et al., 2009], than in the field of
district heating. However, district heating networks typically have a distinct struc-
ture from water distribution networks, which can be exploited in modeling efforts:
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district heating networks form closed hydraulic circuits, whereas water distribution
networks end in open outlets at the points of consumption. Several works aimed
particularly at modeling in the district heating domain have been published in re-
cent years. The authors of [Wang et al., 2018] performed pipe resistance estimation
and subsequently used the identified model to demonstrate effectiveness of an ad-
vanced control strategy in simulation. They estimated the resistance of all pipes
in the supply-and-return-lines separately, based on measurement of pressure at the
supply-and-return connections of each substation. In [Liu et al., 2020], the authors
investigated the same strategy while demonstrating a way to account for meshed
structures in the system by successively closing sets of loop-generating pipes. In
[Luo et al., 2022], yet a third simulation study with this approach was performed,
where the authors now focused on reducing the number of required measurements
in the system. In [Agner et al., 2023], an extension of the framework was proposed
where estimation of valve characteristics was included through exploiting the closed
hydraulic circuit structure of district heating networks. A common trend among
these works is that they are based on mathematical analysis of the networks along
with simulations. Zheng et. al. on the other hand perform pipe parameter identifica-
tion and compare their model to real operational data from a real system in Tianjin,
China [Zheng et al., 2024]. This is the first and only work to the authors’ knowl-
edge that performs a study on real data. However, this study is restricted to models
of pipe parameters, excluding valve models. They are also unable to share their data
with the scientific community. Studying data from real systems is highly important,
as many issues which are not visible in simulation can emerge. Measurement noise
causes an obvious issue, but also problems based on unmodeled properties of the
system. A clear example of such an aspect which is not covered in previous litera-
ture on hydraulic district heating model calibration, but which is a well-known issue
to engineers working on physical systems, is valve hysteresis [Higglund, 2023].

In this work, we perform experiments in a laboratory setup as a step towards
bridging the gap between the theoretical literature and real application. The study
was performed in the Smart Water Infrastructure Laboratory (SWIL) at Aalborg
University [Val Ledesma et al., 2021]. We present the following contributions.

1. We build a test-bed simulating the hydraulic properties of four buildings in a
line-structured district heating network.

2. We generate two data-sets. Firstly a data-set designed to excite all operational
modes of the system. Secondly a data-set based on real district heating load
curves. These data sets are open and available for future work.

3. We extend the modeling approach presented in [Agner et al., 2023] to han-
dle real world complications. Namely, valve characteristics are not known a
priori, and valves are subject to hysteresis.

The paper is organized in the following way. We formally introduce the problem
and the considered parameter estimation framework in Section 2. We then go into
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detail regarding the specific model structures we consider in Section 3. The exper-
imental setup is described in Section 4. We present and discuss the results of our
study in Section 5. We conclude the paper in Section 6 and present topics for future
work in Section 7.

1.1 Notation

We denote volume flow rates (I/min) by the variable ¢, pressures (mH20) by the
variable p and valve set-points by the variable v. We use subscripts to connect the
measured values to a specific component, e.g. g; is the volume flow rate measured
in the component of index i. For a matrix M we denote M; ; to be the entry of M at
row i and column j. We denote the ramp function as

0, ifx<a
ramp’ (x) ={ (x—a)/(b—a), ifa<x<b (1)
1, else

where we assume that » > a. We denote a column vector of all 1’s of size n as 1,
and an n by m matrix of all zeros as 0,,x,.

2. Hydraulic Parameter Estimation

We consider the problem of finding parameters for hydraulic models of district heat-
ing networks, based on operational data corresponding to load conditions measured
attimest =1,...,T. We restrict ourselves to networks that have a tree-shaped struc-
ture, an example of which can be seen in Figure 1. We model the supply-side net-
work as a structured graph G = (€, ') which we assume to have a tree-structure. £
is the set of edges which represent pipes, and AV is the set of nodes where these pipes
connect. This graph-based perspective is a standard way of representing district
heating hydraulics [De Persis and Kallesoe, 2011]. The supply-and-return networks
are assumed to be symmetrical and therefore the return network can be represented
by the same graph G, with two exceptions. Firstly, we assume that the edges have
opposite direction in the supply and return networks. Hence as the water flows out
through the supply network and returns via the return network, the sign of the flow
rates through these edges will be the same. Secondly, we consider one node in the
graph to be the root of the tree, which we denote « in the supply network and 8 in
the return network. This root can represent e.g. a production facility, or a connec-
tion to a larger network to which the considered network is a small sub-network.
A subset V C NV of the nodes correspond to consumers. They connect the sup-
ply and return lines via control valves. In the considered example, V = {1,2,3,4}.
In a real setting, a single consumer may in fact be represented by two (or more)
control valves, as domestic hot water and space heating are typically hydraulically
separated [Frederiksen and Werner, 2013, p.365]. For each valve i € V), there is a
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| |
2 4
jz 3 4
4

Figure 1. A schematic example of a tree-structured district heating network. The nodes
N ={a,1,...,7} are connected by edges £ = {1,...,7}. The supply-and-return-networks
are symmetrical except for their edges having opposite direction. Valves V = {1,...,4} con-
nect the supply and return lines. Root nodes & and 8 in the supply-and-return networks
respectively connect the branch either to a production facility, or a greater part of the net-
work. The path £, = {2,5,6} highlighted in green contains the edges leading from « to 8
via valve 2.

set L; of edges corresponding to a path from ¢ to 3 through valve i. For instance,
L, ={2,5,6} in our example as highlighted in Figure 1. For the considered parame-
ter estimation protocol, we assume that we can measure the root pressure difference
Apo = po — pg- We additionally assume that we can log the control valve set-points
v; for each consumer and the volume flow rates g; through each valve i € V.

The networks are also assumed to have the following property.

ASSUMPTION 1
Foralli € N, either i €V ori is connected to at least 3 edges.

In practice, this assumption means that no pipes in the model are placed in direct
series. Any physical interconnection of pipes in direct series would be represented
by one single, equivalent pipe in the model. For instance, it would be reasonable
to expect that a consumer substation has a physical interconnection of several pipe
sections in series with the control valve and a heat exchanger. The heat exchanger
and the pipes would then be concatenated into one single pipe in the model.

With the considered model in mind, we have two types of hydraulic compo-
nents; pipes and valves. For each such component, we aim to parameterize a model
which maps the volume flow rate through the component to the pressure difference.

2.1 Pipe Parameterization
For pipes, we consider models stemming from the Darcy-Weisbach equation. If the
pipe corresponds to edge i, which leads from node j to node k, the relation between
the pressure loss Ap; = p; — p; and the volume flow rate ¢; along the direction of
the pipe is given by

Api = siqilqil". (2)
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Here s; is the model parameter which our framework aims to estimate from data,
typically referred to as the pipes hydraulic resistance. ¥ is an exponent which in the
literature typically takes the value 1 or slightly lower e.g. 0.87. We limit the scope
of this study to consider the assumption ¥ = 1. We make the following assumption
regarding the parameters s;.

ASSUMPTION 2
The pipe resistance s; is equal for the corresponding supply-and-return-lines.

It was shown in [Agner et al., 2023] that this assumption along with Assumption 1
is sufficient for unique identification of model parameters. In practice, it is unlikely
in that this assumption holds exactly due to slight differences in the pipes. How-
ever, we cannot expect to find unique parameters for these pipes with our method-
ology, given that we only measure pressure at two points in the network (o and
B). However, for many model applications such as estimating volume flow rates
(see Appendix 7), only the sum of the parameters for the supply-and-return-lines is
necessary.

2.2 Valve Parameterization

The second and final hydraulic model component type we consider is valves. For
valve i which connects node i in the supply network to the return network, Ap; is
the pressure difference between these nodes. Ap; is given by the volume flow rate
gi and the valve set-point v; which varies from fully closed (v; = 0) to fully open
(vi = 1) in the following way.

qi = K, iki(vi)/Ap;i = Ap; = ©)

2
K&l‘ki (V,‘)z qi
where K,; represents the hydraulic admittance of the valve when it is fully open.
This is often referred to as the flow coefficient of the valve, or the &, or ¢, value in
Nordic or English literature respectively [Frederiksen and Werner, 2013, p. 399]. k;
represents the valve characteristics, i.e. the mapping between the valve set-point
and the valve admittance. The valve characteristic function may be linear, e.g.
ki(v;) = v;. It may however also have other shapes. One common valve characteris-
tic is quick opening, where at low set-points, a small increase in valve set-point will
lead to a large increase in flow-through. Another common characteristic is equal
percentage which is in a sense the opposite of quick opening. Here it is expected
that the valve needs to provide a larger change in volume flow rate in response to
small changes in set-point at higher levels of opening [Hégglund, 2023, pp. 82-83].
Additionally, one might consider valve characteristics where the valve fully closes
at a value v > 0 and fully opens at a value v < 1, to ensure that the full capacity
of the valve is used at high set-points, and that the valve is fully closed at near-0
set-points. Figure 2 shows three examples of ;(-), corresponding to a linear valve
(ki(vi) = v;), an equal percentage valve which fully closes at 0.1 and fully opens
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Figure 2. Examples of valve characteristics k;(v;).

at 0.8 (k;(v;) = ramp})$ (v;)%), and a quick-opening valve which fully closes at 0.2
and fully opens at 0.9 (k;(v;) = ramp{-y (v;)%?). As we cannot necessarily know the
valve characteristics of all of the valves we aim to parameterize, we propose a linear
combination of typical characteristics, aimed to capture (3):

01 02 0 x 2
Ap; = : 2 * 2. 4
= (e i ) @
Here ki (), k =1,...,K correspond to different possible valve characteristics and

0; ;. corresponds to a tunable parameter for valve i in relation to the valve charac-
teristic k(-). Somehow 1/k(-)?) are basis of all possible characteristics of a valve
in a K-dimensional space. Hence while the actual valve characteristic may not be
perfectly captured by any of the functions ki(-), a linear combination of them may
be able to replicate the actual behavior of the valve.

2.3 Parameter Estimation

To estimate the values of s; (for pipes) and 6; ;. (for valves), we assume that we have
access to data from 7 different steady state load conditions. We first consider one
such load condition at time 7. Here we measure the pressure difference at the tree
root Apy(t) = pqa(t) — pp(t), the valve flow rates g;(t), and valve set-points v;(t)
wherei € V.

We can use the valve volume flow rates ¢;(¢) to calculate the volume flow rates in
all of the pipes. To do so, we first define the basic incidence matrix B € R("v—1)xne
for our considered graph representation of the network G. Here ng and ny are the
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number of edges and nodes respectively. The elements of B are given by

1, if edge j leads to node i,
B;j={ —1, ifedge jleads from node i, 5)
0, else.
We omit the row corresponding to the root node o or 3, which together with the

tree-structure of G ensures the invertibility of B. Hence we can find the vector g¢
corresponding to the vector of all flow rates in £ as

qe(t) =B~ qu (1) 6)
where g (t) € R™V ~! corresponds to the total volume flow rate out of each node
ie N\a.le.

qi(t), ifieV,
axi(t) = {40 Q
0, else.

With this information, the volume flow rates through all pipes and valves are known.
We can now consider one i € ), and the corresponding path £; from « to 8 through
valve i. It must hold that the total pressure difference Apy(f) between a and f3
corresponds to the pressure drop along each traversed component in £;, i.e.

Apolt) = Api()+2 Y Apj ()
JEL;

0;, 0;, 0;,
L e ek ) 40P + 2L e, s (Ol (O] ®)

a (kl(vi(f))2

Here Ap;(t) is equal for the edges in the supply-and-return networks due to As-
sumption 2 and symmetry, yielding the factor 2 in front of the sum. We can use all

paths £; where i = 1,...,ny to formulate a system of equations
Fi(t) O1xx ... O1xg 0,

L, Apo(t) = OIZXK Fzz(t) - OI:XK 9:2 +G(t)s=F(1)0+G(1)s. (9)
Ok Ok - Fn(0)] |60,

Here G(t) € R"£*"¢ is a matrix defined as

G . — )24i0la;0)] if edge j € L;, (10)
o 0 else.

The vectors 6; for i = 1,...,ny gather the parameters 6;; for k = 1,...,K, and
Fi(t) € R"™K is given by

[ a)? qi(1)* gi(1)?
()= gl fis . ). an
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We now move from considering only one load condition at time # to concatenating
the data from all 7" load conditions into one large system of equations

@[f]zy (12)
where
F(l) G(l) anApo(l)
o F(:Z) G(:2) L lnvA:po(2) .
F(T) G(T) 1,,Apo(T)

This way & is a data-matrix constructed by measuring flow rates and valve set-
points and y consists of measured root pressure measurements. Once @ and y are
constructed, there are many ways to choose s and O to fit the observed data. We
choose to fit the parameters numerically as the solution to

minilgize |® {;] —ylh (14a)
subjectto s> 0, (14b)
6>0. (14c)

The choice of using ||-||; in (14a) is based on the general robustness to outliers typ-
ically provided by this cost function. The positivity constraints (14b)—(14c) enforce
physical feasibility of the model. We solved (14) using the python toolbox CVXPY
[Diamond and Boyd, 2016; Agrawal et al., 2018] using the SciPy solver. A natu-
ral extension of (14) is to introduce parameter regularization to (14a). This would
reduce the risk of overfitting and promote sparseness in the model depending on
the choice of regularization employed. Our investigation has however showed that
the models we found are already sparse, and therefore leave an investigation of the
impact of regularization outside the scope of this paper.

3. Model Structures and Data Preprocessing

In this section we detail three different model structures which we subsequently
compare on our experimental data:

A: A simple model with a linear valve curve assumption.
B: Parameterized, nonlinear valve curves.

C: The same valve curves as B, but including data preprocessing for hysteresis
compensation.
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3.1 Model A: Naive Valve Curve Parameterization

Our first and most simple model equates to the model considered in [Agner et al.,
2023]. Here we assume that all valves are fully linear and thus can be parameterized
by only one function &(-):

k(v,‘) =V;. (15)

3.2 Model B: Enhanced Valve Curve Parameterization

To account for nonlinear valve characteristics, we consider also a larger number
of parameterization functions k;(-). To make an educated guess about reasonable
valve curve shapes, Figure 3 shows a scatter plot of g (¢) over v () for valve 1
in the experimental setup to be described later. While this scatter-plot does not ac-
count for changes in differential pressure over the valve, we can clearly see that
a linear curve from O to 1 does not capture this shape. Instead, it appears that the
curve should have a sub-linear curve corresponding more to equal percentage char-
acteristics. Additionally, the valve is clearly fully open already around v; ~ 0.9, and
fully closed around v; ~ 0.2 To handle these nonlinear patterns, we consider valve
characteristic functions on the form

ki(vi) = rampZﬁ (vi)*. (16)

for different choices of ai, by and c;. Based on our intuition from Figure 3, we
considered all such combinations corresponding to

ay. € [0.10,0.15,0.20,0.25], (17)
by € [0.80,0.85,0.90,0.95,1.0], (18)
cx €[1.0,1.25,1.5], (19)
10
8 -
2 6l
=
= 4f
E
2 -
0 | |

| |
0 0.2 0.4 0.6 0.8 1
v1(t) [no unit]

Figure 3. Scatter-plot of flow rates ¢ (¢) against valve set-points v;(¢) for valve 1 in the
experiment setup to be described in the subsequent section.
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resulting in K = 60 different valve parameterization functions k(-) for each valve.
We chose the values for a; and by, as heuristically reasonable values for full opening
and closing, and the values of ¢ as values corresponding to reasonable curves for
equal percentage valves, which was deemed appropriate based on Figure 3.

3.3 Model C: Hysteresis Compensation

Our third and most sophisticated model uses the same valve characterization as
model B. Model C however accounts for the effect of hysteresis. This is an effect
which typically manifests in control valves, causing an issue where the valve spin-
dle does not move for small changes in the set-point given to the valve [Hagglund,
2023, p. 88]. We account for this issue in the following way. Instead of using the
valve set-points v;(z) for model fitting and validation, we utilize filtered versions
¥;(t) which are meant to estimate the actual valve spindle position. We first define a
hand-tuned parameter § = 0.015. The value 0.015 was found heuristically by test-
ing the values 0.05,0.10,0.15,0.20 and then choosing the best one. The spindle is
assumed to remain still whenever the set-point moves a distance less than § from the
current estimated spindle position. Once the reference moves outside of this range,
the estimated spindle position will lag behind by a distance 6. These assumptions
are captured in the following filter:

it —1) if |vi(t) =it —1)| <&
Vi(t) =S vi(t) =0 ifvi(t) >Vt —1)+ 0 (20)
vi(t)+ 6 else.

The filtered time series are initiated with the first measured valve set-point 9;(0) =
V,‘(O).

4. Experiment Description

Our experiment setup represents four domestic buildings connected through a line-
structured district heating network as seen in Figure 1. This is the same structure that
we used as an example in Section 2. The four consumers are connected to a single
production facility. One could also imagine that the root node in the laboratory
setup represents a connection between the sub-branch of these four consumer to a
larger network. We will now describe the laboratory equipment used to represent
the production facility, the pumping, and the consumers.

4.1 Equipment

The experiments were conducted in Aalborg University’s Smart Water Infrastruc-
ture Lab (SWIL). SWIL is a state-of-the-art water and district heating laboratory
that consists of configurable modules which can be used to build a wide variety of
experimental setups [Val Ledesma et al., 2021]. The available module types are:
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* Pumping stations

¢ Consumer stations

Piping stations
* Heating stations

Examples of consumer and piping stations are seen in Figure 5. Pumping and con-
sumer stations are particularly configurable and may be used to emulate e.g. grav-
ity sewers or elevated reservoirs. The experimental network corresponding to the
schematic Figure 1 consists of a pumping station, two piping stations, and two con-
sumer stations as seen on Figure 4. The consumer stations represent two consumers
(buildings) each. This corresponds to internal piping, a control valve, and a heat
exchanger in series connection.

Consumer Station 1 Consumer Station 2

Pumping Station ’ o

Supply Line ; {
PPy @ 3 i 10m_10m

Figure 4. Diagram of the experimental setup used to recreate Figure 1. PT and FT denote
respectively flow and pressure transmitters, while the two blocks in each consumer station
are water-to-air heat exchangers. Each heat exchanger is connected in series with a control
valve used to regulate the volume flow rate.

4.2 Measurements

Flows and pressure were measured using the piping station sensors, respectively an
Endress & Hauser Proline Promag 10 and Grundfos Direct Sensor RPI+T 0 — 1.6,
connected to Beckhoff I/O modules. The data was collected at 1 Hz and transmitted
from the laboratory modules to a central control unit (CCU). The laboratory mod-
ules are controlled by soft PLCs comprising CodeSys software running on a Rasp-
berry Pi. The CCU communicates with the modules over Modbus TCP through a
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(a) On the left are two pipe stations. These
stations measure volume flow rates and pres-
sures, and can be configured for pipe sec-
tions of varying lengths. On the right is
a pumping station, where water is pumped

(b) Two consumer stations, which in total
simulate four consumers. The bottom sec-
tions are connected to the pipe units. Wa-
ter then flows up and through the water-to-
air heat exchangers at the top, via a control

from a water reservoir into the system, until  valve.

finally returning to the reservoir.

Figure 5. Images from the laboratory setup.

Simulink simulation using the MATLAB Industrial Communications Toolbox and
the Simulink Real-Time Pacer [Vallabha, 2016], and raw measurements are con-
verted to respectively 1/min and mH2O at this stage. The consumer volume flow

rates ¢y, . .., g4 were subsequently calculated as
q1 = qrT_1 — qFT_2, (21
92 = qFT_2 — GFT_3; (22)
q3 = qFT_3 — GFT_4) (23)
44 = grT_4 24)

where e.g. grr_1 is the volume flow rate measured in sensor FT_1. The pressure
measurements PT_1 and PT_2 were used to represent the network root pressures py
and ppg respectively.

4.3 Data Sets

We generated two experimental datasets, henceforth referred to as the exciting and
realistic data sets.

In the exciting data set, we kept the pump working at full capacity and set the
valve set-points randomly to individually and uniformly sampled values in the inter-
val [0.3,1.0] every 40 seconds. The lower bound of 0.3 corresponds to valves which
are in practice almost fully closed. This bound was included to avoid that a large
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u(t)

Removed Mean value used —

t

Figure 6. Illustration of the method used to generate the exciting data set. Valve set-points
are randomly generated every 40 seconds. The subsequent 10 seconds of data is discarded
to remove transient effects, and the mean of the remaining 30 seconds of data is logged as a
data point. Valve set-points are lower-bounded by 0.3.

part of the data corresponds to closed valves. During the full experiment, the pump
was operating constantly at full capacity. In post-processing, the first 10 seconds in
each 40 second interval was removed in order to ignore the transient phase of each
step. The mean of remaining 30 seconds was used to generate a data point for later
model fitting and validation. This process is shown in Figure 6.

The exciting data set was produced to give us the best possible chance of ac-
curately estimating the system parameters, but would be hard to replicate in a real
district heating network. In the realistic data set, we instead designed the system
to emulate the recorded volume flow rates in four residential buildings in Nurem-
berg, Germany, from 2022. We used two weeks of hourly mean values. We scaled
the magnitude of the recorded flow rates such that they would fit in the operational
range of our experimental setup. In the experiment, this data served as the reference
volume flow rate for each consumer, which we tracked using the control valves of
the consumer units. Each control valve was equipped with hand-tuned PID con-
troller for this purpose. The pump was operating constantly at full capacity during
the experiment to ensure sufficient system pressurization. For the purpose of exper-
iment tractability, we scaled down the time such that 1 hour of reference data cor-
responded to 2 minutes in the experiment. The resulting exciting volume flow rates
are shown in Figure 7. We can see that the consumption of these consumers follows
arather typical pattern. There are slow dynamics, governed by the demand for space
heating driven by the outdoor temperature, along with faster intra-day peaks driven
by domestic hot water consumption. We used mean values of 30 seconds of exper-
imental data for the subsequent model fitting and validation which corresponds to
15 minute mean value measurements in the real district heating setting. The refer-
ence volume flow rates correspond to the combined load for domestic hot water and
space heating. In a real system, these loads are often separated into two different hy-
draulic loops controlled by separate valves [Frederiksen and Werner, 2013, p.365],
but such a separation would be infeasible in our small laboratory setup.
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Figure 7. Flow rates g;(¢) in the realistic data set, recorded during the experiment. 48 min-
utes corresponds to 24 hours of real world time, in which we can see typical daily consump-
tion patterns.

4.4 Model Evaluation

We choose to evaluate the predictive power of the model from a given set of control
inputs (valve set-points v; and differential pressure Apy provided by the pump) to
system outputs (flow rates though the four control valves representing consumers).
Appendix A describes how to use the parameterized models to calculate estimated
volume flow rates §; in this way. We then investigate the prediction errors e; = ¢; —§;
to judge the model performance. This is a metric which is relevant when using the
model to design flow rate controllers. We can note that this is not the objective for
which the parameters are tuned. The training objective (14a) rather reflects the abil-
ity of the model to predict pressure drops given the valve set-points and flow rates in
the system. The component-wise modeling of the network is what allows this flexi-
bility in model application. This multi-purpose capacity is testimony to the value of
considering grey-box component-models of this type over black-box models such
as neural networks or regression models without structure considerations. There are
other relevant choices of evaluation that could also be considered. In [Agner et al.,
2023], ground-truth parameter value comparison was used. This is however clearly
infeasible in the real setting where no ground truth is available.

5. Results

The following section details the results of the experiments. Firstly the model struc-
tures A, B and C trained on the exciting data set are investigated. Afterwards we
evaluate the best performing model structure C trained on the realistic data set.

5.1 Exciting training data

Table 1 shows the resulting pipe parameters s; using the different models. Pipes 1-4
lead to only one of the four consumers, whereas pipes 5-7 are shared between the
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consumers in the sense that the e.g. the volume flow rate for all four consumers
comes through pipe 5. Of interest is that the resistances sy, so and s3 were estimated
as O for all three models trained on the exciting data set. One explanation for this
is that our data does not represent the section of the valve curve where the valve is
fully closed. To see why this matters, consider Figure 8a. Here we see a hydraulic
schematic representing one consumer in the network, i.e. two symmetric pipes (here
represented by a total resistance s) and a valve (with curve K,k(v)). The relationship
between Ap = p; — pj, i.e. the pressure difference between supply-and-return-lines
where the consumer is connected, and the flow rate g for the consumer will be

1
Ap = L 25
’ <”K3k<v>2>q @
and therefore

Kok(v)
=———""  __\/Ap. 26
1 V/SK2k(v)2 +1 b (20

We can denote k(v) = % Consider two such choices of k(v): Firstly, k; (v)
where s = 1.5, k(v) = ramp{ (v)" and K, = 1. Secondly, k»(v) with s = 0 (no
pipe), k(v) = ramp{3, (»)°7, K, = 0.63. Figure 8b shows the plots of ki (v) and
ka(v). Here we see that if we consider only valve-positions above v = 0.3, the curves
are almost equivalent even though one of them has no pipe resistance. In the same
way, due to the fact that we chose to omit valve openings below 0.3 in the training
data, the model cannot clearly discriminate between the valve curve parameters and
the pipe parameters. This is an important realization, demonstrating that effective
data sets should include also valve set-points in the lower range of operation. There
are a couple of possible explanations as to why s4 # 0 for models B and C while
the other three are 0. Firstly pipes 1-3 should be equivalent due to the experiment
configuration, with pipe 4 being longer than the others and thus more resistive.
Secondly, since consumer 4 is the furthest from the pump, it also experiences the
lowest differential pressure, which causes the volume flow rate to occasionally drop
to 0. This could influence the estimation procedure towards s4 # 0. Pipes 5, 6 and 7
do not experience the same issue as discussed with regards to Figure 8, most likely
because they are not in strict series with a valve. Pipes 6 and 7 should be similar
in size. However, in models B and C, pipe 7 appears roughly a factor 5 longer than
pipe 6, indicating that either the model does not capture the contribution of the pipes
fully, or there are other reasons such as small twists and turns in the piping causing
a difference between pipes 5 and 6.

The resulting valve curve models become very sparse, an effect likely caused
by the positivity constraint (14c) which prevents overfitting. Even though there are
in total K = 60 parameters 0;; for each valve i, resulting in 240 total valve curve
parameters, only one of the valve curves has more than 5 non-zero parameters 6; ;.
In total, model B has 18 parameters 6; ; > 0 and model C has 16. This model sparsity
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5 Results

Model Data H ‘ ‘ 53 S4 H S5 S6 57
E 00 OO 0.0 0.0089 | 0.00082 | 0.021

0.01] 0.0 |00 7]O0. 00067 0.0039 | 0.0046 | 0.029
0.0 0.0 |00] O 015 0.0038 | 0.0045 | 0.029
0.0 | 0.0 | 0.0 0.0044 0.0 0.049

Table 1. Pipe parameters estimated for each model structure on either the exciting (E) or
realistic (R) dataset.

0.6
5/2 =
i o / o g 04
—y
= 0.2
K,k(v)
O | | | |
0 02 04 06 08 1
. 8/2 .
J O mmm © v [no unit]
(a) Hydraulic schematic of one consumer (b) Plots of k; (v) and ]A(z(v) which relate
in the district heating network, repre- the flow rate g and the valve position v
sented by two symmetrical pipes with when p; —p; = 1.
combined resistance s and valve curve

Kok(v).

Figure 8. An illustration of a consumer connected to the network, represented by two sym-
metrical pipes and a valve. For a large portion of the valve curve, two different models of
the hydraulic admittance of this consumer could have very similar properties. Here k; (v)
represents a pipe and a valve, but k» (v) represents only a valve with no pipe. The difference
between the two models becomes evident only when the valve is almost closed.

motivates the decision to omit parameter regularization from the scope of this paper.
The full equation for each valve curve and each model as per (3) is provided in
Appendix 7. We can also investigate the valve characteristics visually, which yields
Figure 9. As all four consumers are constructed with equal equipment, we would
expect the four valve characteristic curves to be equivalent. However, this is not
the case. Rather, valves 1 and 2 have similar characteristics, whereas valves 3 and
4 have much lower curves. This means that given equal differential pressure and
valve set-points, the model predicts that valve 4 would yield a lower volume flow
rate than the other valves. One possible explanation for this behavior is that the
exponent ¥ in (2) and q,-z in (3) do not perfectly capture the real behavior of the
system. If these exponents are too high, it means that the expected pressure drops
at high flow rates will be over-estimated. Clearly, the volume flow rates and valve
openings are strongly correlated (see Figure 3), hence the model can counter-act
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Figure 9. Valve curves K, ;k;(v;) for each valve i under each model structure A, B and C
trained on the exciting data set.

this effect by increasing the admittance at high valve set-point values. The reason
this could make valve 4 stand out from the others is that the average volume flow
rates over valve 4 are much lower than than the other valves (the mean volume flow
rates are §; = 4.60 1/min, g» = 4.34 1/min, g3 = 2.91 1/min, and g4 = 2.11 1/min
respectively) and thus the model does not need to over-estimate the admittance at
high flow rates to the same extent.

Figure 10 shows the prediction errors ¢;(t) = g;(¢) — §;(t) plotted over the cor-
responding valve set-points v;(¢). Each column represents one model structure A,
B or C, and each row represents one valve index i = 1,...,4. Figure 10 shows that
A has a strong correlation between prediction errors and valve set-points, which
means that this naive parameterization of the valve curves is clearly insufficient.
Both models B and C have a much lower correlation between valve set-points and
prediction errors, with a few exceptions. Valves 1-3 display strong correlation be-
tween e; and v; around v; = 0.85 which is the inflection point where the valve enters
the fully closed position. It is possible that further tuning of the chosen parame-
terization ki (-) could remove this issue. Valve 4 shows a cluster of outlier errors
around v4 ~ 0.3. We can find an explanation in Figure 11 where we see the flow
rate g4(t) scattered over the valve set-point v4(¢) in the exciting data set. We can
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Figure 10. Prediction errors e; = g; — §; plotted over the valve set-point v; for each valve i
and each model structure A, B and C trained on the exciting data set. The plots are arranged
as valve 1-4 from top to bottom and model A (red), B (green), and C (blue) from left to right.
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Figure 11.  Scatter-plot of flow rates g4 () against valve set-points v4(¢) in the exciting data
set.

note that there are barely any recorded volume flow rates between 0 and 0.3 1/min.
This means that when the valve is almost closed and the differential pressure over
the valve is low, there is a nonlinear behavior where the volume flow rate sharply
cuts from 0.3 to 0, which is clearly not captured in the model. Valve 4 is the valve
which is the furthest from the pump and hence experiences the lowest differential
pressure. Hence the volume flow rate in the other valves never becomes sufficiently
low to exhibit this behavior. Finally there are outliers in the prediction errors e3.
These outliers are likely caused by measurement errors which can occur due to e.g.
air bubbles forming in the system.

One difference between models B and C is that the prediction errors for model
B appear segmented in one upper and one lower cluster. This is most clearly visible
in valves 1 and 2. In Figure 12 we show an enlarged view of these plots. Here
we highlight the data points where the change in valve set-point is positive in red
(vi(t) —vi(t —1) > 0), and negative in blue. The two clusters are clearly separated by
the movement direction of the valve set-point, indicating the effect of hysteresis. In
model C, this effect is no longer visible, demonstrating the strength of the hysteresis
compensation.

In total, model C is the strongest model when trained and tested on the exciting
data set. Histograms of the prediction errors ¢;(¢) for this model are shown in Figure
13. All four error distributions have large tails. In Figure 10 we saw that these tails
arise due to not fully capturing the valve characteristics for valves 1 and 2 and the
data outliers of valves 3 and 4. Outside of these tails, a vast majority of the errors
lie in the range [—0.2,0.2]1/min, which can be compared with the mean flow rates
g; exhibited in the system, given by g; = 4.60 1/min, g, = 4.34 1/min, g3 = 2.91
1/min, and g4 = 2.11 1/min respectively in the exciting data set. Hence in the well-
tuned regions of the valve curve, errors remain within 5 or 10 % of the mean flow
rates for valves 1-2 and 3-4 respectively.
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Figure 12. Prediction errors ¢; = ¢q; — §; for each valve i using model B trained on the
exciting data set, scattered over the valve set-points v;. The points where the valve opened
since the last data point (v;(t) — v;(t — 1) > 0) are shown in red, and the points where the
valve closed are shown in blue.

5.2 Realistic training data

Figure 14 shows the evaluated valve curves gained from training model structure
C on the exciting or realistic data set respectively. We can note that in the lower
regions of the valve curves, there is a significant overlap between the two curves.
However, above a valve set-point of roughly 0.6, we see the curves starting to de-
viate. This is likely due to the fact that the model trained on the realistic data set
has not seen any data within this region. This is also reflected in Figure 15 which
shows the prediction errors of using model C trained on the realistic data set. The
model behaves rather well when evaluated on the realistic data set and maintains
the errors within about 0.3 1/min. However, the realistic data only represents valve
set-points in limited intervals. The green bar in the figures highlights the interval
between the 5th and 95th quantiles of the valve set-points in the training data. The
model is unable to extrapolate beyond the limited intervals of valve set-points rep-
resented in the training data which is reflected in the plots on the right of Figure 15.
Here the model is evaluated on the exciting data set, which covers a larger range of
valve operation. In the region of the valve set-points where the model was trained,
prediction errors are relatively small. Outside of these intervals however, the models
behave extremely poorly. This is not surprising, as no such data was used in train-
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Figure 13. Histograms of prediction errors e; = g; — §; using model structure C trained on
the exciting data set.

ing. While it may be difficult to guarantee that the full operational range of each
valve is represented in data from a real system, it may also be unlikely that the op-
erational range present in the data is quite so restrictive as in our example. Firstly, if
such a small range of a valves operational ranges is used, this would imply that the
valve may be poorly dimensioned for the building in which it is installed. Secondly,
we are only using two weeks worth of representational data. We can see already in
Figure 15 that the last 30 % of the data has been shifted in comparison to the train-
ing data. Hence if a longer period of time is considered, it becomes increasingly
likely that a larger portion of the valves operational range is explored. Thirdly, the
reference values for this data are based on hourly means of recorded volume flow
rates. The mean operation naturally hides the peaks and valleys of the operational
modes and hence one could expect larger variance in a real data set.

6. Conclusion

In this paper we modeled the hydraulic properties of a district heating network, and
tuned the parameters of said model based on operational data. This method was
evaluated on laboratory data from the Smart Water Infrastructure laboratory in Aal-
borg. We found that in a realistic setting, the characteristics of valves are hugely
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Figure 14. Valve curves K, k;(v;) for each valve i for model structure C trained on the
exciting (E, red) and realistic (R, blue) datasets respectively.

important for accurately describing the system properties. A simple assumption of
linear valve characteristics is therefore a naive approach. To remedy this issue, we
proposed modeling the valve characteristic with a linear combination of many pos-
sible valve characteristics, which improved model performance. Additionally, we
found that valve hysteresis played a significant role in the setup, which we reme-
died through the use of a preprocessing filter before doing model calibration. We
compared the modeling procedure on two data set, one designed to test the system
in all of its’ possible operational mode and one designed to mimic an operational
district heating network. We found that in the more realistic data set, the valves only
operated in a limited region. This led to the model extrapolating poorly to opera-
tional modes outside of this region. However, in the first data set where a larger
portion of the systems operational range was explored, the best performing model
was able to predict volume flow rates within 5 and 10 % deviation from the mean
values, excluding the portion of the valve curve where the fit was the most poor.
The performance in this region could likely be improved by further tailoring the
parameterization of the valve curve.
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Figure 15. Prediction errors e; = ¢g; — ¢; for each valve i using model C trained on the
realistic data set and evaluated on both the realistic data set (red, left) and the exciting data
set (blue, right). The figures are arranged as valve 1 to 4 from top to bottom. The green bar
outlines the interval between the 5th and 95th quantiles for v; in the realistic training data.
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7. Future work

There are several open questions and directions for extending the results of this pa-
per. Firstly, it is not common in current district heating networks to have access to
measurements of valve positions. While this data may become available with future
smart installations, a current approach could be to jointly estimate the model pa-
rameters and the valve positions. Such an approach would present many interesting
challenges, as the quality of the parameter estimation depends on the accuracy of
the valve position estimation, and the valve position estimation conversely depends
on the accuracy of the model calibration.

A further investigation can be conducted with regards to choosing the filtering
parameter 6 for hysteresis compensation. In this experimental setup we have only
four valves which can be assumed to have similar characteristics. Thus a shared,
heuristically chosen § is viable. For a larger and more heterogeneous network, this
approach is no longer valid and thus a reasonable search approach is needed.

It appears that a further investigation into the exponent Y relating volume flow
rates and differential pressures over pipes and valves could be an avenue to model
improvement. However, such an investigation can quickly become complex. E.g.
should this exponent be shared between valves and pipes, and should each compo-
nent have its own exponent? Tuning this parameter based on data is a non-trivial
task with regards to maintaining computational tractability.

Finally one can consider an extension to meshed distribution networks. This
causes the issue that the volume flow rates in pipes in the supply-and-return net-
works are not explicitly known by measuring the valve volume flow rates. Previous
works have solved for these values in tandem with model parameters using non-
convex optimizers such as particle swarm solvers [Zheng et al., 2023]. Such pre-
vious works have however been limited to considering only pipe resistances and
not valve characteristics. Therefore they could be less concerned with the computa-
tional complexity and convergence issues which may differentiate non-convex from
convex problems.
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Appendix A - Forward estimation

In a line-structured network such as the one we investigate, our parameterized model
can be used for forward estimation. This implies calculating the resulting flow rates
g given the valve set-points v; and the differential pressure Apg. To accomplish this
we can realize that given a parameterized valve model on the form (4) and given a
valve set-point v;, (4) can be replaced by

Ap; = rig? (A.1)

o 61 0;, 0k ) : ; i3
?zvhere ri = (—kl(w)z = (v,')2.+ 4.——]([( ) In this way orllce the spindle position
is fixed, a valve functions like a pipe in the sense of how it relates pressure drops
and flow rates. To calculate the total amount of water flowing from o to f3, we
can reduce our system in a series of steps to one single, equivalent resistance (see
Figure A.1). First we replace s4 and r4 with an equivalent resistance §y = 2s4 + r4
(see Figure A.la). We can now find a relation between g3 and g4 by establishing
that

) 2

Saqy = (2s3+13)q3

and hence _
Sy
253+ 13 -
We will now lump the part of the network right of valve 2 into one equivalent resis-
tance §3 (see Figure A.1b). The flow rate going through §3 is g3 + ¢4, and hence it

must hold that

q3 =

$3(q3+q4)* =256 (g3 +q4)” + $4q3 (A.2)
a4
= =25+ —"—55
(93 +qa)?
2
=256+ % -
a ( $4/(2s3+713)+ 1)
(2S3 + 1’3) S4
=256+ —F=F——- (A.3)
O B+ 2s3 +13
We can iteratively calculate §; in this way according to
o (2si + 1) Sit1
§i=25i43+ A4
R Vi A
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Figure A.1. Step-by-step illustration for reducing the full hydraulic representation of the

network into one equivalent resistance with given valve set-points.

until reaching §; which directly connects o to 8 (see Figure A.1c). Now clearly the
total flow rate §; = q1 + g2 + g3 + g4 must satisfy

. [Apo
qr=4/—-
S

Now we can calculate the individual flow rates g1, g2, ¢3 and g4 by expanding the
network again in the other direction. We here note that it must hold that

(A.5)

and also that §» = g2 + g3 + g4 = §1 — q1. We can thus calculate all of the flow rates
recursively according to the rules

S\ .
qi = (1 - SA11> qi (A.6)
i+

div1 =4i—qi. (A7)
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Appendix B - Valve Characteristic Equations

Based on Laboratory Experiments

The expressions relating flow rates, valve set-points and differential pressure for the
valves in each model can be written down on closed form. For model A trained on
the exciting data set, this relation is given by

0.047
Ap1 =~
V1
0.054
Apy = > q%
Vi
0.083
Aps = > q%
V3
0.16
Apy = 7243
Vi

For model B trained on the exciting data set, the expression is given by
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For model C trained on the exciting data set, the expressions are

Ap 0.0093 + 0.03 + 0.025 q2 (B.3a)
1= 1 .
rampg'?5 (v )3'0 rampg ?g (v1) 30 ramp8 35 (v1) 30
A 0. 0065 0.038 0.018
Py =
ramp0 15 (n2) 3.0 ramp8 ?g (v2) 30 rampg 35 (v2) 30
0.0022
T 95 130 % (B.3b)
ramp 52 (v2)
0.04 0.0089 0.025 2
+ + q5 (B.3¢)
(ramp% B30 ramp( P (v3)** " rampg§ <V3>3<°>
0.023 0.069 0.0085 0.036
 \rampd® ()2 rampld (v4)*0 " rampdd (v4)*0 " ramp)s (v4)*°
0.001 0.023 2
+ 095 30 0 30> q; (B.3d)
rampy 53 (v4) rampy s (v4)

Finally, when trained on the realistic data set, model C yields the following expres-
sions.

0.11 0.00014
Apy = ( ot 3.0) ai (B.42)

ramp8:§ (v1)3' rampg:gs (v1)

0.11 0.024 0.0029
Apy = ( + + 30> g5 (B.4b)

3.0 25 3.
ramp8:§5 (v2) 1ramp8:§5 (v2) rampg:gs (v2)

0.085 0.065
Ap; = ( e 30+ o 3.0> A (B.4c¢)
ramp s (v3) rampg’5 (v3)

0.077 0.026 0.12
Aps = + + q;- (B.4d)
(rampg:zf (V4)2'0 rampgjflg (V4)2'5 1ramp8:§5 (V4)3'0>
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Reglering av natverk med begransad

kapacitet
Felix Agner

Institutionen for Reglerteknik

UNIVERSITET

Populérvetenskaplig sammanfattning av doktorsavhandlingen Control of
Capacity-Constrained Networks in a District Heating Setting, januari 2025. Av-
handlingen kan laddas ner fran: http://www.control.lth.se/publications

En riktigt kall vinterdag drar in 6ver en liten stad som i vanliga fall halls varm
av ett fjarrvarmenét. Det kalla vadret gor att de automatiska styrsystemen
i stadens byggnader kickar igdng. Styrventiler i varje byggnad 6ppnas for
att oka flodet av vatten som gar genom byggnadernas fjarrvirmecentraler.
Genom alla de rér som kopplar ihop byggnaderna i nétet ckar nu flodet av
vatten. Detta leder till stora tryckforluster pa grund av ¢kad friktion i roren.
Pumparna i det lokala kraftvirmeverket gar redan i full fart for att trycksédtta
systemet och mota det stora virmebehovet, sa nu nér tryckférlusterna ékar
uppstar problem. Langst ut i ndtet gor tryckforlusterna att trycket i systemet
ar for lagt. De byggnader som befinner sig langt borta fran kraftvirmeverket
far inte det vatten de behéver for att hélla virmen uppe.

Det hér ar ett exempel pa ett system dar kapacitetsbrist rader. De till-
géngliga resurserna kan inte moéta behovet hos alla de som ar inkopplade i
nétet. Liknande exempel aterfinns i manga tekniska system dér flera aktorer
delar pad samma resurser: I de sydsvenska elniten diskuteras kapacitetsbris-
ten allt mer flitigt. Bredbandsnéten har i hastig takt byggts ut for att kunna
tédcka behovet hos de uppkopplade kunderna. Smarta kamerasystem behéver
distribuera lagrings- och berdkningsresurser i nitet dynamiskt.

I system likt de har exemplen 4&r manga enheter sammankopplade, och

e o o ®

Ett figrrvdrmendt férses med vdrme fran ett kraftvirmeverk. Ndr det blir
valdigt kallt ute kan behovet av varme vara for stort for att kunna métas med
natets begransade kapacitet. Nar det hander far byggnader ndra varmekallan
det varmuatten de behéver, medan byggnader lingre bort marker att flodet
sinar.



varje enhet har ofta ett eget styrsystem som forsoker reglera en last. De har
systemen designas ofta for att vara decentraliserade. Med det menas att varje
styrsystem bara méter och reglerar lokalt. Till exempel kan styrsystemet for
fjarrvirmecentralen i ett hus méta temperaturer och fléden lokalt, men inte
i grannens hus. Utéver detta kommunicerar inte styrsystemen med varandra.
Den hér decentraliserade design-strukturen har manga foérdelar. Det behovs
ingen avancerad kommunikationsutrustning, och nya enheter kan enkelt an-
slutas till natverket.

Den fullt decentraliserade strukturen dr dock inte perfekt. I exemplet med
den kalla vinterdagen ser vi en anledning till varfér. Om alla styrsystem age-
rar utan kdnnedom om tillstandet i resten av natverket s kan det uppsta
obalans i hur resurser férdelas. Den hir avhandlingen tacklar frigan om hur
styrsystem kan designas sa att de fordelar en begrédnsad resurs pa ett op-
timalt sitt. Avhandlingen fokuserar pa fjarrvarmesystem, och hur flédet av
varmvatten ska férdelas i “kall vinterdag”- exemplet.

En intressant slutsats fran avhandlingen ar att den enkla, decentraliserade
l6sningen som finns i dagens fjarrvirmesystem i viss man &r optimal. Med
den designen levereras sa stor mingd totalt flode som mojligt. Men &dven om
den totala mingden fldde maximeras sa betyder det inte att den &r rattvist
férdelad. Avhandlingen visar ocksa hur man med sméa och enkla utvecklingar
av nuvarande system kan se till att flodet fordelas mer rattvist i systemet. De
byggnader som tidigare blev kalla far mer virme, genom att évriga styrsystem
minskar sitt eget flode.
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