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Abstract
Future wireless systems are envisioned to be able to deliver ultra-reliable and
low-latency communication. The third generation partner project (3GPP) has
identified three different usage scenarios such as enhanced mobile broadband,
massive machine-type communication, and ultra-reliable low latency communi-
cation. In each of those scenarios, several services and applications can be imple-
mented, e.g., vehicle-to-everything communication, localization, and positioning
services. In the fifth generation (5G) wireless communication standard, work
has begun with the deployment of large multiple-input multiple-output (MIMO)
systems. With MIMO antenna arrays, we have unlocked the spatial domain and
enabled spatial filtering and an increased number of users that can be served with
the same time and frequency resources. MIMO arrays have also enabled us to
mitigate deep fading dips due to small-scale fading through the channel harden-
ing effect. But to really achieve ultra-reliable links and in extension low-latency
communication, the next natural step is to distribute the antenna array over a
large spatial area, known as distributed MIMO (D-MIMO). By distributing the
antennas or arrays of antennas, the probability of having one or several access
points with favorable propagation conditions is high. In addition, the user will
also be closer to infrastructure access points, leading to a decrease in the needed
transmit power, and thus saving power. The distribution of antennas also en-
hances positioning capabilities and enables users to be passively located using
multistatic radar techniques based on the existing communication infrastructure.

This thesis explores a few different topics concerning the channel sounding
and modeling of D-MIMO wireless channels, and then also using the acquired
measurement data to evaluate the possibility for localization in a D-MIMO system
and to sense passive users. The main topic is the design and implementation of
a new multi-link channel sounder based on software-defined radios. The channel
sounder records all possible link combinations between the distributed antennas,
providing insight into dynamic multi-link channels. The recorded data enables
offline processing to evaluate positioning algorithms and radar capabilities.

A new spatially consistent stochastic channel model is presented for an in-
dustrial environment with rich scattering. Large-scale parameters such as au-
tocorrelation and covariance between infrastructure antennas are evaluated. A
large-scale channel hardening effect is shown to be present when distributing the
antennas, and it is shown that there is almost always at least one access point
or antenna with good link properties. The measurement data are also used to
evaluate the possibilities for accurate positioning in a sub-6 GHz band with a
bandwidth of 35 MHz. Using Doppler information (i.e., the carrier phase) and
a maximum likelihood approach, we can achieve an accuracy of approximately
10 cm under line-of-sight conditions and 50 cm under obstructed line-of-sight con-
ditions.
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Populärvetenskaplig sammanfattning
När vi ansluter våra mobiltelefoner till mobilnätet, eller till vårt WiFi hemma, så
sker anslutningen till en fast punkt. Denna punkt, vare sig det är en basstation
eller en router, befinner sig på en bestämd geografisk plats. Moderna routrar,
modem, telefoner, surfplattor, och basstationer använder för det mesta flera an-
tenner; systemen är så kallade flerantennsystem. På engelska benämns detta
MIMO, vilket betyder "multiple-input multiple-output". Det innebär att vi har
ett system med flera ingångar och flera utgångar. In- och utgångarna är i vårt
sammanhang antennerna i till exempel våra mobiltelefoner och routrar. I exem-
plet med våra mobiltelefoner finns det inte mycket vi kan göra åt placeringen
av antennerna. Detta då designen och volymen av telefonerna sätter begrän-
sningarna. Däremot har vi mer utrymme till exempel i en industrilokal, eller på
byggnader runt en trafikkorsning, att placera våra antenner längre ifrån varandra.
För att förstå varför det är gynnsamt att sprida antennerna måste vi först förstå
vad som händer när vi skickar en trådlös signal; vare sig det är ett textmedde-
lande, en högupplöst videoström, eller skickar kritiska meddelanden mellan två
bilar.

När vi kommunicerar trådlöst skickar vi en radiovåg från en sändarantenn till
en mottagarantenn. När vågen utbreder sig i den trådlösa kanalen påverkas den
av miljön på flera sätt:

• Den reflekteras från olika ytor.

• Den böjer av runt kanter.

• Den dämpas, tappar effekt, på grund av avståndet mellan sändare och
mottagare.

• Den påverkas av hinder som träd eller väggar som den måste passera.

Radiovågen är modulerad med den information vi vill förmedla. När vågen har
färdats genom luften till vår mottagare och genomgått alla utbredningseffekter,
är det mottagarens uppgift att återskapa den informationen. Om signalen har
blivit alltför dämpad, eller spritts och studsat för många gånger på vägen kan
den uppgiften bli mycket svår, och ibland blir det fel. Om det nu var ett kritiskt
meddelande från en maskin till en annan om att något håller på att gå fel så vill
vi göra vad vi kan för att minimera risken för sådana fel.

Genom att sprida ut antennerna kan vi skapa mer gynnsamma kanaler. Vår
mobiltelefon eller en robot i en industrilokal kommer med hög sannolikhet då
befinna sig närmare någon antenn, samt ha en fördelaktig kanal utan hus eller
väggar i vägen. Ytterligare en fördel med att sprida ut antennerna är att det
underlättar för systemet att lokalisera användare. En vision för framtida mobila
nätverk är att systemet ska få radar-liknande möjligheter. Det vill säga, att med
hjälp av samma infrastruktur som vi kommunicerar med kunna lokalisera var
användarna är för att kunna erbjuda snabbare och mer pålitliga tjänster och att
kunna känna av hur omgivningen ser ut och vad som händer i den.
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Ett aktuellt ämne för framtidens trådlösa nätverk är att de skickar data på
högre frekvenser på grund av tillgängligheten av ledigt spektrum, vilket möjlig-
gör snabbare överföringshastigheter. Dock så kommer det till priset av kortare
kommunikationsavstånd, känsligare för blockering av väggar och andra föremål,
samt dyrare hårdvara. Därför begränsar vi oss i denna avhandling till att använda
spektrum och bärvågor som är motsvarande de som används i stor utsträckning
i systemen idag. I denna avhandling behandlas följande frågor:

• Hur mycket pålitligare blir kanalen av att sprida ut basstationsantennerna?

• Vilka möjligheter har vi att lokalisera en användare?

• Hur noggrant kan vi lokalisera användare?

• Hur ska vi simulera hur radiovågen påverkas av sin omgivning?

För att svara på dessa frågor har ett nytt mätsystem för att mäta och estimera
den trådlösa kanalen konstruerats. Systemet är specifikt designat att utföra mät-
ningar för distribuerade flerantennsystem. Att bygga ett sådant system kommer
med en del utmaningar som till exempel hur klockreferenser och mätdata synkro-
niseras. När mätsystemet väl var utvecklat behövdes dess funktion verifieras
vilket gjordes genom en mätning i en kontrollerad labbmiljö. Nästa mätning
planerades och genomfördes i en industrimiljö fylld av stora maskiner av metall.
Inför mätningen behövdes en robot som dessutom kunde lokalisera sig själv i
rummet, samtidigt som den gjorde en tredimensionell (3D) karta av omgivnin-
gen. Kraven på lokaliseringssystemet är relativt höga då det ska användas som en
typ av referens mot vilken framtida positioneringsalgoritmer kan jämföras med
och utvärderas mot.

I avhandlingen presenteras det nya mätsystemet i detalj, samt resultaten från
mätkampanjerna. Efter omfattande analys av insamlade data har vi sedan kun-
nat dra flera viktiga slutsatser. Den trådlösa kanalen i vår presenterade miljö blir
väsentligt mer gynnsam för pålitlig kommunikation. Analysen av mätdata har
även möjliggjort utvecklingen av en matematisk modell för den trådlösa kanalen
i industrihallen. Utöver det har en utvärdering av lokaliseringsmöjligheterna
genomförts. Trots den komplexa och svåra miljön för trådlös kommunikation
kan vi lokalisera roboten ner till 10 cm noggrannhet och i de värsta fallen upp till
50 cm från dess riktiga position. Detta trots den i sammanhanget låga frekvensen
och begränsade antalet distribuerade antenner.

Genom att sprida ut våra antenner öppnar vi dörren till en framtid med pålitli-
gare trådlös kommunikation. Detta banar väg för allt från säkrare självkörande
bilar till mer effektiva smarta fabriker.
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Chapter 1

Introduction

Since the development of the first generation wireless communication system,
there have been many technological advances, making great improvements in
many industries and making an impression on everyday life [1, 2]. Since the
fourth generation, we now walk around with the Internet in our pockets. Each
new generation of wireless technology aims to achieve faster, more reliable, and
more efficient communication, enabling new applications and services. Consid-
ering the limits of today’s system in ultra-high data rates, massive connectivity,
and ultra-low latency, next-generation wireless systems should go beyond these
limits [3]. Massive MIMO was the key technology innovation in today’s system
such that the spatial domain was used to increase diversity and spatial multiplex-
ing. The next step is distributed MIMO, which is envisioned as one of the key
enabling technologies that will help realize the full potential of next-generation
wireless systems [4–7]. With the added spatial diversity going from co-located
MIMO to distributed MIMO (D-MIMO) the reliability should increase, and la-
tency decrease. This enables more sectors and industries to take the leap to
wireless. In this thesis, the focus is on enabling new applications by spatially
distributing the antennas in the sub-6 GHz bands. Thus, the high-data rates en-
abled by the sub-THz region, and in extensions, their impact in healthcare and
the tactile Internet are omitted. In [3, 8–11] some of the possible use cases in
future networks are presented and summarized as follows:

1. Massive Machine-Type Communications: Next-generation wireless
systems will greatly benefit from the Internet of Things. This will permit
billions of devices, from smart home appliances to industrial sensors, and
thus enable Internet of Things (IoT) on a large scale. Supported are low-
power, low-cost devices with extended battery life to make very large-scale
IoT networks practical and sustainable.

2. Ultra-Reliable Low-Latency Communications (URLLC):
Autonomous vehicles, remote surgery, and industrial automation are among
the critical applications that require ultra-reliable low-latency communica-
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tions. Next-generation wireless systems must address these needs with ro-
bust and instantaneous connectivity that can meet the demands of mission-
critical operations. For example, autonomous driving will involve real-time
communication of multiple vehicles and infrastructure for safe and efficient
traffic.

3. IoT for Smart Cities and Infrastructure: Next-generation wireless
systems integrated with smart city initiatives will improve efficiency, sus-
tainability, and livability in urban areas. Consequently, it will allow real-
time control of the city infrastructure, including traffic light control, energy
distribution, and garbage collection for smart and responsive cities.

4. Sensing: Using the same hardware for radar and communication will lead
to applications like occupancy detection and energy management, fall de-
tection and elderly care, improved security systems, enhanced autonomous
systems, and more efficient spectrum usage. Depending on the method,
it could enable centimeter-level accuracy in positioning, which has applica-
tions in indoor navigation and asset tracking in industrial settings. This ap-
plication is commonly called integrated communication and sensing (ICAS).

5. Sustainability: This is perhaps the most important point. The envi-
ronmental impact of telecommunications is a complex problem, but some
estimates put it at approximately twice the emission of green house gases
than that of the aviation sector [12, 13]. The problem becomes harder
when the predictions are that billions of more devices will be connected
wirelessly in future networks. The distribution of antennas will hopefully
be one of many solutions to decrease the environmental impact through
reduced transmission power and reduced energy consumption.

The topics covered in this thesis mainly concern the measurement and modeling
of multi-link channels in a D-MIMO system, specifically in an industrial envi-
ronment. The acquired data are also used to evaluate the possibility of ICAS by
multistatic sensing and positioning in a D-MIMO system.

1.1 D-MIMO: an enabling technology
Next-generation wireless systems aim to enable a wide range of applications while
overcoming technical challenges related to spectrum scarcity, interference man-
agement, and the need for greater energy efficiency. D-MIMO technology is
considered a key enabler to address these challenges [4]. MIMO refers to the use
of multiple antennas at both the transmitter and receiver ends of a communi-
cation channel. MIMO systems exploit spatial diversity to significantly improve
data rates, reliability, and spectral efficiency. However, current MIMO systems
are typically centralized, with antennas co-located on a single base station.
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Figure 1.1: Conceptual D-MIMO scenario. The antennas are distributed in an indus-
trial environment and greatly improves the probability of a good communication link to
the robot. In this setting the distributed antennas are connected and central processing
is performed.

Distributed MIMO extends the concept of co-located MIMO by spatially dis-
tributing antennas over a larger area. These antennas, or arrays of antennas,
work together via a central processing unit that controls signal transmission and
reception, see Fig. 1.1. This greatly increases the flexibility and efficiency of
wireless spectrum usage, sometimes with dramatic performance gains, particu-
larly in challenging environments. By distributing antennas, a D-MIMO system
can get increased capacity and provide better coverage. This is particularly use-
ful in dense urban environments, where buildings shadow signals. In addition,
interference from other users or base stations is a problem in modern wireless
communication. In a MIMO system, interference can be managed more effec-
tively through coordinated beamforming, where the phase of each antenna signal
is aligned to constructively add up at the receiving end and nulls are formed
in directions of interfering signals. This increases signal quality, ensuring bet-
ter communication in high-density user scenarios. D-MIMO can also contribute
to energy efficiency by reducing transmission power. Since distributed antennas
can be placed closer to users, the system can attain the required signal quality
at much lower power levels, which is crucial for battery-operated devices in IoT
networks. Another benefit of distributed antennas is decreased wireless commu-
nication latency due to more reliable communication, which is essential for appli-
cations requiring real-time interaction, such as in ultra-reliable and low-latency
communication (URLLC) scenarios [8].
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1.2 D-MIMO implementation challenges
Despite the numerous advantages offered by D-MIMO, several challenges must
be addressed for a broad deployment of this technology in next-generation wire-
less systems. One of the primary challenges is the development of advanced
algorithms for proper coordination of distributed antennas. These algorithms
must ensure that the distributed antennas work seamlessly to achieve the desired
performance gains. Another critical aspect is the need for distributed signal pro-
cessing algorithms to minimize the shuffling of large amounts of data between
distributed antennas and the central entity; see [14] for an extensive overview.
Efficient data handling and processing are crucial in reducing the overhead and
latency associated with D-MIMO systems. Synchronization, in both time and
frequency, of distributed radio equipment and their clocks is a key problem. In
current systems, where the equipment is co-located, a shared reference clock,
such as a rubidium reference, can be used [15, 16] for its stability properties.
However, when radios are distributed in space, over-the-air synchronization be-
comes necessary [17–22]. Alternatively, fiber connections may be required, which
could make a practical deployment infeasible in some cases. Addressing these
challenges requires significant research and development efforts in areas such as
algorithm design, signal processing, synchronization techniques, and infrastruc-
ture integration.

1.3 Challenges in sensing
ICAS present several hardware-related challenges that must be addressed for its
successful implementation. A conceptual sensing scenario is shown in Fig. 1.2
where some of the challenges are depicted. One significant challenge arises for
monostatic sensing, where full-duplex communication is required. Full-duplex
communication allows simultaneous transmission and reception on the same hard-
ware, but introduces the problem of self-interference. The transmitted signal can
interfere with the received communication signal, potentially drowning it out.
Mitigating this self-interference is crucial to ensure reliable communication and
sensing performance. Another challenge is to determine whether the same hard-
ware can be used for communication and sensing purposes. If additional hardware
is required, it is essential to assess the extent of the modifications needed. This
evaluation must consider factors such as cost, complexity, and impact on the over-
all design of the system. The choice of waveform is also a critical consideration in
ICAS. The waveform must efficiently support both sensing and communication
functions without consuming too much of the available resources.

Currently, orthogonal frequency-division multiplexing (OFDM) is the pre-
dominant waveform in wireless communication systems. However, it may not be
ideal for extracting sufficient channel state information to perform sensing effec-
tively. An alternative proposed is the orthogonal time frequency space (OTFS)
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Figure 1.2: Using the cellular infrastructure to perform sensing. The red arrow from
the left most base station depicts a mono-static scenario. The orange arrows show a
scenario for bi- or multi-static sensing of the vehicle. Lastly, the green arrow shows
active positioning of the users walking close to the right most base station. The active
user might also drown the radar echo from the vehicle.

waveform [23], which has shown promise in providing better sensing capabilities.
Furthermore, ICAS requires the development of new signal processing algorithms
that can meet the real-time requirements of the system. These algorithms must
be capable of sensing while ensuring low latency and high reliability. Address-
ing these challenges requires a multidisciplinary approach, involving advances in
hardware design, waveform selection, signal processing algorithms, and system
integration.

1.4 Ultra-reliable and
low-latency communication

Many of the envisioned applications in industry and medicine require not only
an ultra-reliable communication link, but also minimal latency from transmission
to reception of mission critical messages [8]. Ultra-reliability could easily be
achieved by itself, assuming the number of retries to receive and decode a packet
is large. The challenge becomes more complex when low-latency is also required.
Using D-MIMO, deep fades can be mitigated, whether they are due to obstacle
shadowing or small-scale fading. If the propagation conditions are made favorable
and guarantee a reliable link, the need for retransmission can be avoided, and low-
latency protocols can be designed effectively. To obtain a metric of the reliability
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of a channel, the tail distributions of the fading statistics need to be studied. [24]
provides a good overview and introduction to the field.

1.5 Research questions
In this thesis, I investigate in further detail how D-MIMO can increase reliability
and, in extension, enable new applications and services. D-MIMO is a natural
extension of the co-located MIMO that we have today. The stringent require-
ments put on the wireless system to deliver reliable communication, we try to
answer the following questions:

• How can we implement a multi-link channel sounder?

• How will distributing the antennas affect communication reliability? Can
we achieve URLLC?

• What are the characteristics of a D-MIMO channel?

• How can the industrial D-MIMO channel be modeled stochastically and
spatially consistent?

• How should we make the channel model for vehicle-to-vehicle communica-
tion spatially (temporally) consistent?

• Can D-MIMO be an enabler for the implementation of ICAS, and how
accurate can we localize and sense a user in a rich scattering environment
with a lot of obstructions?



Chapter 2

Wireless channels

When communicating wirelessly, a time-varying electrical current is applied to
the transmitting antenna element(s), which in turn excites an electromagnetic
wave. In the receiver, the electromagnetic wave induces a time-varying current in
the receiving antenna(s), which can then be processed to recover the transmitted
information. This phenomenon and how the wave interacts with its environment
is governed by Maxwell’s equations [25]. Here, the focus is not on the design
of the antennas, but rather on the media in which the electromagnetic wave
propagates; the propagation channel. The environment in which the electro-
magnetic wave propagates can be very complex; the wave will be reflected from
surfaces, diffracted around edges, attenuated due to propagation in lossy media,
and scattered on rough surfaces. It will also be affected by moving objects in
the environment that induce Doppler shifts. The wave from the transmitter can
take multiple different paths to the receiver, especially in complex environments
with many interacting objects. These are called multipath components (MPCs),
and the different MPCs will arrive at the receiver at slightly different times, with
random phases, and might add up either constructively or destructively. This
chapter will describe the general idea and necessity for the development of chan-
nel models and briefly describe different approaches to channel modeling. For a
deeper historical review of the evolution of channel models, from 1 G to 5 G, the
reader is referred to [26].

2.1 Wireless channel modeling
When developing a wireless system, it is important to evaluate the performance
of the system. However, performing a multitude of measurements in different
settings and environments requires a lot of time, and time is money. Instead, we
turn to channel models that generate channel characteristics similar to the real
propagation channel [2]. The models enables a qualitative comparison between
different algorithms under similar circumstances. There are several different lev-
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els of realism depending on the parameter or algorithm under test. The channel
should not be more complex than needed [27], and should contain only propaga-
tion effects that impact the performance of the system. In general, the wireless
channel can be modeled as a linear time-variant (LTV) filter [28]. That is

y(t, τ) =
∫ +∞

−∞
x(t− τ)h(t, τ) dτ, (2.1.1)

where h(t, τ) is the channel impulse response. If the channel is static, i.e., a linear
time-invariant (LTI) filter, we can omit the dependence on t.

By modeling the channel in this way, as an LTV/LTI filter, we avoid the com-
plexities of solving Maxwell’s equations in a complex environment. All effects of
the channel are contained in the impulse response, such as attenuation, disper-
sion, delay, and Doppler shifts, to name a few. If the channel is not static, either
due to the movement of interacting objects or by the movement of transceivers,
then the channel is non-stationary (time-variant) and the evolution of the chan-
nel must be reflected in the models [28–30]. The channel process is said to be
wide-sense stationary (WSS) if the statistics do not change over time. In future
wireless communication systems, when the size of the antenna arrays becomes
extremely large, or when the antennas are distributed over a larger geographical
area, the channel will become non-WSS in the spatial domain as well. Different
parts of the same antenna array might “see” different channels; e.g., a part of the
array might be in line-of-sight (LoS) condition while the other side might not. By
evaluating the collinearity metric for the evolution of the local scattering function
(the correlation of the spreading function

∫
h(t, τ) exp (−j2πνt) dt), a stationarity

region can be estimated [30, 31]. In this stationarity region the channel can be
assumed to be (quasi-) static, and hence the wide-sense stationary and uncor-
related scatterers (WSSUS) assumptions are said to be valid there. No matter
which approach is used for modeling, there are three key characteristics that all
models try to capture in one way or another [26]: 1) the deterministic path loss
due to the separation distance between antennas, 2) the large-scale/shadow fad-
ing due to blocking objects such as buildings or machinery, and 3) small-scale
fading from the superposition of MPCs at the receiver.

2.1.1 Path-loss and shadow fading
The distance between the transceiver antennas will result in an attenuation of
the wave amplitude due to the propagation effects mentioned above. Distance-
dependent path loss PL(d) is the ratio between the transmitted power and the
mean received power at a distance d from the transmitter [2, 26]. It is usually
expressed in the log-distance power scale as

PL(d) = PL0 + 10 · n log10 (d/d0) + A, (2.1.2)

where PL0 is the power at some reference distance d0, n is the path loss exponent,
and A models the large scale fading effect, which is often referred to as shadowing,
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which follows a log-normal distribution. The path loss exponent depends on the
environment but typically lies between 0.8 and 4. The slow variations around
the mean received power occur approximately on a scale of 10-100 wavelengths.
These fluctuations most often arise from large interacting objects that partially
or completely block (shadow) the LoS path. Extensive measurement campaigns
have shown that these fluctuations follow a log-normal distribution [2, 32].

2.1.2 Small-scale fading
The MPCs are the contributions of the wave that have been reflected on different
physical objects in the environment. When objects or transceivers move, these
MPCs can add up constructively or destructively depending on the phase of
the contributions. In theory, if the different MPCs with equal amplitude are
completely out of phase, there will be no signal to receive. The term small-
scale stems from the fact that it only takes small changes in movement for these
variations in received amplitude to occur.

If there is no strong component like the LoS, then the amplitude can often be
modeled with a Rayleigh distribution. On the other hand, if there is a dominating
component in the signal, such as a LoS path, a Ricean distribution is a better
fit [2]. The effects are usually modeled as [33,34]

h(t) = 1√
N
√

1 + K

N∑
n=1

ej(ωdt cos αn+ϕn) +
√

K

1 + K
ej(ωdt cos α0+ϕ0), (2.1.3)

where K is the ratio of power in the dominant component and the diffuse com-
ponents, ωd is the maximum radial Doppler frequency, α represent the angle
of arrival, and ϕ is a random start phase. The first half of (2.1.3) models the
MPCs, and the second part models the dominating component. When K = 0,
we retrieve the Rayleigh model.

2.2 Consistent channel models
To get realistic large-scale fading behavior, it is important to capture the au-
tocorrelation at each antenna and the covariance between antennas. It is also
important to achieve spatial consistency in the model, i.e., that phase, delay, and
amplitude changes make physical sense and large static interacting objects like
buildings will not suddenly disappear. Or in a traffic scenario where two vehicles
communicate. If there is a large truck between them, it will take some time for
the channel to change state from obstructed LoS (OLoS) to LoS [35][T1]. This
correlation of channel realization within one link has been shown to follow an
autoregressive process of order 1 [35,36]. In addition, the self-blocking of holding
a phone in the hand is modeled in [32]. Spatial consistency in the simulated
environment has long been modeled with clusters and the notion of visibility
regions [37–39].
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2.3 Near-field channels
With the number of antennas steadily increasing and further distributed in space,
the far-field plane-wave approximation no longer holds. Approximately, the far-
field of an antenna or antenna array is defined as the distance beyond the Fraun-
hofer distance

dF = 2D2
A

λ
, (2.3.1)

where DA is the largest physical dimension of the antenna/array and λ is the
wavelength. With a carrier frequency around 3.75 GHz, the wavelength is ap-
proximately 8 cm. The distributed anchors in our measurements are at least
20 m apart. This leads to a Fraunhofer distance dF of nearly 10 km. The plane-
wave approximation does not hold. With the electrically larger antenna arrays
there is a need for channel models that reflect the spherical wavefronts which will
effect the evaluation of sensing and localization algorithms [11, 40] if not taken
into account properly.

2.4 Channel hardening
In MIMO, when the number of antennas starts to increase into the 100’s, the
channel hardening effect has been shown to substantially reduce the risk of deep
fading dips due to small-scale fading. This is due to the large array of colocated
antennas that receive independent channel realizations, and when combined in a
smart way, small-scale fading is mitigated [41–43]. By distributing the antennas,
the same effect is achieved, but we also gain added resilience to large-scale fading
effects. Then, with high probability, there will always be a link with a favorable
channel; see Paper VI [T6]. The channel hardening effect will enable ultra-reliable
communication, which in turn can also help achieve low-latency communication.

2.5 Site-specific models
With the increasing computational power in both general-purpose central pro-
cessing units (CPU) and graphical processing units (GPU), it has become possible
to perform detailed site-specific simulations. With large map databases available
containing building geometries and road networks, it is now straightforward to
perform simulations for base station location and cell planning, or to evaluate
vehicle-to-vehicle communication for safety applications [44–46]. In addition, in
the last decade, 3D lidar technology has matured, and the resulting point-cloud
scans can be used to perform indoor channel simulations [47–49].



Chapter 3

Multi-link channel sounder

Although there is various channel sounding equipment, there is currently no
standard solution for distributed multi-link MIMO channel measurements. This
chapter starts out with the principle of channel sounding, and then moves on to
describing the requirements and development of a new flexible software-defined
radio (SDR) based channel sounder. The sounder is specially designed to capture
all possible combinations of links. There exist other sub-6 GHz channel sounders,
notably [50–53], each with different design trade-offs and targeted scenarios.
There are also real-time wireless communication testbeds, e.g., LuMaMi [54],
where the application is typically a proof of concept of a new idea and might
stream data using signals that are not optimal for sounding.

3.1 Sounding principle
The purpose of channel sounding is to extract the channel impulse response in
(2.1.1). There are several different techniques and methods to achieve this. To
achieve this in theory, the input signal x(τ) should be a Dirac pulse. The input
signal, x(τ), is the convolution of the transmitted pulse, gTX, and the receiver
impulse response, gRX, as

ĥmeas (t, τ) = h (t, τ) ∗ x (τ) = h (t, τ) ∗ gRX (τ) ∗ gTX (τ) . (3.1.1)

In (3.1.1) it is assumed that gTX and gRX are time invariant. In [2] x(τ) is referred
to as the sounder impulse response. Realizing a Dirac pulse in practice is difficult1

and places unrealistic requirements on the hardware in terms of output power in
a short period of time. The rise and settling times of the components also need
to be as small as possible.
1It is actually impossible since the width of the pulse is infinitely small.
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3.1.1 Correlative sounding
In a correlative sounder, the fact that it is the convolution of gRX and gTX in
(3.1.1) is used. This approach gives an additional degree of freedom to design
the transmitted signal. From (3.1.1) it is clear that it is the convolution of the
receiver impulse response and the transmitted pulse that influences the channel
h. To maximize signal-to-noise ratio (SNR), the receiver filter gRX should be
the matched filter with respect to the transmitted pulse gTX. Hence, gRX ∗ gTX
should have good autocorrelation (ACF) properties with a high correlation peak
at the zeroth lag and low sidelobes elsewhere. With these properties, the ACF
resembles a Dirac function.

3.1.2 Frequency domain sounding
While the previous section discussed the direct estimation of the channel impulse
response, an alternative approach is to directly estimate the channel transfer
function. In this method, the power spectrum |X(jω)|2 of the input signal x(τ)
should be designed to be approximately constant over the bandwidth of interest.
More details on this approach will be presented in this chapter.

For completeness, we mention the use of a vector network analyzer (VNA) to
perform a frequency domain analysis. This method allows for bandwidth sweep-
ing with excellent SNR and nearly perfect clock synchronization. However, its
primary limitation is the relatively slow measurement speed, making it unsuitable
for dynamic environment measurements.

3.2 Sounder architecture
To perform channel sounding in the frequency domain, a cyclic prefix OFDM-
like sounding waveform was chosen. A Zadoff-Chu sequence [55] was placed on
the subcarriers of the OFDM symbol. There are other waveforms that can be
designed with a constant power spectrum [56]. The reason for using a Zadoff-Chu
sequence is that it is the chosen pilot signal in many standards with OFDM today.
This due to the good autocorrelation properties, its constant power spectrum,
and low peak-to-average power ratio. The length of the cyclic prefix should be
longer than the excess delay of the channel, i.e., the longest delay that we can
expect to measure. In our case this is achieved by repeating the symbol such that
the first symbol acts as a cyclic prefix. A time-division multiple access (TDMA)
scheme was then chosen, i.e., each antenna in the system receives a designated
time slot to transmit. When an antenna is not transmitting, it is receiving, or
it is quiet. The implemented channel sounder can read any waveform stored
in a comma-separated values (csv) file format. The number of rows in the file
corresponds to the waveform length, and the columns are the I and Q samples.
The values of the file should be between -1 and 1, corresponding to the full scale
of the digital-to-analog converter (DAC). Good practice is to choose a value
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Figure 3.1: The NI-USRP 2953R 40 MHz. Also known as Ettus X310 with two CBX40
daughterboards.

around 80% of the full range to avoid any nonlinearity effects near the limits of
the operating range of the DAC. It should be noted that even if in this work
the frequency domain analysis has been chosen, the sounder can also work as a
correlative sounder since we can read any designed waveform from file.

The development was done in the NI integrated development environment
(IDE) LabVIEW.

3.2.1 Hardware
The heart of the system is the National Instruments/Emerson universal software
radio peripheral (USRP) 2953R 40 MHz, see Fig. 3.1. This is a software-defined
radio with two radio front ends, covering the 1.2 GHz to 6 GHz band, with a
maximum instantaneous bandwidth of 40 MHz. It has receiver gain settings
between 0 dB to 37.5 dB in steps of 0.5 dB and output power (depending on
frequency) up to 20 dBm. The USRPs are connected to a host computer via a
Gen1 x4 PCIe that provides transfer rates up to 2 GB/s. Running the two radios
(channels) simultaneously at the maximum sampling rate of 200 MHz, where each
sample is an unsigned 64-bit word, results in a data rate of 1.6 GB/s. The radios
have a general-purpose input/output (GPIO) connector that enables the control
of external logic or components directly from the field-programmable gate array
(FPGA).

3.2.2 Sounding waveform
The pilots in the fourth generation (4G) communication standard is some variant
of the Zadoff-Chu sequence [55]

xu(n) = exp
(
−jπun(n + cf + 2q)

Nzc

)
, (3.2.1)

where Nzc is the length of the sequence and n is a sample index of the sequence,
u is a parameter for the number of chirps, and q is the shift of the sequence in
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any direction. They have to fulfill

0 ≤ n < Nzc,

0 < u < Nzc, gcd(Nzc, 1) = 1,

cf = Nzc mod 2,

q ∈ Z.

The autocorrelation function of the Zadoff-Chu sequence has a large peak at q
and then quickly drops to zero. The spectrum of the sequence is also flat, that is,
it contains equal amount of power on every sub-carrier. Hence, the Zadoff-Chu
sequence is attractive for both correlative sounders and frequency-based sounders.
For all these reasons, the Zadoff-Chu sequence was the selected waveform for the
measurements presented in Papers III-VI, [T3][T4][T5][T6].

· · ·1 2 3 4 5 Ns − 3 Ns − 2 Ns − 1 Ns

· · ·1 2 Ha − 1 Ha Quiet

· · ·1 2 R

R repeated sounding symbols

Snapshot

TDMA-slot

Time

tstart tstop

Total measurement time = T seconds

Figure 3.2: The the TDMA structure of the sounder.

3.2.3 Time-division multiple access
For the purpose of keeping the description clear, we assume a single antenna
connected to each radio frequency (RF) front end and not to arrays. It can be
easily generalized to distributed antenna arrays [T10] [57]. Since we employ a
switched array approach to measure all possible antenna combinations, a TDMA
scheme was adopted. The structure is shown in Fig. 3.2 where we illustrate the
number of snapshots, Ns, captured during a measurement. During each snapshot,
all possible antenna combinations are measured. When antenna h ∈ {1, . . . , Ha}
is transmitting, all other receive. Within each time-slot R repetitions of the
transmitted signal are sent. Usually, the first repetition is discarded as a cyclic
prefix to mitigate inter-symbol interference. The presented system also has the
ability to use an automatic gain control (AGC) (described in Section 3.3.2) that
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when used requires us to discard the last signal repetition since the variable
attenuators are being configured in this time-slot. The rest of the repetitions can
be used for averaging to improve the signal-to-noise ratio. Lastly, an optional
“quiet” period can be added after the snapshot is completed. This allows for the
control and trade-off between repetition rate and the amount of data captured
and sent to the host computer.

3.2.4 Multi-link channel sounder summary
Table 3.1 presents a summary of all the hardware that has been used for the
measurements presented in this thesis. Obviously, this can scale to both more
or less USRPs and computers. It can also be used with distributed arrays by
adding an RF switch that is controlled from the FPGA. In general, the system
is portable and is inherently designed to distribute the antennas over a larger
geographic area. Depending on the measurement requirements and the purpose
of post-processing, the radios can be synchronized with the global navigation
satellite system (GNSS) or with a distributed 1 pulse-per-second (1PPS) and a
10 MHz signal from e.g., a rubidium reference clock.

Table 3.1: Hardware for the multi-link measurement system, from [T4].

Hardware Amount Description
NI-USRP 2953R 40 MHz (National
Instruments Corporation, Austin,
TX, USA)

7 USRP

SRS FS725 (Stanford Research
Systems Inc., Sunnyvale, CA, USA) 3 10 MHz and 1PPS Rb

standard
SRS FS740 (Stanford Research
Systems Inc., Sunnyvale, CA, USA) 1 10 MHz and 1PPS with

GNSS

Host computers 7 Radio control and logging
data

Hoverboard 1 Acting as mobile
agent/UE

Joymax SAF-6571RS3X antennas
(Joymax Electronics Co., Ltd.,
Tao-yuan City, Taiwan)

13 Dipole antennas UE

Ouster OSDome (128 lines) (Ouster
Inc., San Francisco, CA, USA) 1 The lidar used for SLAM

Microstrain 3DM-GX5-25 (AHRS)
(Microstrain by HBK, Williston,
VT, USA)

1 9-DoF IMU for SLAM
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3.3 Implementation details
There are a couple of important features that need attention. Since the sounder
is supposed to work as a distributed system, synchronization needs to be solved.
There are several levels and aspects of synchronization for which details will be
covered in Section 3.3.1. In summary, are we using external rubidium reference
clocks, but the hardware also supports the disciplining of the oscillators by locking
to global positioning system (GPS) satellites.

In addition, in scenarios where the antenna distribution is such that some
antennas are close to each other and others farther apart, an AGC is required
to use the full scale of the analog-to-digital converter (ADC). This might also
happen in vehicular scenarios where two cars might approach each other on a
highway. Due to the timing requirements in the TDMA scheme, the AGC must
be implemented on the FPGA. The algorithm and function of the AGC are
described in Section 3.3.2.

The last hardware-related topic addressed in Section 3.3.3 stems from the fact
that the NI-USRP 2953R implements a direct down-conversion architecture. It
means that there is no intermediate frequency (IF), but instead the local oscillator
(LO) mixes the signal directly from baseband to passband. This results in LO
leakage that manifests itself as a direct current (DC) offset.

When channel measurements are performed, it is important to keep track of
the current gain setting for each RF chain to be able to account for it in the
post-processing steps. To ensure that the different packets from the distributed
radios are aligned in time, different counters are inserted into each packet. The
complete packet structure is described in Section 3.3.4.

3.3.1 Synchronizing a distributed system
In a fully distributed system, synchronization and coordination of measurements
between multiple antennas and nodes presents significant challenges. Accurate
channel measurements require precise timing synchronization between transmit-
ters and receivers, which becomes increasingly complex when antennas are dis-
tributed over a wide area. Synchronization errors can lead to inaccurate chan-
nel estimation, affecting overall system performance. Furthermore, coordinating
measurements across multiple nodes requires sophisticated signaling and control
mechanisms, further increasing system complexity.

Time offset
The channel is sampled by the ADC at a given clock rate. To be able to align
the data from the distributed radios, the system needs to agree on some notion
of absolute time. We achieve this by distributing a 1PPS signal. The signal
is distributed from a rubidium clock. When the distributed host computers
configure the USRPs they also align the host time with the next 1PPS and load
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it into a register on the FPGA. To achieve the desired agreement on time, we
have to make sure that the host computers are synchronized within 1 s. This can
be done by allowing computers to synchronize their clocks with a local network
time protocol (NTP) server. We are using a Raspberry Pi 4 with a GNSS receiver
acting as a local NTP server, which will be synchronized with the GNSS time
stamp. If there is no possibility of a clear view of the sky for a GNSS antenna,
at least synchronizing the radios to the errorneous NTP server will still result in
the system sharing some notion of absolute time.

Clock synchronization
All the clocks in the system should ideally have exactly the same frequency and
have a deterministic (potentially zero) phase offset. We will briefly mention four
sources of errors and their possible origin.

1. Carrier Frequency Offset (CFO): If the oscillators on the different
radios do not have the same frequency, there will be frequency offset that
will manifest itself as a potential Doppler shift between the transmitter and
receiver; even if the environment is completely static.

2. Clock Phase Offset (CPO): If the phase-locked loop (PLL) on the
transceivers boards of the USRPs lock on different phases it will be seen as
a constant phase offset between the antennas.

3. Sampling Clock frequency Offset (SCO): The sampling clocks on the
RF boards for the ADC and DAC have different frequencies. The effect
will be the same as for carrier frequency offset.

4. Sampling Time Offset (STO): The distributed radios start to sample
the channel at different times. This might e.g., occur when the 1PPS flank
arrives at different times due to different cable lengths from the 1PPS source
to the radio.

We can never completely eliminate all these offsets since the stability of the
clock is influenced by environmental changes such as temperature and humidity,
aging hardware, or manufacturing imperfections. However, there are a couple of
things that can be done. First and foremost, use an external (to the USRPs)
frequency source. We are using four rubidium clocks2 that are synchronized with
each other for at least 24 hours. The atomic transition in the fine structure of the
rubidium atom will, after some internal processing, provide a stable 10 MHz signal
and an accurate 1PPS [16]. After synchronization, the reference clocks can be
disconnected (but not powered off!) for several minutes while retaining coherence.
Using these external reference clocks will minimize the carrier frequency offset
(CFO) and sampling clock frequency offset (SCO) since they are derived from
the external reference clock. The carrier phase offset (CPO) and sampling time
2One Stanford Research System FS740 with GNSS, and three Stanford Research System FS725.
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offset (STO) are removed by calibration. Assuming that the (wired) channel is
static, then

Y (f) = Hsys(f)P (f) + n, (3.3.1)

where Y is the received data, Hsys is the desired transfer function, P (f) is the
transmitted signal, and n is noise. It should be noted that Hsys = Hhw ·Hcables ·
Hproc., i.e., is the product of all existing parts such as cables, digital processing,
hardware, etc. Since, the sounding signal P is designed and known to us we can
estimate Hsys as

Ĥsys(f) = Y (f)
P (f) + ñ. (3.3.2)

It is thus crucial to perform the calibration with the exact same settings (fre-
quency bandwidth, waveform, etc.) as will be used during measurements, and
that the system is not powered down between calibration and measurement be-
cause then Hhw will have changed. Even if the cables from the reference clocks
to the different radios have different lengths, the delay from all cables, digital
processing, and the analog front end will be removed from a back-to-back mea-
surement. We then effectively obtain the transfer function of the system.

Unfortunately, there is a caveat; that is, every possible link combination,
i.e., all combinations of transmit and receive chains need to be measured. This
quickly grows in complexity as the number of distributed radios increases. For
now it is possible to use an RF switch that we can control through the logic on
the FPGA. If we have the possibility to move one of the antennas into a favorable
condition, i.e., LoS with a minimal number of MPCs, we can perform an over-
the-air calibration with knowledge of the distances between the antennas. This
approach is limited by the environment and the accuracy with which distances
can be measured.

3.3.2 Automatic gain control
In dynamic scenarios, the relative positions of the USRPs (and their antennas)
constantly change. For example, in Fig. 3.3 when antenna 1 transmits antennas
2 and 3 they may need to set their gains to maximum values to be able to receive
anything but noise. In the next time-slot, if the receiver 3 does not change its
gain setting when antenna 2 is transmitting, we will saturate the ADC and clip-
ping will corrupt the data. With this example, we realize that to maximize the
utilization of the ADC’s dynamic range during channel measurements, an AGC
is necessary. The distributed nature of the USRPs, combined with the TDMA
approach, requires potential gain adjustments between each TDMA slot. Conse-
quently, AGC was implemented on the FPGA, following the approach presented
in [52,58].
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AGC implementation
Due to timing constraints, gathering sufficient samples to estimate the amplitude
within the guard period (cyclic prefix) is challenging. To address this, we leverage
the frequent sampling of each TDMA slot (frep). The AGC calculates the need
for a gain change in every time slot. If a change is required, the new gain request
is stored in a register, which is read in the next TDMA slot for that particular
link. The AGC estimates two key values from the ADC; the peak value V̂ and

Figure 3.3: Illustration of AGC necessity for different links.

the mean magnitude V [52]:

V̂ = max (|Ii|, |Qi|) , i ∈
[
1, . . . , 2K

]
, (3.3.3)

V = 1
2K

2K∑
i=1
|Ii|+ |Qi|. (3.3.4)

AGC decision process
The calculated values are compared with three predefined thresholds related to
the user-defined maximum level Vmax and the minimum level Vmin. The goal is
to maintain the level of the input signal near the full scale of the ADC while
avoiding clipping/overloading. The gain step size ∆G is also defined by the user.
The AGC decision process follows these rules:

1. If V̂ > Vmax, a gain reduction is requested to avoid clipping.

2. If both V < Vmin and V̂ < Vmin, a gain increase of ∆G is requested.

Both conditions in Rule 2 must be true to prevent the AGC from alternating
between two values. In addition, we must ensure that Vmin ≤ 10−∆G/20Vmax [52].
Figure 3.4 presents a summary of this decision process in a tree format.

AGC verification and considerations
To verify the FPGA implementation, the radio was connected in a loopback
setup via a variable attenuator. Varying the attenuation was expected to force
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V̂ > Vmax

−∆G

V < Vmin

V̂ < Vmin

+∆G G unchanged G unchanged

True False

True

True False

False

Figure 3.4: The AGC comparator decision tree from [52]. There are three compar-
isons, and thre user-defined parameters; Vmax, Vmin, and ∆G.

the AGC to react. Some of the logic signals were routed to the GPIO to enable
analysis of the function. The analysis revealed that it takes approximately 10 µs
per RF chain for the new gain setting to propagate through the system. Conse-
quently, tuning both channels requires 20 µs, as shown in Fig. 3.5. This duration
is quite significant, corresponding to a maximum excess delay of around 6 km. To
partially mitigate this issue, the AGC starts setting the gains 10 µs in advance.
However, this solution has implications. Specifically, it sets the lower bound of
the number of samples N of the cyclic prefix corresponding to approximately
3 km = c · 10 µs according to

N ≥ 10 µs · fs, (3.3.5)

where fs is the sampling frequency and c is the speed of light. Additionally, the
number of waveform repetitions, R, is required to be at least 3. This is because
the first and last repetitions will be discarded because the gain settings are ad-
justed during these periods. These findings highlight the trade-offs between AGC
responsiveness and system limitations in scenarios with varying signal strengths
and propagation distances.

3.3.3 LO supression
The chosen SDR (NI-USRP 2953R) uses a direct down conversion architecture,
mixing the received signal directly from the carrier frequency to the baseband.
This approach, while efficient, results in substantial LO leakage to the DC com-
ponent. If the constant DC offset is not addressed, it would degrade the per-
formance of the AGC by overestimating the signal amplitudes. Several methods
can address this issue:
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Figure 3.5: Verification of AGC signaling on the FPGA. Setting the gains on both
RF-chains takes approximately 20 µs

• Digital frequency shifting: If less than half of the receiver’s available
bandwidth is used, the LO frequency can be digitally shifted out of the
band of interest. However, this approach is not suitable for our case, as the
radio is band-limited to 40 MHz, and most of this bandwidth is used for
channel sounding.

• FFT-based DC removal: Collecting 2L samples and performing a fast
Fourier transform (FFT) to remove the DC component is an attractive
solution. It would facilitate channel estimation on the FPGA, allowing
only the channel transfer function to be streamed to the host. However,
this method becomes impractical since the value of L corresponds to the
length of the waveform, requiring multiple FPGA implementations with
different FFT sizes. Furthermore, FFTs consume significant FPGA fabric.

• High-pass filtering: Implement a high-pass filter for frequencies around
0 Hz and use the filtered IQ samples for the AGC. The raw unfiltered IQ
samples are then sent to the host for further post-processing. This approach
balances performance and implementation complexity.

The high-pass filter is the method of choice in the presented system, as it effec-
tively mitigates the DC offset while maintaining system flexibility.
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RX Trig

H1 H2 H3 H4 1 · · · R · Nsc

RF1 I RF1 Q RF0 I RF0 Q

I16 I16 I16 I16

Figure 3.6: The packet structure.

3.3.4 Recorded data packet format
The packets sent over the PCIe interface are optimized for 64-bit alignment. Since
the ADC provides a 14-bit resolution for both the I and Q components, two zero
bits are added before the least significant bit of each component. This allows a
complex baseband sample to be represented in an unsigned 32-bit integer. Since
the radio has two front-ends, samples from both ADCs are collected in a 64-bit
word. To account for potential AGC changes for each link in the TDMA scheme,
the gain information is crucial for post-processing. For each snapshot of length
R ·Nsc, four unsigned 64-bit words contain specific snapshot information.

The complete packet structure is illustrated in Fig. 3.6, which corresponds
to the TDMA scheme shown in Fig. 3.2. The four 64-bit headers, H1 to H4, in
Fig. 3.6 contain the following information:

H1 A U64 containing the time of the last 1PPS.

H2 A U64 with the number of FPGA clock cycles since the last 1PPS.

H3 A U64 counter counting the number of 1PPS trigs since the FPGA was
powered on.

H4 Contains four different values:

[63:32] A U32 containing the RX Trig ID since the last 1PPS.
[31:16] A U16 counter that counts the number of FPGA clock cycles from the

RX Trig signal to the first Input Valid from the ADC.
[15:8] A U8 with gain setting (in dB) for RF chain 0 (RF0).
[7:0] A U8 with gain setting (in dB) for RF chain 1 (RF1).

3.4 Ground truth system
A ground truth positioning and mapping system is needed both for the extrac-
tion of distance-dependent channel parameters and to benchmark localization
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algorithms. To this end, a lidar and an inertial measurement unit (IMU) have
been acquired to build a portable positioning system. An off-the-shelf SLAM
algorithm [59] was used to then build the map and get the reference position of
the agent, see Fig. 3.7 for an example result. A summary of the ground truth
system and the robot used during the measurements can be found in Paper IV,
[T4].

Figure 3.7: An example output from the SLAM algorithm [59]. The light blue curve
is the estimated position in the scanned environment.
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Chapter 4

Post-processing
measurement data

The channel sounder described in Chapter 3 produces a wealth of raw data in the
form of IQ samples, which are streamed to disk during measurements. This chap-
ter delves into the processing of these data, transforming raw measurements into
meaningful channel information. The volume of data generated by the channel
sounder grows rapidly, driven by several key factors: the number of participating
antennas, the waveform length, the number of repetitions used for averaging, and
the frequency of channel measurements. For the measurements presented in this
thesis, we employed a system of 13 antennas (M = 13), utilizing a waveform
composed of 512 subcarriers (Nsc = 512). To enhance the signal-to-noise ratio
and to facilitate the AGC, each waveform was repeated four times (R = 4). The
system captured the state of all links at a rate of 200 Hz (frep = 200 Hz).

4.1 Parsing the packets
The first step is to parse the binary data. This process uses the channel sounder
parameters and settings, along with the packet format defined in Section 3.3.4, to
read the IQ data and their corresponding headers. During this process, the first
and last Nsc samples are discarded for two reasons: the first set serves as both the
cyclic prefix and a guard for the AGC settling time, while the last set is removed
because the AGC could already be active and change the gain during this period.
The headers provide critical information about the USRP gain settings for each
time-slot’s recorded data. These gain values are extracted and taken into account
in the processing. After discarding the symbols at the edges (symbols 1 and R
in Fig. 3.2) and applying gain corrections, the remaining R − 2 waveforms are
averaged to increase the SNR.

27
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4.1.1 Channel estimation
At this stage, we perform the channel estimation. Similar to (3.3.2), we can
estimate the channel transfer function using the known transmitted waveform:

Ymeas = Hmeas · P + n (4.1.1)

where Ymeas represents the received and measured signal, P is the pilot (trans-
mitted waveform), Hmeas is the transfer function through which the waveform
propagates, and n represents i.i.d. complex Gaussian noise. The measured trans-
fer function can be further decomposed as:

Hmeas = Hsys ·Hantennas ·Hchannel, (4.1.2)

where Hsys represents the transfer function of the USRP and cables, Hantennas
represents the transfer function of the antennas used, and Hchannel represents
the channel transfer function. Although our primary interest lies in obtaining
Hchannel, there are cases where Hantennas is unknown and cannot be measured.
In such cases, we define the product Hradio = Hantennas ·Hchannel as the radio
channel. Throughout this thesis, unless otherwise stated, we refer to the radio
channel. The estimated radio channel is given by:

Ĥradio = Ymeas

P · Ĥsys
+ ñ, (4.1.3)

where Ĥsys represents the back-to-back calibration from (3.3.2).

4.1.2 Notes on calibration
The ideal back-to-back calibration Ĥsys from (3.3.2) cannot always be measured
due to various practical constraints, such as the physical infeasibility of connect-
ing cables over large distances or limited access to the radios. In such cases,
the next best approach is to perform back-to-back calibration measurements in
the laboratory. However, this introduces phase offsets due to unknown PLL lock-
ing states and environmental variations (humidity, temperature, etc.). To address
these limitations, we can use the known anchor positions and the estimated agent
position to identify portions of the measured data with favorable channel condi-
tions. When LoS condition can be reasonably assumed and the distance between
the anchor and agent is known, we can apply calibration in post-processing, as
detailed in [T4].

4.1.3 Lidar and IMU data
During the measurements, the Robot Operating System (ROS) [60] was used to
record the sensor data from the lidar and IMU. The data were streamed to ROS
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bags, which are a ROS storage format. These bags can later be played back
when running the SLAM algorithm [59] offline in ROS. The algorithm outputs
both a point cloud map of the observed environment and a file containing the
estimated trajectory and orientation in the map’s local coordinate system. Using
the sensor data, we can also estimate the instantaneous velocity and orientation.
For postprocessing of channel data and evaluation of positioning algorithms, it is
crucial to know the ground truth positions of the infrastructure anchors (single
antennas or arrays). By attaching reflective tape or other optical reflectors at the
base of the anchors, the laser scans reflecting off these positions create clusters
of high-intensity points on the map.

4.1.4 Estimating the line-of-sight condition
To enable proper channel characterization, it is essential to be able to classify the
recorded data into sets where the communication link considered is in a LoS or
OLoS state. According to a common definition [2], a wireless communication link
is considered LoS when the first Fresnel zone is empty of any objects except the
receiving and transmitting antennas. The point cloud from the lidar, combined
with knowledge of all antenna positions, enables us to estimate the extent of
Fresnel zone blockage. For simplicity, several approximations are made:

1. The Fresnel ellipse is approximated with a cylinder of radius r.

2. The radius r is not selected as the largest radius of the ellipse, rather a visual
inspection of the specific environment and it distribution of obstacles was
used to determine the radius.

3. The point cloud is down-sampled such that the minimum distance between
lidar points is greater than some distance d.

For each anchor and each measured position of the agent, the cylinder repre-
senting the Fresnel zone is calculated. Lidar points within the cylinder’s radius
are retained and projected onto the cylinder’s circular cross-section. The relative
area of the covered circle provides an estimate of the state of the channel at that
time and position.

4.2 File format and data management
Channel measurements, specifically MIMO and D-MIMO measurements, gener-
ates large amounts of data. The loading and working with these data require
careful consideration of memory management and storage requirements. Even
seemingly small choices, such as the data type used for storing channel coeffi-
cients, can have a significant impact on file size and memory requirements. For
example, there is no reason to save IQ samples as 64-bit floats when we record
12-bit ADC values. There are several methods and file formats to stream and
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store data from the SDR. Many users of SDRs might stream their data to binary
files. For users of the National Instruments software LabVIEW it is possible to
use its proprietary format Technical Data Management Streaming (TDMS). An
overview of file formats and their features is summarized in [T9]. The output of
the channel sounder presented in Chapter 3 is in TDMS format. Then a pipeline
of Python scripts reads all metadata and performs channel estimation. Then, all
the data from all the distributed radios are saved in a single file. In this work,
the Zarr file format [61] has been chosen for its extensive support and Python
integration. The Python package xarray [62] was used to read data from the
Zarr files and perform processing as needed. When correctly configured, xarray
automatically optimizes memory usage and handles parallel computations using
the Dask library [63]. This approach allows us to save all data from both the
USRP and the ground truth systems in one self-contained file. An example of
the contents and dimensions of a data set is shown in Fig. 4.1.

dataset = xr.open_zarr("./Data/scan2.zarr/", chunks=None)
<xarray.Dataset> Size: 10GB
Dimensions: (radio: 13, anchor: 13, time: 16000, freq: 449)
Coordinates:
agent int64 8B ...

* anchor (anchor) int8 13B 1 2 3 4 5 6 7 8 9 10 11 12 13

* freq (freq) int32 2kB −17500000 −17421875 ...

* radio (radio) int8 13B 1 2 3 4 5 6 7 8 9 10 11 12 13

* time (time) datetime64[ns] 128kB 2023−05−23T13:30:00 ...
Data variables:
Hf (radio, anchor, time, freq) complex64 10GB ...
d_agent (anchor, time) float64 2MB ...
los (anchor, time) float64 2MB ...
v_agent (time) float64 128kB ...
x_agent (time) float64 128kB ...
x_anchors (anchor) float64 104B ...
y_agent (time) float64 128kB ...
y_anchors (anchor) float64 104B ...
z_agent (time) float64 128kB ...
z_anchors (anchor) float64 104B ..

Figure 4.1: Example of a dataset. It contains the transfer function, as well as infor-
mation about the positions of the anchors and the agent (robot).
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Towards accurate
positioning and sensing

Localization in cellular networks has been studied for decades, as detailed in the
comprehensive survey in [64]. However, future generations of wireless commu-
nication systems are envisioned to do more than localization [3]. Using exist-
ing infrastructure (with potential modifications), these systems can also perform
sensing functions and get capabilities similar to dedicated radars [10]. This capa-
bility enables new applications such as radio-free user localization, self-positioning
within an environment, and even environmental mapping using radio signals. The
additional information available to the system can improve the reliability of com-
munication by knowing the location of the users. In [65] indoor positioning is
examined using carrier phase information in the 5G standard.

In general, there are two approaches to sensing and localization. The first is
a model-based parametric approach, while the second utilizes machine learning
techniques. The parametric approach relies on the underlying models, and its
estimation quality depends on how well these models match the scenario and con-
ditions at hand. In contrast, machine learning approaches can“learn” to recognize
specific signal patterns in complex environments and determine the location of
the user or agent through fingerprinting. However, these approaches require sub-
stantial training data to perform well and may exhibit poor performance when
encountered in previously unseen environments.

5.1 System parameters
The system parameters play a crucial role in the accuracy of user position esti-
mates. Using a co-located MIMO array provides directional information, while
larger bandwidths increase temporal resolution and improve distance estimation
accuracy. Additionally, methods that use phase information for positioning can
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exhibit even better accuracy. These typical trade-offs are explored in [66]. The
parameters mentioned can be identified in the radio signal model

h(t) =
N∑

n=0
αn(t)e−j2πfcτn(t) =

N∑
n=0

αn(t)e−j2πfcdn(t)/c (5.1.1)

where αn is the complex channel gain, τn = dn/c is the delay. From this model it
is clear that there are different parameters that can be used for positioning. It is
for example possible to use the amplitude, |αn(t)|, and delay, τn(t), of the received
signal to estimate the distance, but is sensitive to OLoS conditions. Several
technical and practical challenges must be addressed depending on the chosen
approach. For distributed systems, synchronization poses a significant challenge,
as realistic implementations need to synchronize clocks without requiring physical
connections between nodes. Furthermore, when the system is used to detect
passive users, as in classical radar applications, ensuring that the much weaker
radar echo remains resolvable within the information-bearing signal becomes a
critical consideration.

5.2 Positioning
In [T4] a simple beamformer was implemented to perform positioning. With a
system bandwidth of 35 MHz, the delay resolution is in the order of 10 m, as
shown in Fig. 5.1. The infrastructure in [T4] consists of twelve distributed dipole
antennas, which means that each anchor lacks directional information. Due to
technical limitations, the data was not perfectly calibrated, restricting the utility
of the delay information. Instead, the strong frequency stability of the system is

Figure 5.1: The standard Bartlett beamformer when only using the delay information.

leveraged and the use of phase information arising from Doppler shifts leads to
more accurate positioning, as illustrated in Fig. 5.2. At 3.75 GHz, the wavelength
is approximately 10 cm. Under ideal conditions - perfect calibration, no phase
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drifts and known LoS state - we should be able to achieve positioning accuracy
better than 10 cm.

Figure 5.2: The standard Bartlett beamformer when using the Doppler information.

5.2.1 Bayesian filtering
In [T5] a Bayesian approach was implemented. In summary, the posterior prob-
ability density function (PDF) of the state vector xk (the estimated positions) is
approximately calculated given observations Y1:k through the Bayesian filtering
equation, which is detailed in [67]

p(xk|Y1:k) = p(Yk|xk)p(xk|Y1:k−1)
p(Yk|Y1:k−1) (5.2.1)

using a particle filter. The posterior then enables a minimum mean square error
(MMSE) estimation of the state xk at time instant k through

xMMSE
k = E

(
xk|Y1:k

)
=

∫
xkp(xk|Y1:k) dxk. (5.2.2)

The resulting two-dimensional (2D) positioning accuracies are shown in Fig. 5.3,
and details about the signal model, the motion model, and the particle filter
implementation can be found in [T5].

5.3 Passive sensing
An area of interest in future wireless system is passive sensing [68,69]. Radar-like
capabilities using existing infrastructure will enable new applications for safety
in, e.g., , an industrial environment or for non-intrusive fall detection in homes.
It could also be used to detect static reflections in the environment from which a
radio-based map can be built [70]. In [T3] D-MIMO in a multi-static radar setting
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Figure 5.3: The empirical cumulative distribution function (CDF) of the error of the
planar (2D) position estimates w.r.t. the ground truth from the lidar and IMU system.

is measured where the micro-Doppler of a person walking in the environment is
detected. This is just a proof-of-concept, showing the capabilities of multi-static
passive sensing.
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Contributions and outlook

Future wireless communication systems face numerous interesting challenges that
must be addressed to enable the envisioned applications. Developing and eval-
uating solutions to these challenges requires a thorough understanding of the
wireless propagation channel. With the proposed distributed systems, where all
possible link combinations can be utilized for communication or sensing, investi-
gations into multi-link channels are necessary. To acquire and evaluate channels
for the development of channel models for the evaluation of system requirements,
a channel sounder is essential.

6.1 Research contributions

6.1.1 Paper I: Geometry based channel models
with cross- and autocorrelation for vehicu-
lar network simulations

It was shown through measurements in [35] that the large-scale parameters in
vehicle-to-vehicle (V2V) channels are correlated in time. The resulting channel
model is here implemented in the Plexe/Veins simulation framework [71,72]. Be-
fore this work, Plexe/Veins lacked a spatially consistent channel model. With
this improved model, we showed the impact on the age-of-information metric for
vehicle-to-vehicle communication on safety-critical messages. We showed that
the age-of-information of the cooperative awareness messages (CAM) [73, 74]
increased significantly using the new spatially consistent channel model, high-
lightning the importance of accurate models to properly evaluate the system
performance.

35
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6.1.2 Paper II: Wireless channel dynamics for
relay selection under ultra-reliable
low-latency communication

We showed that by adaptively selecting the relays with highest SNR through
channel prediction, we can increase the reliability of communication and therefore
reduce retransmissions. Using the power of the m last channels, three different
prediction methods are evaluated. The predictions are applied on measurement
data to evaluate the feasibility of performing the prediction outside a simulation
environment. A small fully-connected neural net has the best performance in
terms of selecting the most favorable relays, but even a linear prediction performs
well.

6.1.3 Paper III: Large intelligent surface
measurements for joint communication
and sensing

A large virtual array consisting of over 15 000 elements was measured by 16
distributed and static receive antennas. We show that extremely large arrays
experience the channel to a user differently on separate parts of the array. This
spatial non-stationarity can be exploited to split the large array into smaller
sub-arrays that serve different users in the environment. With the very large
antenna array it is possible to construct very narrow beams to a user, and user-
separability was investigated for different user configurations in the environment.
We showed that it is possible to separate the users and this enables applications
such as wireless power transfer. The paper also presents a dynamic measurement
with twelve distributed patch antennas using a new multi-link channel sounder.
The twelve antennas can be thought of as a small part of the larger virtual array.
Analysis, again, showed the spatial nonstationarity, and it became evident how
the received power over the twelve antennas changed with the movement of the
user. A first investigation into the possibility of performing multistatic passive
sensing was performed. We show that in the given environment it is possible
to extract micro-Doppler information from a person walking in the environment.
This proof-of-concept highlights the possibility to perform positioning and sen-
sning of passive users.
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6.1.4 Paper IV: Distributed MIMO
measurements for integrated communica-
tion and sensing in an industrial environ-
ment

A new multilink channel sounder is presented which can be used for sub-6 GHz
measurements, based on a SDR architecture. The implementation is outlined
in detail, and some of the complexities that arise in D-MIMO measurements
are discussed. A lidar and IMU based positioning system is present to provide
ground-truth position estimates for the moving agent. The channel sounder and
positioning system are then used in a D-MIMO setting in an industrial environ-
ment. The captured channel data are evaluated and the local scattering function
is used to gain insight into the stationarity of the channel, root mean square
(RMS) Doppler spread, and the channel hardening effect. We show the possi-
bility of positioning an agent in the environment with a relatively high accuracy
given a simple Bartlett beamformer and using the Doppler information. The new
distributed multi-link channel sounder enables the measurement in a multitude
of interesting scenarios that are relevant for 6G.

6.1.5 Paper V: Accurate direct positioning in
distributed MIMO using delay-Doppler
channel measurements

Using the data from the measurement presented in Paper IV [T4] a recursive
Bayesian filter is implemented to perform positioning. Despite a simplistic signal
model that assumes that everything is LoS we achieve a positioning accuracy of
approximately 10 cm in scenarios with predominantly good channel conditions,
and approximately 50 cm in scenarios where parts of the trajectory are completely
OLoS. These results show the strength in D-MIMO to gain diversity and also the
strength of using the carrier phase to perform positioning.

6.1.6 Paper VI: A channel model for distributed
MIMO systems in industrial environments

An extensive channel evaluation has been performed using the data collected in
Paper IV [T4]. The analysis of the multi-link channels has provided valuable
insights into the spatial and temporal characteristics of the wireless propagation
environment. These insights contributed to the development of a new stochastic
but spatially consistent channel model. The evaluation of the covariance and
correlation properties has not previously been done in an industrial environment
to the extent presented in this paper. Since many of the use cases in future



38 Part I: Introduction and research overview

communication systems are envisioned in industrial settings, this measurement
and its analysis is a valuable contribution for its insight into the stationarity and
correlation distances. The model will enable the evaluation of the performance
of the system in an industrial environment similar to that in [T4].

6.2 General conclusions
The developed channel sounder, the performed measurement campaigns, and
the channel evaluations provide valuable tools and insights for the wireless com-
munication research community, paving the way for the realization of advanced
wireless systems that can enable a wide range of innovative applications. In
Section 1.5 some questions were listed that I set out to investigate.

I desinged and implemented a multi-link channel sounder using SDRs with
a TDMA approach. It took some extra thoughts no how to perform measure-
ments in scenarios that require an AGC due to the strict timing requirements on
the AGC. In addition, achieving distributed timing and synchronization were a
challenge. Using the new system for measurements in an industrial environment,
several results have been derived. I have shown that the probability of always
having a good link to an access point is increased with D-MIMO. There is also a
channel hardening effect for the large-scale parameters. This also leads to a more
reliable communication link by mitigating both the small-scale and shadowing
effects. Increasing the reliability enables low-latency communication. Further,
we model the wireless channel stochastically but in a spatially consistent way by
taking into account the autocorrelation and the covariance of the large-scale pa-
rameters. Finally, we have evaluated the possibility of accurate positioning using
subcarrier phase information. The results show a 10 cm accuracy in predomi-
nantly LoS conditions and roughly 50 cm in OLoS conditions, despite a simple
LoS model and a suboptimal delay calibration.

6.3 Outlook
There are several interesting future directions to investigate. Many of them
concern the topic of making some of the solutions practical so that they can be
implemented in future deployments of wireless networks. Some possible directions
that are interesting are:

• Synchronization: How do we achieve synchronization between distributed
radio units? Would it be possible to achieve good enough coherence of the
distributed clocks such that removing the cables will be possible? These
are important questions to solve to lower the threshold to deploy D-MIMO.
Building an infrastructure that relies on the distribution of synchronization
over fiber networks will be cumbersome and expensive. Recently, theoret-
ical work has been presented in [19, 20, 22]. But we need to try it for real
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measurement data, in realistic scenarios, with real errors and imperfections.

• Integrated communication and sensing: ICAS is a complex problem.
Will mono-static sensing be possible in an ICAS system? Will interference
from communication signaling or another source drown the radar echo?
How to handle the full-duplex requirement and self-interference? Position-
ing of active users is not as challenging, but which waveform to use? Some
first steps to investigate this problem is to use a multi-link distributed chan-
nel sounder to gather the relevant data. This needs to be measured in an
environment, keeping as much static as possible, and measure using dif-
ferent waveforms for offline comparison. One could also use the presented
TDMA approach and transmit different waveforms in different slots. Can
also measure on different passive users or objects with varying radar cross
sections to evaluate the limits to sense it.

• Repeaters: To eliminate many of the complexities of deploying a D-MIMO
network, repeaters could be used. By deploying many repeaters that re-
ceive and retransmit the signal instantaneously, they will effectively act as
scatterers in the environment and increase the channel rank. Theoretical
and simulation work has been presented in [75].

• Real-time positioning: If sensing and localization are ever going to be
integrated in the communication system, we have to make them efficient,
or adapt for hardware implementation. In addition, estimating the channel
for the LoS or OLoS condition is important to increase accuracy; see, for
example, [76–78].

These are examples of interesting directions for the future. In research, one
should remain open to new challenges and opportunities. Working with real
systems and hardware is challenging, yet rewarding – the devil is in the details,
and new research opportunities often emerge in unexpected areas.
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Abstract
Realistic network simulations are necessary to assess the performance

of any communication system. In this paper, we describe an implementa-
tion of a channel model for vehicle-to-vehicle (V2V) communication in the
OMNeT++/Plexe simulation environment. The model is based on previ-
ous extensive measurements in a V2V multilink highway scenario and cover
line-of-sight (LOS) as well as obstructed LOS (OLOS) scenarios, which oc-
curs when one or more vehicles obstruct the LOS component. The imple-
mentation captures both the temporal autocorrelation and the joint multi-
link cross-correlation processes to achieve a realistic behavior. Preliminary
results show that the implementation now generates stochastic large-scale
fading with an autocorrelation function that agrees well with measured
data. A representation of the cross-correlation process is now implemented
through proper channel model selection since the geometry and location
of objects are known in Plexe. We also show the impact of the suggested
V2V physical layer (PHY) on the performance evaluation results observed
at the facilities layer. As a metric, we use the data age, which is a measure
how old the information about a vehicle is. When considering the auto-
correlation in simulations, the experienced data-age increases. Examples
show an increase of the 10 % percentile data-age from 0.1 s to 1.5 s, which
may affect the application performance significantly in critical situations.

1 Introduction
The European Telecommunications Standards Institute (ETSI) has specified how
the physical (PHY) and medium access control (MAC) layers of intelligent trans-
port systems (ITS) should be implemented in Europe in the standard ETSI
ES 202 663 [1,2]. The standard contains a set of protocols and parameters called
ITS-G5, which is the European profile of the IEEE 802.11p standard [3]. Since
our research is primarily focused on vehicles in platooning scenarios, we need
a simulation environment that includes an implementation of the full 802.11p
protocol, and at the same time is flexible enough to allow new multi-link channel
models with realistic auto- and crosscorrelation behavior. From this standpoint
OMNeT++ [4] with the Plexe [5] simulation module was chosen as our frame-
work to work with. However, the main results presented in this paper are still
useful for other standards and other vehicle-to-vehicle (V2V) wireless simulation
environments.

The OMNeT++ simulation environment is a discrete event simulator, and is a
modular environment where researchers can develop their simulations, where two
examples are, but not limited to, packet error rate simulations and network rout-
ing investigations. Within the V2V wireless communication community, several
relevant and useful modules have been developed and made available online.

Plexe is an extension to Veins which in turn is based on OMNeT++ and
includes a comprehensive collection of models that enable realistic simulations of
vehicular networks [6, 7]. Veins include an implementation of the IEEE 802.11p
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Medium Access Control (MAC) layer and is also connected to the traffic simu-
lator SUMO [8]. Its connection to SUMO makes it attractive since it provides
a means to perform realistic simulations of traffic flows on road stretches de-
signed by the user or on road networks imported from OpenStreetMap [9], con-
taining for example speed limits, buildings, and crossings. Plexe’s extension to
Veins is the addition of realistic simulations of platoons, i.e., several cooperative
adaptive cruise control (CACC) algorithms and vehicle dynamics [5]. With the
OMNeT++/Plexe framework as it is today, one might simulate an accident and
how different broadcasting schemes and rerouting of traffic works, and simula-
tions of Cooperative Awareness Messages (CAMs) in a platoon, just to name two
possibilities.

To the best of the authors’ knowledge, the aforementioned VANET simulator
is missing a more realistic physical layer (PHY) when it comes to the temporal
behavior of the fading process, which might give simulation results that are ei-
ther overly optimistic or pessimistic regarding the instantaneous received power
(RSSI). This is in great part due to the lack of a temporal autocorrelation process
of the large-scale fading process. Our contribution to Plexe is the implementation
of a measurement based stochastic channel model [10], with a temporal autocor-
relation process to model the large-scale fading (LSF). The simulations also take
into account the cross-correlation of the fading by selecting the appropriate chan-
nel given the current geometry. In Plexe, the framework for implementing new
channel models already exists and is straightforward, which makes it simple to
introduce the new measurement-based channel model for line-of-sight (LOS) and
obstructed line-of-sight (OLOS) scenarios. Once implemented, we chose the data
age [11] to be our metric to show how the impact on the higher layers. All the
work, completed and ongoing, can be found on the authors GitHub profile [12],
on the halmstad branch.

The remainder of this paper is organized as follows. It starts with a brief
description of the channel models in Section 3, then continues with a descrip-
tion of the auto- and cross-correlation processes in Section 4. Section 5 discuss
implementation complexity and Section 6 describes the simulations that were
run. In Section 7 some preliminary results are shown, followed by conclusions
in Section 8, and ends with Section 9 where the ongoing and future work are
described.

2 Related work
In [13, 14] Boban et al. account for vehicles as obstacles and have different path
loss models depending on the situation (LOS/OLOS). They implement their
GEMV2 simulator efficiently, but do not include an implementation of the IEEE
802.11p protocol, which is needed to analyze how the physical layer affects the
system performance. Just as in [14], our implementation also takes the geometry
at each simulated time instance into account. The impact of heavy-duty vehicles
as obstacles is investigated by Vlastaras et al. in [15]. They performed dynamic
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measurements in highway and rural scenarios and found that the mean received
power is reduced in the order of 9-13 dB (depending on antenna configuration)
with a truck as an obstructing object. They also suggest different channel models
where the large-scale fading is modeled as a correlation process. The correlation
process is modeled as a simple negative exponential as proposed by Gudmund-
son [16]. In [17] He et al. did measurements of the wireless channel when large
vehicles (buses, trucks) obstructed the line-of-sight. The authors investigated
the effect on the distance-dependent path loss, shadowing, small-scale fading and
cross-correlation. They found that the bus added 15-20 dB attenuation on the re-
ceived signal strength. Also in this paper a proposal of using the simple negative
exponential to model the correlation process. In the Veins simulator Sommer et
al. have implemented cars as obstacles as presented in [7], which uses the knife
edge model to calculate the additional attenuation to the signal. Finally, Ab-
bas et al. present their results of measurements and separates the modeling into
three different scenarios [18]: LOS, OLOS and non-LOS (NLOS). They include
the correlation process and performs network simulations to show the impact of
vehicles obstructing the LOS.

The contribution of our work is to implement, into a network simulator, multi-
link channel models with realistic temporal channel behavior by adding the cor-
relation processes. By doing this in Veins/Plexe where an implementation of the
IEEE 802.11p is available, one can analyze how the correlation affects the upper
layers.

3 The channel models
In [10] a multi-link channel models is presented. It models highway scenarios
when the communication link is either in a LOS state or an OLOS state. When
the authors of [10] analyzed the measured data, they defined the communication
link as OLOS when half or less of the transmitting car, at ground level, is visible
in the recorded video. In Plexe, the communication link will be distinguished as
OLOS when a straight line between the transmitting and receiving antennas pass
through an obstacle, as shown in Figures 1 and 2, respectively. In the framework,

Figure 1: The straight line between the transmitting and receiving antennas is not
passing any obstacles, and hence we have a LOS scenario.

the transition between the two states can oscillate for example when simulating
an overtake, which has to be handled by smoothing the transition by another
autocorrelation process. As of today, this has not yet been implemented.

Further details, on the measured scenarios, estimation of parameters, and on
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Figure 2: The straight line between the transmitting and receiving antennas is ob-
structed by an obstacle and hence we have an OLOS scenario.

the shadow fading autocorrelation can be found in [10]. In the following sections,
only the resulting channel models are briefly presented.

3.1 LOS - Two-ray model
The LOS scenario is modeled with a two-ray model for the distance dependent
path loss as in (3.1) where Γ is the reflection coefficient, for the ground, given
by (3.3). The geometry is shown in Fig. 3, and from this dgr and dLOS can be
calculated according to (3.2).

PL(d) = 20 log10

(
4π
λ

)
− 10 log10 (ḡLOS) + Ψ−

20 log10

∣∣∣∣e−jkdLOS

dLOS
+

√
ḡgr

ḡLOS
e−j∆ϕΓe−jkdgr

dgr

∣∣∣∣. (3.1)

{
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√
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d2 + (hTx + hRx)2 (3.2)

Figure 3: The geometry of the two-ray model. Figure inspired by [10].


Γv = ϵr sin θ−

√
ϵr−cos2 θ

ϵr sin θ+
√

ϵr−cos2 θ

sin θ = (hTx + hRx)/dgr

cos θ = d/dgr

(3.3)

The large-scale fading (LSF), Ψ, is modeled with a log-normal distribution
with a negative exponential autocorrelation process. Details on the LSF is cov-
ered in Section 4.
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3.2 OLOS - Single slope model
When the link is obstructed by other vehicles the distance-dependent path loss is
modeled with a single slope model as in (3.4), where α is the pathloss exponent
and PL(d0) is the pathloss at a reference distance d0 = 10 m. All the estimated
link-pairs and their parameters are listed in [10]. Also in this model, the LSF,
Ψ, is modeled by a log-normal autocorrelated process.

PL(d) = PL(d0) + 10α log10

(
d

d0

)
+ Ψ, d ≥ d0. (3.4)

4 Cross- and autocorrelation
To achieve realistic temporal behavior, the stochastic processes have to incoorpo-
rate both cross- and autocorrelation. In [10] the authors show that if the geometry
is known, and the simulator selects the correct channel model accordingly, the
cross-correlation process between different communication links can be taken care
of by the geometrical description. Since Plexe contains the information about
the positions of obstacles, the framework can for each time instant check which
channel model to use (LOS or OLOS). If this is done, the cross-correlation of
the random large-scale fading between different link pairs is negligible. This can
greatly simplify simulations, and allows for simultaneous simulation of a large
number of different link pairs. At the same time, the model maintains a real-
istic simulation of the time-dependent received signal strength for different link
pairs. The cross-correlation properties of the received signal strength are implic-
itly modeled through the distance-dependent LOS and OLOS path-loss models
in equation (3.1) and (3.4), respectively.

0 20 40 60 80 100 120 140 160 180 200
0

0.2

0.4

0.6

0.8

1

∆d (m)

ρ
S

(∆
d
)

Auto-correlation model

LOS
OLOS

Figure 4: The autocorrelation model, with parameters according to Table 1. The
dashed lines are the de-correlation distances, defined as ρS(∆d) = 1/e.
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Algorithm 1: AR(1) process
Input : ∆d
Output: processval

1 if firstiteration then
2 processval ← N (0, σ2);
3 firstiteration ← False;
4 else
5 ρ← exp(−|∆d/dc|);
6 µ← ρ· processval;
7 σ2

proc ← σ2 · (1− ρ2);
8 processval ← N (µ, σ2

proc);
9 end

In [10] the authors propose to model the large-scale fading (LSF) autocorrela-
tion with the negative exponential function (4.1), just as Gudmundson proposed
in [16]. But the authors also note that this model does not fit very well in the
case of OLOS. They suggest an alternative to use a sum of two negative expo-
nential functions to model the autocorrelation process. Currently, only the single
negative exponential is implemented in our framework for all scenarios.

ρS(∆d) = e−|∆d|/dc (4.1)

The LSF autocorrelation function (4.1) is implemented using an auto-regressive
process of order 1, AR(1), as shown in Algorithm 1, where ∆d is the distance
the transmitter and receiver have moved, and dcorr is the correlation distance.
The functions for LOS and OLOS with parameters from Table 1 are shown in
Figure 4.

In the simulation framework, we made sure that the link between two vehicles
is reciprocal, by using the two (unique) vehicle IDs of the vehicles forming the
communication link when defining the AR(1) process.

5 Computational complexity
The simulation framework needs to determine if the link is in a LOS or OLOS
scenario and change model accordingly. The link between two vehicles is treated
as LOS if there are no obstructing vehicles between transmitter and receiver.
Veins implements the algorithm presented in [13], which has a complexity of
order O((Cv′ + 4v)4/3 log (Cv′ + 4v) + g2r), where v is the number of vehicles
in the simulation, v′ is the number of transmitting vehicles, g is the number of
obstacles, C is the average number of neighbors, and r is the number of LOS rays.
If all vehicles in the simulation are transmitting (v′ = v) then the complexity of
the calculation of attenuations scales as O(v2).
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Table 1: The channel and autocorrelation simulation parameters taken from [10].

LOS Channel parameters

ḡLOS -0.8 dB
ḡgr/ḡLOS -6.42 dB
∆ϕ -34.52 deg
σ 3.12 dB

OLOS Channel parameters

PL(d0) 59.53 dB
α 2.73 dB
σ 5.52 dB

Autocorrelation parameters

dLOS
c 73.5 m

dOLOS
c 177.6 m

6 Simulation setup
In order to demonstrate the implemented stochastic channel model, we run a
simulation with two vehicles moving on a straight segment of a highway maintain
the inter-vehicle distance of 123 m at a speed of 100 km/h by applying the CACC
fixed-gap controller with the communication parameters presented in Table 2 and
the channel models with parameters according to Table 1.

7 Preliminary results

7.1 PHY layer
Preliminary results show that the implemented stochastic models agree well with
the measured channels in [10]. As an example, a link between two cars with a
constant distance has been simulated with the new stochastic two-ray model, see
Fig. 5. The plot shows the deterministic channel gain and the deterministic gain
with the shadow fading autocorrelation process. To our best knowledge, none of
the previous VANET simulators provide temporally correlated large-scale fading,
and hence underestimate the duration of fading dips arising in practical scenarios.
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Table 2: The simulated communication and vehicle parameters.

Communication parameters

CAM size 400 bytes
Transmitting power 5 mW
Receiver sensitivity -94 dBm
Bitrate 6 Mbit/s
CAM beaconing frequency 10 Hz

Platoon parameters
Platoon’s leader speed 100 km/h
Number of vehicles in platoon 2
Inter-vehicle distance 123 m
Simulation time 200 s
Controller CACC
Vehicle length 4 m
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Figure 5: The deterministic channel gain and the channel gain with large-scale fading
modeled as an AR(1)-process.

7.2 Facilities layer
We aim at demonstrating the impact of the PHY layer model on the upper layers
of the protocol stack in the V2V modeling framework. For safety and cooperative
driving applications, e.g., platooning, data age is an important metric. The age
of the data about vehicle X at vehicle Y is a random variable defined as the time
elapsed since the last update from vehicle X has been received by vehicle Y [11].
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Highly dynamic vehicle kinematic data such as position, time, heading, speed,
acceleration, and status of acceleration control systems, for which the data age
is crucial for safety V2C applications, is included into Cooperative Awareness
Messages (CAMs) [19]. CAMs are high-frequency periodic heartbeat messages,
defined in the Facilities layer. They are broadcasted by every vehicle to its
immediate neighbors.

As an example, in Fig. 6, the CAM exchange process in the IEEE 802.11p Car-
rier Sense Multiple Access (CSMA) broadcast communication channel between
two cars has been simulated both with the conventional and the new stochastic
two-ray model. The plot shows the conditional empirical CDF (eCDF) for the
Plexe simulation run of 2000 s. The MAC-layer CSMA collisions are very unlikely
for this setup with only two cars, so there are only PHY-layer losses of CAMs.
For the selected parameters, the received signal strength is close to the receiver
sensitivity threshold. A data age for the standard two-ray model rarely appears
to exceed one second. On the contrary, when the PHY layer is modeled by the
suggested stochastic two-ray model, correlated packets losses occur, which leads
to data age values over two seconds in some cases. In summary, the use of a
traditional PHY model in the V2V setup might result in an overestimated appli-
cation layer performance. Fig. 6 shows the conditional empirical CDF (eCDF) of
the data age for the same simulations, and considers only data-age measurements
when packet losses were observed: only data-age> 100 ms measurements (which
corresponds to at least one CAM lost) were considered in the dataset.
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Figure 6: The eCDF of the conditional data age of kinematic information in CAMs
in the first scenario.
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8 Conclusion
A realistic channel model for LOS and OLOS scenarios have been implemented in
the Plexe framework. Also, dynamic model selection during simulation runtime
has been implemented with the purpose of selecting the proper channel given
the geometry. By doing so, we have implicitly modeled the cross-correlation
between different V2V wireless communication links. To achieve a more realistic
temporal fading process, a negative exponential autocorrelation process has been
added to the framework as well. From the preliminary results, one can conclude
that ignoring the cross- and autocorrelation processes could result in significant
underestimation of the data age of the CAMs. This may subsequently negatively
affect the platooning performance, and it will also affect how different controllers
will adapt to maintain the same safety requirements when the uncertainty grows.

9 Future work
The focus of the road traffic simulator SUMO has not been on V2V commu-
nication, but rather on the traffic flow on a given road network under certain
conditions. Because of this, only a controller for the vehicle separation in the
longitudinal direction exists today. But, small variations in the lateral move-
ment could significantly affect the communication quality in a platoon. Work
has been initiated to address this problem. As a contribution to the commu-
nity, we have chosen to make all the code available online on GitHub. This
makes the work more transparent and allows for further improvements. One
should also note that the estimated parameters have to be validated, and maybe
re-estimated when more measurement results become available.
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Abstract
Ultra-reliable, low-latency communication (URLLC) is being developed

to support critical control applications over wireless networks. Exploiting
spatial diversity through relays is a promising technique for achieving the
stringent requirements of URLLC, but coordinating relays reliably and with
low overhead is a challenge. Adaptive relay selection techniques have been
proposed as a way to simplify implementation while still achieving the
requirements of URLLC. Identifying good relays with low overhead and
high confidence is critical for such adaptive relay selection techniques.

Channel dynamics must be taken into account by adaptive relay selec-
tion algorithms because channel quality may degrade in the time it takes
to estimate the relay’s channel and schedule a transmission. Spatial chan-
nel dynamics are well studied in many settings such as RADAR and the
fast-fading wireless channels, but less so in the URLLC context where rare
events neglected in other models may be important. In this work, we per-
form measurements to validate channel models in the slow fading regime
of interest. We compare measurements to Jakes’s model and discuss the
appropriateness of Jakes’s model for URLLC relay selection. This is further
applied to demonstrate that easily implementable relay selection techniques
perform well in practical settings.

Polynomial interpolation and neural-net-based algorithms were evalu-
ated as channel prediction algorithms. These techniques perform orders of
magnitude better than relay selection on average (nominal) SNR.

1 Introduction
Ultra-reliabile low-latency communication (URLLC) is of increasing importance,
and has been introduced in the 5G standardization efforts [1]. Low-latency com-
munication is an important requirement for many cyber-physical and distributed
systems with machine-to-machine (M2M) communication [2]. Ultra-reliability is
important in safety-critical settings like robotics or vehicle platooning [2]. Fur-
thermore, URLLC can provide a path for existing control systems designed with
wired networks (such as Sercos) to be converted to wireless. Wireless networks
are desirable in industrial settings because they promise to reduce weight and
cost in routing wires. 5G URLLC proposals [1] have a target latency of 1-10 ms
and reliability of 10−5. This reliability may be sufficient to enable many appli-
cations, but is much lower than the reliability offered by wired networks and is
insufficient for many safety-critical applications.

We consider network sizes of < 100 nodes with short packets on the order of
20 bytes, which in practice corresponds to a position and a velocity in robotic
systems. The information flow consists of sensor measurements being sent to a
central controller, followed by the central controller distributing actuation mes-
sages to each node. Typically, an entire cycle needs to be completed with a
latency on the order of 2 ms and with a probability that every packet in the cycle
is delivered successfully of 10−9.
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Figure 1: The top figure depicts a sensor S and controller C attempting to commu-
nicate via a channel in fade. They cannot directly communicate because of the fade,
so they need other users in the network to act as relays. The sensor and controller
estimate the channels to potential relays R1 and R2, but the process of estimating the
channel, selecting a relay, informing the selected relay to transmit, and scheduling the
transmission takes time. In that time, the channels may change and a channel that was
good may move into a fade. Prediction algorithms that account for channel dynamics
are needed to achieve high reliability.

To achieve high reliability and low latency, point-to-point information flows
need to have high diversity, otherwise they become a latency/reliability bottle-
neck. In most scenarios of interest, point-to-point channels do not natively have
the amount of diversity necessary for URLLC. Fortunately, diversity can be har-
nessed through various means. Frequency hopping is simple and implementation
friendly, but does not scale well [3]. Spatial diversity is more scalable, but is
less straightforward to implement. Previous work in [3] presents a relay-based
scheme that harnesses spatial diversity. It relies on simultaneous transmission by
all relays using a space-time code, which imposes challenging requirements for
implementing synchronization and channel coding.

Later work in [4, 5] presents a modification of [3] that reduces implementa-
tion complexity by removing all simultaneous transmissions, instead selecting a
small number of high-quality relays. If a small number of relays can be used with
confidence that they will have good channel realizations, this will dramatically
reduce requirements for synchronization and channel coding. Time-division mul-
tiplexing of relays is attractive because of its simplicity, and if high reliability
can be achieved with a small number of relays, the overhead is not too high.
Of course, this approach relies critically on reliably choosing relays with good
channels, which in turn depends on the characteristics of the wireless channel as
depicted in Fig. 1, which shows how the channel quality of a relay can change in
time between channel estimation and when a relay actually transmits.

Relay selection algorithms in the literature typically use some long-term av-
erage behavior of a link as optimization criteria [6]. However, these algorithms
are less suitable for ultra-reliable communication because of multipath fading.
Links with the same average SNR may have very different instantaneous SNRs
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Figure 2: Simulated autocorrelation and PSD for channels with fc = 5.8 GHz. “LoS
Fraction” is the fraction of the signal energy in the line-of-sight path.

because of multi-path fading; or, even worse, a link with lower average SNR may
have higher instantaneous SNR because the normally better link may be fading.
Studies in [5, 7] investigate channel dynamics in this regime and propose using
algorithms to predict whether a relay’s channel is going into or out of a fade.

The performance of relay selection algorithms depends critically on channel
dynamics. Therefore, it is fair to question if a model captures all the behavior
salient to selecting a good relay. In an ultra-reliable setting, rare events neglected
in a model may result in failures a model would not predict. It is not clear if
standard models like Jakes’ model and Rayleigh fading are useful in evaluating
relay selection algorithms for URLLC.

This work examines the validity of the modelling assumptions behind adaptive
relay selection for URLLC. The main contributions of this paper are:

1. Channel measurements in scenarios relevant to URLLC from over-the-air
transmissions.

2. Analysis of channel measurements and conformity to models.

3. Demonstration that channel prediction algorithms perform well on channel
measurements.

2 Channel Models
The Rayleigh-fading model is commonly employed for the indoor environments
considered here. Rayleigh-fading channels are typically thought of as of sum-of-
sinusoids, which is made explicit in models that capture dynamics like Jakes’s
model [8]. In our previous work [4], we have studied the problem of relay selection
in URLLC under these models with both analytical methods and simulations,
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with both showing good agreement. In particular, [4] concluded that the channels
studied could be predicted well for the timescales of URLLC relaying.

Of course, Jakes’s and Rayleigh-fading models are relatively simple and may
not fully capture the relevant phenomena in selecting good relays. The study
in [5] begins to address this by pointing out some ways in which the Rician
channel is more favorable than Rayleigh in this setting. The authors in [9] show
that channel dynamics are similar for Rayleigh, Rician, and Nakagami channels.
They present a model for channel variation where the key parameter is maxi-
mum Doppler shift, not a model-specific channel parameter, implying that more
nuanced channel models give rise to similar channel dynamics. In most of their
cases this model showed good fit with measured data. The finite-SNR diversity-
multiplexing tradeoff is explored in [10]. On the extreme side of the tradeoff that
maximizes diversity, the diversity gain doesn’t depend on the Rician K-factors
at all. From this we may conclude that, at least in the case of the Rician and
Nakagami channels, adding more detail to the channel model does not affect our
ability to predict which relays will be good.

The standard Jakes’s model is known to have spatial covariance given by

cov(t) = J0

(
2π
λc

vt

)
(2.1)

where λc is the carrier wavelength, v is the maximum Doppler shift, and J0 (·)
is the Bessel function of the first kind [4]. We extend the standard Jakes model
to include a line-of-sight (LoS) component. We simulate this in a way similar
in spirit to [11], which adds a specular component to a sum-of-sinusoids model.
The simulation consists of a two-dimensional space with n stationary scatter-
ers distributed uniformly at random. A single, stationary transmitter is placed
uniformly at random, and transmits a tone at frequency fc (wavelength λc). A
single receiver is placed uniformly at random and moves at constant velocity v
with uniformly random direction. The channel at time t is given by

h(t) =

√
K

(K + 1)n

n∑
i=1

exp

j
2π

(
d

(Rx)
i (t) + d

(T x)
i (t)

)
λc


+

√
1

K + 1 exp
(
j2πdRx↔T x(t)/λc

)
(2.2)

where n is the number of scatterers, d
(Rx)
i is the distance between scatterer i

and the receiver, d
(T x)
i is the distance between scatterer i and the transmitter,

d(Rx↔T x is the distance between transmitter and receiver, and K is a parameter
determining the fraction of energy in the LoS path.

The first term is the same as when there is no LoS path, and has the same
expectation as before: a Bessel function of the first kind. The second term is
a tone whose frequency depends on the relative motion between the transmitter
and receiver and the carrier wavelength.
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Fig. 2 shows simulation results for various channel parameterizations. The ad-
dition of a LoS component does not add significant energy beyond the maximum
Doppler shift. Thus, adding a LoS component does not change the conclusions
in [4] about performing relay selection by predicting channel quality.

3 Channel Measurements
We perform measurements in a way conceptually similar to the simulation in
Sec. 2. The experimental setup consists of a receive antenna and a transmit
antenna in an indoor environment. The receive antenna travels along a path
with a receiver taking channel estimates. The transmit antenna is fixed for a
series of measurements, although it is moved in-between measurements. Line-of-
sight between the transmitter and receiver is suppressed with a sheet of aluminum
foil at the transmitter.

We use two different measurement setups. The first uses a commercial transceiver
with RF frontend, ADC, and DAC to estimate channel coefficients. The second
setup uses a vector network analyzer (VNA) to achieve the same task. Both
setups are described and analyzed in the following sections.

TransceiverVNA
Measurements Measurements

Figure 3: Representative examples of time-varying channel amplitude from the
transceiver-based setup and VNA-based setupt.
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Spatial Autocorrelation Spatial Power Spectral Density

Analytical

Measured Analytical

Measured

Figure 4: Normalized correlation and power spectral density of channel measurements
at 5.8 GHz. Note that the spatial autocorrelation plot is in distance units whereas the
power spectral density plot is in temporal frequency units. The scaling of the PSD plot
emphasizes that the peak is at the expected frequency corresponding to the maximum
Doppler shift. Both figures are normalized so that lag 0 of the correlation is 1. Bold
black lines are the expected analytical result. All other lines are different measured
results with the transmit antenna moved in-between measurements.

3.1 Transceiver-Based Setup
The measurement setup was located in an office building. The hardware platform
was implemented using a ADI FMCOMMS-3 frontend with Xilinx ZC706 FPGAs
for the baseband. The transmitter and receiver utilized the same board in order
to share a local oscillator, removing the need to correct for a frequency offset.
Performing no frequency offset correction between transmitter and receiver avoids
separation of the LO contribution from the Doppler shift. The ADI reference
designs [12] were modified to add custom hardware [13], including stream ↔
memory DMAs and logic to control timing of a capture. A Gold sequence with
period 4095 is truncated to length 1029 and transmitted with period 10291. The
sequence was transmitted repeatedly, and raw samples were captured at the
receiver, saved to a file, and postprocessed to find a series of channel estimates.

The position of the receiver is controlled by an XY-table with Parker Au-
tomation 404XE linear actuators, Ares servos, and 6K6 motion controller. This
apparatus positions the receive antenna with accuracy <0.1 mm. A computer
coordinates the collection of channel estimates and movement of the receive an-
tenna, and a web application running on the FPGA provides an API for initiating
and downloading channel estimates [14]. A serial interface controls the motion
controller of the XY table.

The antenna is moved on a linear path approximately 50 cm long at a velocity
1Truncating the sequence is a consequence of our FPGA implementation, nothing that confers
a particular benefit.
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of 150 mm/s. The carrier frequency was 5.8 GHz, approximately the highest
frequency for common WiFi deployments. Each measurement is 3 seconds long
with samples taken at 10 MS/s. The AGC is fixed to a common, constant value
for every measuremnt. The transmitted signal is 1029-periodic and the channel
is estimated for each period of the sequence, so the effective rate at which the
channel is estimated is approximately 9.7 kHz. Channel estimation recovers a
complex value for the dominant channel coefficient.

3.2 VNA-Based Setup
The second measurement setup consists of a Rohde & Schwarz ZNB8 2-port
vector network analyzer (VNA), SkyCross 2-2931-A wide-band antennas, and a
positioner that moved 1 mm between channel measurements. The channels are
captured in a rich scattering environment with no line-of-sight component. To
achieve a high SNR, the IF bandwidth was set to 1 kHz which resulted in a SNR
in the range of 30 dB to 40 dB. The VNA captured the channel at frequencies
from 2.3 GHz to 6.0 GHz with a linear frequency spacing of 500 kHz. Several
campaigns were conducted to prove that the measurements are repeatable.

3.3 Measurement Results
Fig. 3 is the power of the estimated channel for a typical measurement from
the transceiver-based setup. It is evident that the experimental setup is able to
observe meaningful channel dynamics. Channel autocorrelations (specifically, cir-
cular autocorrelation) and power spectral densities are shown for the transceiver-
based measurements in Fig. 4.

The spatial autocorrelation plot does not show perfect agreement, but they
have similar drop-offs from the main lobe with periodic ripples after the ini-
tial drop. The power spectral density plots show good agreement. The PSD is
relatively flat at low frequencies until it peaks at the maximum Doppler shift.
All measurements showed peaking at approximately the same frequency. The
peaks at 3 Hz are consistent with the velocity of the antenna, which is given by
v fc

c =2.9 Hz for the parameters in this experiment. After the peak, all measure-
ments show the expected roll-off of 20 dB/decade.

Captured power spectral densities are shown for the VNA-based measure-
ments in Fig. 5. As in Fig. 4, the measurements have the expected shape with a
peak at the maximum Doppler shift. Unlike Fig. 4, the figures are presented with
spatial (rather than temporal) frequency. In spatial frequency, the peak location
is given by fc

c , so we expect the peak to be 8 Hz for the 2.45 GHz measurement
and approximately 19 Hz for the 5.8 GHz measurement. The measurements are
consistent with this. Overall, these measurements show good consistency with
Jakes’s model and the simulations in Fig. 2.
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output
layer

∥h [n− 2]∥2

∥h [n− 1]∥2 ŷ [n]

Figure 6: Architecture of neural network used to predict channel quality. The two
inputs are the power of the past two channel measurements. All layers are fully con-
nected with bias offsets. The sigmoid function is used as the activation function for all
nodes. There is an input layer, two hidden layers, and an output layer. ŷ[n] gives a
score that can be interpreted as the estimated probability that h[n] will be above the
decoding threshold.

4 Relay Selection

4.1 Problem Setup
We evaluate some simple relay selection algorithms. A time horizon of ∆ =
6.67 ms is chosen, which corresponds to 1 mm of movement at the chosen velocity.
Each prediction algorithm uses m past channel estimates spaced ∆ apart, i.e.
{h(t−∆), h(t− 2∆) . . . h(t−m∆)}, to predict if h(t) is a good channel. Channel
powers are used in all cases for prediction. Channel measurements are normalized
and a decoding threshold is chosen such that each channel measurement has
outage probability of 27%, which corresponds to a nominal SNR of 4 dB and
decoding threshold of 0 dB.

The measured data is preprocessed as described in Sec. 4. The input to the
network is a m-tuple of channel qualities (|h(t− i∆)|)0<i≤mThe expected output
is a 0/1 variable that indicates if the channel to be predicted was above or below
the decoding threshold. For each position the transmitter is placed at, which we
consider to be a distinct emulated relay, there are 941594 input/output pairs.
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Figure 7: Results of various channel prediction algorithms. The single-link estimation
results have n = 30 relays and the paired-link estimation results have n = 15 relays for
a total of 30 distinct channels.

4.2 Prediction Algorithms
Polynomial (Lagrangian) interpolation and a simple neural net were evaluated as
channel prediction algorithms. The fully-connected neural net uses m = 2 past
channel estimates. The architecture used in [15] did not yield good results on
measured data, so another hidden layer was added and the hidden layers were
widened from 2 to 5. The neural net is fully connected and has two hidden layers
with five nodes each, as depicted in Fig. 6. The sigmoid function is used as
the activation function at each node. The output can be considered an estimate
of the probability that the channel will be satisfactory, given the past channel
qualities.

The data is divided into training, validation, and testing sets, which consist
of 9, 8, and 30 relays respectively. Training is performed via standard stochas-
tic gradient descent on the training set. Hyperparameters are optimized with a
tree-structured Parzen estimator on the validation set. Each channel prediction
algorithm is evaluated in two ways: single-link estimation and paired-link esti-
mation. In the single-link case, the prediction algorithm looks at a pool of n links
corresponding to n potential relays. The estimator gives a score to each chan-
nel based on past measurements and the link with the highest score is selected.
The fraction of time the selected link is good is an estimate of the prediction
algorithm’s ability to select good links on an individual basis.

In a relay selection scenario, there are two channels that need to be good
for the relay to succeed: the controller-to-relay channel and the sensor-to-relay
channel. The paired-link estimation evaluation simulates this scenario. Channel
measurements are assigned to each other such that two channels form a pair.
The channels are individually scored by the chosen prediction algorithm and
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a combined score is computed as the minimum of the two scores. The pair of
channels with the best combined score is evaluated, and if it is below the decoding
threshold we call it a failure. The fraction of time that a prediction algorithm
fails is therefore an estimate for the probability that the relay selection algorithm
would fail to choose a good relay.

4.3 Results
Both single- and paired-link estimation results are shown in Fig. 7. Static relay
selection performs poorly because the outage probability is relatively high. Linear
interpolation works better than quadratic interpolation, which may be explained
by Lagrange interpolation’s sensitivity to noise. The neural net performs best,
but linear interpolation performs well too.

The paired-link estimation in Fig. 7 has worse failure probabilities than the
single-link estimation. There are only 15 relays to choose between as opposed
to 30 relays for single-link). Furthermore, there are two different ways to fail.
However, the same trend is present for the paired-link estimation and the linear
interpolation and neural net estimators are dramatically better than static relay
selection.

5 Conclusion
Adaptive relay selection is a valuable technique for achieving the requirements
of URLLC. Selecting good relays depends on prediction algorithms that take
channel dynamics into account. This work presents measurements that show good
agreement with the analytical and simulation-based models for channel dynamics.
Furthermore, channel selection algorithms were applied to those measurements to
show that simple algorithms can reliably select a good relay. This demonstrates
that dynamic relay selection techniques can be used to achieve high reliability in
real-world environments.
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Abstract
Multiple concepts for future generations of wireless communication stan-

dards utilize coherent processing of signals from many distributed anten-
nas. Names for these concepts include distributed MIMO, cell-free massive
MIMO, XL-MIMO, and large intelligent surfaces. They aim to improve
communication reliability, capacity, as well as energy efficiency and provide
possibilities for new applications through joint communication and sensing.
One such recently proposed solution is the concept of RadioWeaves. It
proposes a new radio infrastructure for distributed MIMO with distributed
internal processing, storage and compute resources integrated into the in-
frastructure. The large bandwidths available in the higher bands have in-
spired much work regarding sensing in the mmWave- and sub-THz-bands,
however, sub-6 GHz cellular bands will still be the main provider of broad
cellular coverage due to the more favorable propagation conditions. In this
paper, we present results from a sub-6 GHz measurement campaign target-
ing the non-stationary spatial channel statistics for a large RadioWeave and
the temporal non-stationarity in a dynamic scenario with RadioWeaves.
From the results, we also predict the possibility of multi-static sensing and
positioning of users in the environment.

1 Introduction
With the advances of the fifth and sixth generation (5G and 6G) of mobile com-
munication systems, new application fields are emerging; fields like vehicle-to-
everything, machine-to-machine communication, and smart cities [1]. Further-
more, new frequency bands are becoming available for communication which
enables applications where sensing and communication co-exist in the same band
and using the same infrastructure [2,3]. One proposed solution is RadioWeaves [2]
which combines distributed arrays and large intelligent surfaces [4] to achieve high
reliability and low-latency communication. Fading statistics are of great impor-
tance for the design of radio channel models and radio systems and to enable the
development or investigation of e.g. network schemes and coding techniques [5,6].

Channel measurements are needed to extract the relevant parameters for re-
alistic channel models. In [7–11] measurements of distributed channels have been
conducted, and for the topic of joint communication, work has mainly been done
in the mmWave-bands in [12,13]. Finally, theoretical work and simulations have
been performed in [14] for a sub-6 GHz RadioWeave scenario for sensing.

The commonly used assumption of wide-sense stationary channels is not
valid for RadioWeaves due to the large aperture. There are two types of non-
stationarities discussed in this paper. The first is related to the large aperture and
the D-MIMO in which the plane wave propagation assumption breaks down, i.e.,
operation in the near-field. Furthermore, different sub-arrays of the RadioWeave
experience different channels, e.g. line-of-sight (LoS), non-LoS, or the distance
to the user. The second is the temporal non-stationarity due to the fact that the
channel statistics will change over time in dynamic scenarios.
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Figure 1: The indoor environment where the measurements were taken. It is a rich
scattering environment with furniture or computer equipment along a majority of the
walls.

To the best of our knowledge not much effort has been devoted to Ra-
dioWeaves with very large arrays or in dynamic scenarios. We measure a Ra-
dioWeave with over 15000 antenna elements at sub-6 GHz, so that the spatial
properties of the RadioWeave can be studied. Further, a whole new multi-link
measurement system has been developed to measure the dynamic properties of
the RadioWeave channels. With the gained insights we explore the possibilities
of sub-6 GHz channels for joint communication and sensing.

2 Measurement Campaign
To investigate the spatial non-stationarity due to the large antenna aperture, and
the temporal non-stationarity occurring in dynamic scenarios two measurement
systems were used. The systems are; 1) The RUSK LUND channel sounder for
synthetic array measurements. It is a wide-band switched array channel sounder
described in [15], 2) a new distributed multi-link channel sounder to capture the
dynamics of the channel.

The new channel measurement system is built around the National Instru-
ments (NI) USRP hardware. More specifically, the NI-USRP 2953r platform.
The USRP consists of two RF boards with an analog bandwidth of 40 MHz and
a tuneable carrier frequency ranging from 1.2 GHz to 6 GHz. Henceforth, a radio
refers to one of these boards – i.e. one USRP consists of two radios. Each USRP
connects to an external Rubidium (Rb) oscillator, which provides a 10 MHz ref-
erence frequency and a 1 pulse-per-second output signal to align the snapshots
in the distributed system. Before each measurement campaign, one of the Rb-
oscillators is selected as the primary and is used to synchronize the clocks on
the other Rb-units. The NI LabVIEW software framework is used on the host
computers to configure the radios and to acquire and store the data. The system
is based on a time-division multiple access scheme that assigns all participant
radios a unique time slot to transmit. During that slot, all other radios in the
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setup receive and store the received complex-valued samples. The hardware for
the multi-link system is summarized in Tab. 1.

Table 1: Hardware for the multi-link measurement system.

Hardware Description
7 NI-USRP 2953r 40 MHz The radios with RF heads
3 SRS FS725 10 MHz frequency standard
1 SRS FS740 10 MHz frequency standard with GNSS
7 Host computers Radio control and logging data
1 Hoverboard Acting as mobile user
12 Patch antennas Part of the RadioWeave
1 Monopole antenna On the mobile unit

The channels were measured in an indoor office-like environment at Lund
University, see Fig. 1 and Fig. 2. The room dimensions are approximately 6 m×
15 m× 2.5 m.

2.1 Wide-band Large Synthetic Array Measure-
ment

At the transmitter side, 16 monopole antennas (BJTEK MA-2458) were used
as 16 static single-antenna users. The user antenna has a quasi-omnidirectional
radiation pattern in the azimuthal plane, and its vertical peak gain direction is
tilted slightly upwards. At the receiver side, a 3D RadioWeave in the form of
large scale array was formed. Specifically, a vertical linear array with 32 dual-
polarized patch elements was mounted on a trolley and manually moved along
a predefined L-shaped trajectory. The channel measurement from the users to
the linear array was triggered by a wheel encoder after every 2.513 cm of move-
ment (approximately half a wavelength), therefore the horizontal spacing dis-
tance between synthetic array elements is half a wavelength. This should the
fulfill the sampling theorem. As shown in Fig. 2, the 3D RadioWeave (dimension
3.4 m × 8.8 m × 1.5 m) consists of two mutually perpendicular synthetic planar
arrays (part-1 and part-2), where part-1 consists of 350× 32 = 11200 patch ele-
ments and part-2 consists of 135×32 = 4320 patch elements, so the RadioWeave
contains a total of 15 520 elements. A summary of the system parameters is listed
in column Wide-band of Tab. 2.

Five different static user location setups were used: 1) all users closely lo-
cated in a row parallel to RadioWeave part-1; 2) all users closely located in a
row perpendicular to RadioWeave part-1; 3) all users located around a water
filled human-like phantom to simulate body shadowing effects; 4) users randomly
distributed in a small area (dense random); 5) users randomly distributed in the
room (wide spread) and a metal shelf filled with books was used as an environ-
ment shadowing object. In the first three setups, LoS propagation conditions
apply to all users to the RadioWeave.
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Figure 2: 3D model demonstrating the indoor environment and measurement setup.
For the wide-band measurement, the blue surface denotes the synthetically constructed
3D RadioWeave and the static user locations are denoted with markers highlighted with
different colors for different location setups. The gray cube represents the metal shelf
filled with books. For the dynamic multi-link measurement, six two-element arrays are
distributed along the 3D RadioWeave surface with the indices of the radios are shown
in the left figure, and the user moving trajectory is denoted with red solid line.

2.2 Dynamic Multi-link Measurement
The antennas described in 2.1 were also used during the dynamic multi-link
measurements. That is, at the transmitter side, directive patch antennas were
used along its sides, and at the user side a single omnidirectional monopole was
used. The system parameters used in the measurement campaign are summarized
in column Dynamic of Tab. 2.

A Zadoff-Chu sequence of length 449 was used for pilot signals. When a radio
is active it was set to transmit 4 repetitions of the signal. The first one can be
used as a cyclic prefix and the rest can be used for averaging to increase the SNR.

Four different scenarios were measured to investigate the channel properties
for the environment depicted in Fig. 1. The scenarios were: 1) the user moving
along a trajectory with a shelf in the environment, 2) the user moving along the
same trajectory without a shelf in the environment, 3) a person walking along
a trajectory with a shelf in the environment, and 4) a person walking along a
trajectory without a shelf in the environment. The user was moving along a
given trajectory, c.f. red line in Fig. 2 and Fig. 1. In scenarios 1 and 2 the
user’s direction and speed were manually controlled with a remote control (over
Bluetooth), and the speed was limited to 1 m/s.

Due to unavailable RF hardware the multi-link measurement data have not
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been back to back calibrated. The analysis in this paper still holds but all the
power levels will be denoted as Uncal. power. And since there are no analysis
done using the impulse response the uncalibrated delay will not pose a problem
at this point.

Table 2: Channel sounding parameters.

Description Dynamic Wide-band
RadioWeave antennas 12 15 520
user antennas 1 16
carrier frequency 5.6 GHz 5.6 GHz
frequency spacing 78.125 kHz 625 kHz
bandwidth 35 MHz 240 MHz
signal length 12.8 µs 1.6 µs
signal repetitions 4 1
snapshot length 665.6 µs N/A
repetition rate 200 Hz N/A
max. resolvable velocity 5 m/s N/A
transmit power 11 dBm 27 dBm

3 Analysis and Results

3.1 Non-stationary Power Distribution
Fig. 3 shows the power distribution across the 3D RadioWeave based on the
measured signals from the 3rd and 15th users of the wide spread setup. High
power intensity is observed on the sub-arrays close to the users and a maximum
power variation of 60 dB is observed across the RadioWeave. The non-uniform
power distribution is due to the very large dimension of the array and the dis-
tances between the base station (BS), users, and the scatterers are smaller than
the Rayleigh distance, i.e., near-field propagation. Different sub-arrays experi-
ence different propagation environments owing to differences in geometry and
antenna radiation patterns. Moreover, propagation paths may only be visible for
a portion of the array due to shadowing from objects in the environment or a
human body. Therefore, the received power from each user may vary significantly
across the array elements. The spatial non-stationary property can potentially
be exploited to reduce the computational complexity of algorithms, e.g., para-
metric channel estimation or localization, by processing only the measurement
data from power-concentrated sub-arrays. In the dynamic scenario the tempo-
ral non-stationarity is clearly illustrated in Fig. 4 where the estimated K-factor
of the Ricean distribution is plotted as a function of time. It should be noted
that the high estimated K-factor in the beginning and in the end is due to the
estimator since at those moments the user was static and the ratio between the
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Figure 3: Received power over the 3D RadioWeave given the measured signal from
the 3rd user of setup wide spread. The user position is marked with a pink “x”. The
black dashed lines denote the projection of user coordinates on the RadioWeave.

dominant component and the MPCs becomes large. Further, in Fig. 4 it is a
clear that there is dominant (power) component at around 6 seconds for link 3
which is closes to the user in the beginning. Then, as the user travels along the
trajectory and the Euclidean distance to radio unit 6 decreases which results in
an increasing K-factor from approximately 15 s.A typical realization of the small-

Figure 4: Examples of variations of small scale fading statistics in the dynamic case.
The CDFs show the fading statistics in the three encircled regions. Here the legend
describes the link between (Tx, Rx) with indices from Fig. 2

scale averaged power is shown in Fig. 5. The results are from the (robot) user
moving along the trajectory with a shelf obstructing parts of the RadioWeave. It
clearly shows how the received power is proportional to the LoS distance between
the user and each radio unit in the RadioWeave. It also agrees with Fig. 4 in the
sense that when the power received from radio unit three, the K-factor is also at
its highest.

3.2 Fading Statistics
Rapid fluctuation of received amplitude within a few wavelengths is called small-
scale fading (SSF). The fluctuation is caused by the superposition of different
MPCs. The small-scale averaged amplitude over each small spatial area typi-
cally varies over a larger spatial scale (tens to a few hundreds of wavelengths)
due to shadowing by environmental objects or human bodies, i.e., large-scale
fading (LSF) [16]. In this section, we analyze the SSF and LSF statistics by col-
lectively analyzing the measurements of all 16 users in the wide spread and body
shadowing setups, see Fig. 2. For the dynamic measurements, the SSF statistics
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Figure 5: Small-scale averaged received power at the user – radio 13 – moving along
the trajectory, and a shelf as an obstructing object.

are investigated within time frames where the channel can be approximated as
stationary.

For the wide spread setup where the users are widely distributed in the room
– larger variations of the distance and distance-dependent path loss are observed,
and the path loss exponent is estimated to be 2.5 using a linear unbiased esti-
mator. In the body shadowing setup, where the users are in very close proximity
to the water-filled phantom the transmit signal is largely shadowed leading to
an estimated path loss exponent of 3.3. Fig. 6 shows the CDFs of the large
scale fading. It can be seen that the LSFs is well described by Gaussian distri-
butions, but the difference between the fading statistics due to body shadowing
and environment object shadowing is notable.

We further study the small-scale amplitude statistics. To get insights into the
non-stationary property of the SSF over the RadioWeave it is segmented into 18
sub-arrays, each with a physical size of 1.3 m × 1.2 m. The empirical CDFs of
small-scale amplitudes for each sub-array and their fitted statistical distributions
(Rayleigh, Ricean and Gamma) are shown in Fig. 7 for the 3rd user in the wide
spread setup.

Figure 6: Large-scale fading statistics for the wide spread and body shadowing mea-
surements.
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According to the non-stationary power distribution shown in Fig. 3, the in-
dexes of power concentrated sub-arrays are highlighted in red. For sub-arrays
that are distant from the user, small-scale amplitudes are well described by a
Rayleigh distribution or a Ricean distribution with a small K-factor. The lack of
a strong Ricean channel is contrary to the fact that a LoS propagation condition
applies to most of the sub-arrays. Given the presence of many highly reflective
scatterers in the small measurement environment, most of the specular MPCs
are compact in the delay domain and have amplitudes comparable to that of
the LoS path. Further, the antenna radiation pattern of the user leads to a low
antenna gain in the direction of some sub-arrays. For these power-concentrated
sub-arrays, small-scale amplitudes are poorly characterized by either Rayleigh or
Ricean distributions, while the Gamma distribution yields a better fit.

Figure 7: Small scale fading statistics of different array segments for the 3rd user of
setup wide spread.

3.3 User Separability
We investigate the potential ability of the RadioWeave to spatially separate prox-
imate users. We use the channel condition number as the indicator of the degree
of mutual orthogonality among user signals [17]. For the setups parallel and
perpendicular, we select four equally-spaced users and the measurement matrix
is given as Hs = [hs,1, . . . ,hs,U ] where hs,u denotes the normalized channel
measurements of the uth user and sth setup. The channel condition number κ
is obtained as the ratio between the maximum- and minimum singular values
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of Hs, i.e., κ = σmax

σmin
, and κ ∈ [1,∞). A small value close to 1 indicates a

better spatial separability and higher achievable sum-rate given a fixed transmit
power [18].

Previous work [17] with real channel measurements have shown that massive
MIMO may provide unsatisfactory performance on the user spatial separation if
the channels to different users are highly correlated, e.g., in LoS conditions. How-
ever, when the array size is increased to the level of RadioWeave, spatial separabil-
ity can be greatly improved in these challenging situations. Fig. 8 shows the chan-
nel condition numbers given different user spacing distances {0.12, 0.24, 0.36, 0.48, 0.6}m
and different polarimetric transmission schemes. In general, the result demon-
strates excellent user spatial separability of the 3D RadioWeave even for the
smallest user spacing. This is enabled by the large array aperture which provides
high spatial resolution and the spreading scatters which help to de-correlate chan-
nels to different users.

The channel condition number for the parallel setup is smaller than that of
the perpendicular setup, which can be explained by users of the parallel setup
benefiting more from part-1 of the RadioWeave due to its larger aperture com-
pared with the aperture of the perpendicular setup from part-2. Moreover, we
notice that different polarimetric transmissions make no major difference on the
separability.

Figure 8: Channel condition numbers. The notations {v2v, v2h, v2dual} denote dif-
ferent polarimetric transmission from the user to array elements, e.g., v2h represents
vertical-to-horizontal transmission, and v2dual represents vertical-to-(horizontal & ver-
tical transmission).

3.4 Maximum Ratio Transmission
Wireless power transmission is one of the promising applications of RadioWeaves.
The large array aperture of the RadioWeave helps to form very narrow beamwidth
with a minimum extent of λ/2 to the targeted users [2], i.e., maximize the power
density at the target user and minimize power dispersion to nearby users.

Maximum ratio transmission [19], which maximizes the SNR at the user side,
is used to perform a preliminary evaluation of the wireless power transmission ca-
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pability and the interference suppression capabilities of the RadioWeave. Fig. 9
shows the leakage of power to neighboring antennas for the parallel and per-
pendicular user setups and 2D RadioWeave (part-1 only) and 3D RadioWeave
(part-1 and part-2). The amplitude of the plots in Fig. 9 can be approximately
interpreted as the power density at the jth user’s position when performing max-
imum ratio transmission to the ith user. Intuitively, the higher the concentration

(a) parallel, 2D (b) perpendicular, 2D

(c) parallel, 3D (d) perpendicular, 3D

Figure 9: Power leakage with maximum ratio transmission to neighboring users with
the 16 user setups parallel and perpendicular.

of power on the diagonal, the better the power transfer capability and the better
the possibility to limit interference in the communication case. When 2D Ra-
dioWeave is used as shown in Fig. 9a and Fig. 9b, the 2D RadioWeave shows
better capability for focusing power to the target user for the parallel setup than
the perpendicular setup, which is attributable to the large array aperture along
the y-axis and subsequently narrow beamwidth in the respective angular domain.
The 3D RadioWeave further extends the array aperture along the x-axis which
leads to major improvement in the perpendicular setup, as shown in Fig. 9b and
Fig. 9d.

3.5 Sensing Analysis
At 5.6 GHz and a max relative velocity of 1 m/s we expect to see Doppler shifts up
to 20 Hz. Local Fourier transforms in the time domain are performed for all the
subcarriers, the ensemble mean is then taken, providing the Doppler spectrum
at each time index.

In Fig. 10 the time-varying Doppler spectrum is depicted for the active sensing
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scenario – when the (robot) user, moved along the predefined trajectory. The
top plot shows the user moving away from radio element 3 resulting in negative
Doppler components. Further along the trajectory the user approaches radio
element 8 to then move away. The movement is visible in the bottom of Fig. 10
where the Doppler crosses zero.

Figure 10: Time-varying Doppler spectrum for the active sensing scenario; with the
user moving along the trajectory and with a shelf obstructing parts of the RadioWeave.
Top: link (3,13), and bottom: link (6, 13); c.f. lower left of Fig. 2 for radio locations.

For clarity – in Fig. 11 we show the small-scale averaged power instead of the
instantaneous power for the passive sensing scenario (multi-static radar) when a
person was walking along the trajectory. Different power variation patterns are
observed for all the links at the two radio unit positions. Two of the links of
radio unit 6 are selected for additional processing.

The results are shown for links (3,6) and (8,6) in Fig. 12. Even though the
user walked at approximately 1 m/s there are Doppler shifts in excess of 20 Hz.
Given the evolution of the Doppler frequency in time, these contributions most
likely come from the arms swinging back and forth, indicating the potential of
using RadioWeave for activity detection based on the received micro-Doppler
profile.

4 Conclusions
This paper presented two RadioWeave measurement campaigns performed in a
rich scattering indoor environment. We used different setups in terms of ar-
ray configurations, static/dynamic user behaviors, LoS, obstructing propagation
conditions, and signal bandwidth to simulate different RadioWeave deployment
scenarios. In particular, we introduced a new multi-link channel sounder that
can capture channel dynamics in real-time. Based on the measurements, we
demonstrated the deterministic and statistical non-stationary characteristics of
the RadioWeave channel. We show the importance of taking non-stationarities
into account – both spatial and temporal – by splitting the large RadioWeave
into sub-arrays for which the statistics are stationary. The temporal and spa-
tial power variations over the RadioWeave are significant. The non-stationary
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Figure 11: Small-scale averaged received power in the passive sensing scenario (multi-
static radar) with a person walking along the trajectory. Top: received power at radio
element 2 in the RadioWeave. Bottom: received power at radio element 6 in the
RadioWeave.

Figure 12: Time-varying Doppler spectrum for the passive sensing scenario – with a
person walking along the trajectory. Top: Link (3,6), and bottom: link (8,6); c.f. lower
left of Fig. 2 for radio locations.

properties can potentially be exploited to reduce the computational complexity
by processing only the most relevant sub-arrays, e.g., measurements from power-
concentrated sub-arrays. In addition, we demonstrated the great potential of
using RadioWeave for spatial separating closely located users, wireless power
transfer, and sensing.

Joint communication and sensing is a promising concept for beyond 5G com-
munication standards, and our results suggest that the sub-6 GHz channels offer
several paths for future work. Machine learning methods offer promise, as the
inter-RadioWeave links experience different channels with different information
that could be used for positioning. Another approach could be to use the infor-
mation available in the Doppler spectra in combination with the signal strength.
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Abstract
Many concepts for future generations of wireless communication sys-

tems use coherent processing of signals from many distributed antennas.
The aim is to improve communication reliability, capacity, and energy ef-
ficiency and provide possibilities for new applications through integrated
communication and sensing. The large bandwidths available in the higher
bands have inspired much work regarding sensing in the millimeter wave
(mmWave) and sub-THz bands; however, the sub-6 GHz cellular bands will
still be the main provider of wide cellular coverage due to the more favorable
propagation conditions. In this paper, we present a measurement system
and results of sub-6 GHz distributed MIMO measurements performed in
an industrial environment. From the measurements, we evaluated the di-
versity for both large-scale and small-scale fading and characterized the
link reliability. We also analyzed the possibility of multistatic sensing and
positioning of users in the environment, with the initial results showing a
mean-square error below 20 cm on the estimated position. Further, the re-
sults clearly showed that new channel models are needed that are spatially
consistent and deal with the nonstationary channel properties among the
antennas.

1 Introduction
With the advances of the fifth and sixth generation of mobile communication sys-
tems, new application fields are emerging such as vehicle-to-everything, machine-
to-machine communication, and smart cities [1]. With new applications, require-
ments on, e.g., data rates, the number of connected devices and reliability in-
crease. Furthermore, many applications need to be able to communicate and
sense the environment. In order to do so ICAS, where the same hardware and
spectrum can be used for both purposes, has been given much attention in recent
research. An application with very stringent requirements and that could benefit
from ICAS is the industrial scenario [2], which is the focus here.

As part of the development of wireless systems, new frequency bands are
becoming available for communication, which also enables applications where
sensing and communication coexist in the same band and use the same infras-
tructure and hardware [3, 4]. However, due to the more favorable propagation
conditions, most systems will probably still operate in the sub-6 GHz band. Fur-
thermore, in fifth-generation networks, massive MIMO technology is seen as the
main enabler of many requirements due to its potential to improve SNR and
increase coverage due to the array gain, the ability to simultaneously serve many
users, and improved reliability; the latter us partly due to the fact that small-
scale fading effects effectively vanish as the number of antennas increases. This
effect is called channel hardening [5, 6].

With the small-scale fading effects significantly reduced, the experienced reli-
ability is to a large extent dependent on the large-scale fading effects. To combat
this, distributed (massive) MIMO, where the antennas are spread over a larger
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physical area, has emerged as a candidate. Solutions such as cell-free massive
MIMO [7,8] and holographic MIMO [9] are also being examined. Another candi-
date is RadioWeaves [3], which is a proposed network architecture that combines
distributed arrays and active, large intelligent surfaces [10] with distributed com-
putationto achieve high ultrareliable, low-latency communication. At the same
time, the required amount of power to transmit is reduced due to the proximity
of the users.

Ultrareliable, low-latency communication is especially important in the in-
dustrial scenario. This scenario is a complex and rich environment from a prop-
agation point of view, and channel characterization therefore becomes of great
importance for designing radio systems to enable better communication quality
and reliability. Hence, fading statistics need to be well studied in a given envi-
ronment. These fading statistics are of great importance for the design of radio
channel models and radio systems and for the development or investigation of,
e.g., network schemes and coding techniques [11,12] for a given application.

With large aperture antenna arrays, such as in distributed MIMO, the com-
monly used assumption of WSSUS channels is no longer valid. There are two
types of nonstationarities: (1) The first is related to the large aperture and dis-
tributed MIMO, in which the plane wave propagation assumption breaks down
and becomes the spherical wave propagation assumption, i.e., an operation in
the near field [13]. Different subarrays experience different channels, e.g., due to
the various distances to a user and the difference in observing the LoS and non
line-of-sight (NLoS) paths among different antennas. (2) The second is related to
the temporal nonstationarity of the environment due to the fact that the channel
statistics change over time in dynamic scenarios with the movement of users and
other objects. If both of these are violated, the channel is said to be doubly
underspread [14].

As new concepts emerge, there is also a need to test the feasibility of these
concepts, and an important part of this is designing and building test beds.
For distributed MIMO, different designs have been proposed [15–17] and chan-
nel sounders and/or testbeds have been built. In this work, we take this one
step further and present a design of a truly distributed MIMO channel sounder
organized as a mesh network where all the links between each antenna in the
distributed array can also be measured and exploited for sensing purposes.

With a measurement setup in place, channel measurements are needed to ex-
tract the relevant parameters for realistic channel models. In [18–22], measure-
ments of distributed channels were made. For the topic of joint communication
and sensing, work has been done mainly in the mmWave bands in [23, 24]. Fi-
nally, theoretical work and simulations have been performed in [25] for a sub-6
GHz RadioWeave scenario for sensing [26, 27]. Most measurements that have
been conducted in terms of ICAS have either been performed with a star-shaped
design and/or for higher frequencies. Measurements with other topologies and/or
sub-6 GHz frequencies are to a large extent lacking.
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1.1 Contributions
In this paper, we describe a distributed MIMO channel sounder design. A whole
new multi-ink measurement system has been developed to measure the dynamic
properties of distributed antenna channels. As in all measurement setups, there
is a need for calibration; here, we describe a practical implementation of how
this can be done over-the-air (OTA), paving the way for even more advanced
OTA calibration algorithms to be developed for more accurate system designs.
With this uniquely designed sounder, we conducted a measurement campaign in
a realistic and dynamic industrial-like setting. We analyzed the channel charac-
teristics essential for reliability and nonstationarity aspects stemming from the
large array and the dynamic environment. Finally, we exploited delay and/or
Doppler information in order to explore the possibilities of sub-6 GHz channels
for integrated communication and sensing in a mesh setup.

1.2 Structure of the Paper
In Section 2, the signal model is presented. Then, in Section 3, the developed
measurement system is described. We describe the TDMA structure and describe
why an AGC is implemented. In Section 4, the need for system calibration is
discussed as is how the sounder was calibrated in the presented measurement
campaign. The measurement campaign is described in Section 5, along with the
environment and the channel sounder configuration. The results are presented
in Section 6, including an analysis and discussion of both the communication
aspect and sensing possibilities of distributed MIMO. Finally, our conclusions
and future work are outlined in Section 7.

1.3 Notation
In this paper, [a]i and [A]i,j denote the ith element of a vector a and the (i, j)th

entry of a matrix A, respectively. Estimated values are denoted with the hat
symbol ·̂. The amplitude of a complex number z is denoted by |z|, z∗ is the
complex conjugate of z, and ∠z is its phase. The Hadamarad product is denoted
by ⊙.

2 Signal Model
We consider Ha transceiver units distributed in the environment, and their posi-
tions are given as p(h)

n = [p(h)
x,n, p

(h)
y,n, p

(h)
z,n]T ∈ R3×1, with h ∈ Na ≜ {1, . . . , Ha}. In

our setup, each transceiver unit supports two independent RF chains, each con-
nected to a single omnidirectional antenna. It should be noted that a switched—
possibly distributed—array can also be connected to the RF chains for even
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larger setups. In the following signal model, we limit ourselves to the single an-
tenna case for the sake of brevity in notation, but it can easily be extended to
the switched array channel sounding system. The Hath unit p(Ha)

n represents
the mobile agent, and the other units indexed by h ∈ {1, . . . , Ha − 1} are the
single antenna anchors at known positions. At each time, the h′th unit acts
as a transmitter and emits a periodic signal s̃(t), and the other units p(h)

n with
h ∈ Nr ≜ {1, . . . , Ha} \ h′ act as receivers. Signals are represented by their com-
plex envelopes with respect to a center frequency fc. The signal received at the
h th antenna at the discrete observation time n reads
r(hh′)

n = exp
(

j 2πµ(hh′)
n thh′

)
exp

(
− j 2πfcϵ(hh′)

)
×

Ln∑
l=1

α
(hh′)
l,n exp

(
j η(hh′)

)
exp

(
− j 2πfcτ

(hh′)
l,n

)
exp

(
j 2πν(hh′)

l,n thh′

)
s+ w(hh′)

n ,

(2.1)

where the first term comprises Ln MPCs, l ∈ {1, . . . , Ln}, with each being char-
acterized by its complex amplitude α

(hh′)
l,n ∈ C and propagation delay τ

(hh′)
l,n .

Hardware impairments and imperfect synchronization are also characterized in
the signal model. More specifically, µ

(hh′)
n denotes the frequency offset between

the hth unit and the h′th unit, η(h) denotes the unknown phase offset of the hth
unit relative to a reference unit, ϵ(h) denotes the time shift due to the clock offset
of the hth unit, and ν

(hh′)
l,n represents the Doppler shift at the time instant thh′

when the channel between the h′th transmit antenna and the hth receive antenna
of the snapshot n is measured. Note that we omit the frequency dependency of
the hardware impairment characteristics, given that a limited signal bandwidth
of 40 MHz is used. Assuming we are transmitting on Nf subcarriers, the vector
s ∈ CNf×1 accounts for the system response g ∈ CNf×1 and the baseband signal
spectrum sf ∈ CNf×1; that is, s ≜ g ⊙ sf . The system response is usually mea-
sured by a back-to-back calibration procedure. The noise measurement processes
w

(h)
n in Equation (2.1) are independent additive white Gaussian noise (AWGN)

with double-sided power spectral density N0/2.

3 Measurement System
The multilink channel sounder has been developed utilizing the NI-USRP (Na-
tional Instruments Corporation, Austin, TX, USA) and the software suite Lab-
VIEW 2023. The sounding system is portable and scalable, facilitating various
measurement scenarios ranging from indoor and outdoor industrial settings to
dense urban environments. The components of our multilink channel sounder
system are listed in Table 1 and conceptual overview of the RF parts are shown
in Figure 1.

Designed for multilink channel sounding, the channel sounder records and
stores all conceivable link combinations between antennas. To avoid interference
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Table 1: Hardware for the multilink measurement system.

Hardware Amount Description
NI-USRP 2953r 40 MHz (National
Instruments Corporation, Austin,
TX, USA)

7 USRP

SRS FS725 (Stanford Research
Systems Inc., Sunnyvale, CA, USA) 3 10 MHz and 1PPS Rb

standard
SRS FS740 (Stanford Research
Systems Inc., Sunnyvale, CA, USA) 1 10 MHz and 1PPS with

GNSS

Host computers 7 Radio control and logging
data

Hoverboard 1 Acting as mobile
agent/UE

Joymax SAF-6571RS3X antennas
(Joymax Electronics Co., Ltd.,
Tao-yuan City, Taiwan)

13 12 as infrastructure and 1
on the UE

Ouster OSDome (128 lines) (Ouster
Inc., San Francisco, CA, USA) 1 The lidar used for SLAM

Microstrain 3DM-GX5-25 (AHRS)
(Microstrain by HBK, Williston,
VT, USA)

1 9-DoF IMU for SLAM
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Figure 1: An illustration of a three-node, multilink setup. The dashed line between the
two Rubidium clocks (Rb-clock 1 and Rb-clock 2) illustrates that if the two Rubidium
clocks are well synchronized—over several hours—then they can be disconnected for
some time without losing the synchronization of the radios. To the RF ports of the
USRPs, one can either connect single antennas or switched arrays.

among links, a TDMA strategy is employed. Each antenna is assigned a unique
time slot for signal transmission, during which the remaining antennas are set to
receive mode. Figure 2 provides a visual representation of this TDMA structure.
As a reference signal, the transmit unit uses a Zadoff–Chu sequence [28]. The
signal s̃(t) is configured as an OFDM symbol with Zadoff–Chu samples assigned
to subcarriers [15]. The sounding system also allows for the nullification of a
specified number of carriers at the spectrum’s edges, thus providing flexibility
in bandwidth utilization. The channel sounder captures and streams the raw
complex samples directly to the disk on the host computer for subsequent offline
postprocessing, which may include symbol averaging.

Tight synchronization is necessary to achieve the TDMA structure. A one-
pulse-per-second (1PPS) synchronization signal is distributed to all radios, as
well as a stable 10 MHz reference clock. Depending on the scenario, either syn-
chronized Rubidium clocks or a GPS can be used to discipline the onboard clock
and synchronize the triggers. For high-accuracy sensing measurements, rubidium
clocks are the preferred choice, we are using SRS FS725 and FS740 (Stanford Re-
search Systems Inc., Sunnyvale, CA, USA).

We record all links, even those that could be assumed to be reciprocal. By
saving all channel transfer functions, we enable the possibility to evaluate OTA
calibration algorithms.
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Figure 2: During one TDMA slot, only one antenna is transmitting while all others are
receiving. In the next TDMA slot, the next antenna is transmitting while all other are
listening. By saving all channels, even the reciprocal ones, one can use the information
for over-the-air calibration.

The sounder is equipped with several adjustable parameters for the TDMA
structure, as illustrated in Figure 3. Initially, the reference symbol s̃, intended
for transmission, is generated and stored in the FPGA memory of each USRP.
Subsequently, the number of repetitions of the reference symbol, denoted with
M , is defined. R ≥ 2, with the first symbol effectively serving as a cyclic prefix.
Should AGC be used, a description of which will follow, R ≥ 3. This setting
accounts for the final symbol’s potential distortion, as hardware adjustments may
affect the receive gain during this period. Increasing the value of M can improve
the received SNR through symbol averaging. However, this improvement comes
at the cost of extended transmission time and a reduced maximum resolvable
Doppler frequency.

Furthermore, the structure includes Ha TDMA slots, where Ha corresponds
to the number of antennas (see Figure 2). Following the activation and recording
of all elements, the system can enter a quiet state for a duration of B/120 MHz
seconds, where B represents the number of FPGA ticks and 120 MHz is the
FPGA clock rate.

Automatic Gain Control
Figure 4 illustrates three of the Ha distributed single antennas. During the first
TDMA slot, antenna 1 transmits while all other antennas are in receiving mode.
Given the relative distance between antenna 1 and antennas 2 and Ha, the latter
may require maximization of its receive gain. In the subsequent TDMA slot,
the next antenna in the sequence transmits and the rest assume receiving roles.
In this TDMA slot, antenna Ha, positioned closer to the transmitting antenna,
might experience ADC saturation due to the preset gain of the receivers. This
elementary example of a realistic scenario illustrates the need for an AGC. Due
to the TDMA structure and how the antennas are distributed in space, the
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Figure 3: The TDMA-based signal structure. Each antenna is assigned a dedicated
TDMA slot. During each transmission, the antenna transmits R repetitions of the
sounding signal, with some being used as guards and the rest for averaging to increase
the signal-to-noise ratio.

gain must be estimated and set within a couple of microseconds. Therefore, the
AGC is implemented in the FPGA on board the radio to minimize latency. The
implemented AGC is inspired by [17,29].

4 System Calibration
There are several system errors that need to be handled. Some of these errors
are more pronounced than are others and stem from different sources, such as
temperature variations, clock drift, clock offsets, and timing offset, to mention a
few. Many of these errors can be mitigated with well-synchronized measurement
equipment and a stable temperature. Now, we briefly describe five different errors
and their possible sources. Let us start with the time offset, which simply means
that all the USRPs in the system must share the same notion of time so that all
saved data from different antennas can be related to each other. If the oscillators
on the different transceivers do not provide the exact same carrier frequency, it
will result in a carrier frequency offset (CFO). If the aforementioned oscillator
PLLs locks in different phases, it will result in a clock phase offset. If the clock
frequency of the ADCs is different or imperfect, another frequency offset will be
induced, namely, sampling clock frequency offset. Lastly, ADCs might sample the
signal at different times due to obtaining the trig signal at different times—e.g.,
due to different length cables—which is called sampling time offset. A summary
can be found in Table 2.

To ensure accurate results, it is essential to perform a back-to-back calibration
to remove as much as possible of the described errors. During a back-to-back
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Figure 4: Depiction of three of the Ha antennas distributed in space. In TDMA slot
1, the antenna 1 is transmitting while all the others are listening. In then next TDMA
slot, antenna 2 is transmitting. Since antennas are distributed in space, it is clear from
the figure that an AGC is needed; antenna Ha might need all the available gain when
antenna 1 is transmitting, while that same gain setting might saturate the ADC when
antenna 2 is transmitting.

Table 2: Summary of measurement errors.

System Errors Source

Carrier Frequency Offset (CFO) The oscillators do not provide the
same frequency.

Clock Phase Offset The PLLs lock on random—and
different—phases.

Sampling Clock frequency Offset The clock frequency of the ADCs
are not the same.

Sampling Time Offset The ADCs samples at different
times.

Time Offset The system does not share the
same notion of time.

calibration, the cables from two RF chains are connected together as close as
possible to the antenna ports. This gives the transfer function of the complete
system between a pair of transceivers. This step must be taken for all combi-
nations of transceiver chains when all radios are operational with the settings
intended for use during the measurement campaign. This procedure enables the
de-embedding of the radio channel from the measured channel transfer function
(CTF), which, in addition to the propagation channel, also includes the influence
of cables, connectors, the analog front-end, and digital processing. Furthermore,
if possible, it is recommended to characterize the antenna radiation pattern in
an anechoic chamber to mitigate the effect of the antenna, thus isolating the
wireless CTF. It is important to note that a hardware restart requires a recali-
bration. This requirement arises due to the reinitialization of the transmit-and-
receive chains PLL, which lock onto a random phase after each restart. If the
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purpose of the sounding is to measure metrics regarding the channel statistics for
communication-related evaluation, then this requirement can be relaxed. How-
ever, for applications that require the use of coherent signals, such as accurate
positioning algorithms, knowing the phase relations between all transceivers is
crucial.

The next best thing is to perform a back-to-back calibration after a hardware
reset using the same hardware (cables, connectors, etc.) as that used during the
measurements. With this method, there will be an error in the phase relationship
since it is not possible to control at which phase the PLLs of the different radios
will lock. If, for some reason, such as logistical constraints, any back-to-back
calibration cannot not be performed, the use of an over-the-air calibration method
in postprocessing is required. This approach is feasible if the locations of the
antennas are known.

In the following sections, we will describe the steps taken to achieve a cali-
brated data set. Due to logistical problems, we were unable to perform a back-
to-back calibration, and hence we resorted to a combination of post-back-to-back
calibration with two of the units to compensate for cable lengths and signal pro-
cessing time. Then, we applied an over-the-air approach to compensate for the
CFO and propagation delay. All steps require that at least a portion of the mea-
sured scenario is static so that we can assume that the CTF does not change
during the calibration procedure. We ensured that we did not have any time
offset by syncing all computers to a local network time protocol (NTP) server.
Then, we ensured that the FPGAs shared the same notion of global time. We
also assumed that there was no sampling clock frequency offset.

4.1 DC Component
This step is not, in the strict sense, a calibration procedure but is performed
because our hardware uses direct down-conversion (DDC) from radio frequency
down to baseband. To avoid LO leakage, the DC component is nulled by trans-
mitting a 0 on the center subchannel (fc). Hence, the (complex baseband) DC-
component has to be interpolated by taking the average of the amplitude of the
two neighboring complex coefficients and the average phase evolution as follows:

̂[
r

(hh′)
n

]
f=0

=

∣∣∣∣[r(hh′)
n

]
f=∆f

∣∣∣∣ +
∣∣∣∣[r(hh′)

n

]
f=−∆f

∣∣∣∣
2 (4.1)

· exp
{

j
(
∠

[
r(hh′)

n

]
f=−∆f

+ ϕ̂n

)}
,

where (diff ([a1, a2, . . . , aL]) = [a2 − a1, a3 − a2, . . . , aL − aL−1] is a function that
takes two consecutive values in the vector and their differences, with the resulting
vector being one element smaller; unwrap (·) is the phase unwrapping function of
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Matlab); and ϕ̂ = E
{

diff
(

unwrap
(
∠r(hh′)

n

))}
is the average phase difference

between two consecutive subcarriers after the phase has been unwrapped.

4.2 Carrier Frequency Offset
Even if a good reference clock is provided and distributed, there might be fre-
quency drifts or offsets due, for example, to hardware impairments and/or tem-
perature variations. To identify and remove possible carrier frequency offsets,
we use a part of the measurement where all antennas are static. If there is a
carrier frequency offset, it comes from the oscillators and is not due to Doppler
caused by movements. Inspired by [30], we identify carrier frequency offsets as
follows. We collect the snapshots r(hh′)

n received at the antenna h from the an-
tenna h′ in the Nf×Nst matrixH(hh′) =

[
r

(hh′)
0 , r

(hh′)
1 , r

(hh′)
2 , . . . , r

(hh′)
Nst−1

]
, where

n ∈ {0, 1, . . . , Nst − 1} are all static snapshots, and define the Nst × Nst shift
matrix S as follows:

S ≜


0 0 · · · 0 0
1 0 · · · 0 0
0 1 · · · 0 0
...

. . .
...

0 0 · · · 1 0


This is applied s times to shift the columns of H(hh′) as follows:

C(hh′) = H(hh′) ⊙
(
H(hh′) · Ss

)∗
. (4.2)

Discard the s last columns of C(hh′) since they are all zeros

C(hh′)
s ≜

[
C(hh′)

]
1:Nf,1:Nst−s

. (4.3)

The average carrier frequency offset can now be estimated as follows:

µ̂(hh′) = ∠

 Nf∑
nf =1

Nst−s∑
n=1

[
C(hh′)

s

]
nf,n

 (4.4)

The correction factor then becomes

exp
{

jnµ̂(hh′)

s

}
, n ∈ {0, 1, . . . , Ns − 1} . (4.5)

4.3 Delay Calibration
Assuming line-of-sight conditions with no contributions from MPCs, the transfer
function between antennas h and h′ can be modeled as follows:
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[
r(hh′)

n

]
nf

≈ α
(hh′)
l,n exp

{
−j2πf ∥p

(h)
n − p(h′)

n ∥
c0

}
, (4.6)

where ∥p(h)
n −p(h′)

n ∥ = d
(hh′)
n denotes the scalar distance between antennas h and

h′. Calibrating the delay α̃
(hh′)
l,n can be omitted.

∠
[
r(hh′)

n

]
nf

= 2πf · d
(hh′)
n

c0
= a · f. (4.7)

Equation (4.7) is a straight line with slope a = 2πd(hh′)
n /c0. Since both the

frequencies and the constant distance during the snapshots selected for calibration
are known, the “true” slope is known. By estimating the measured slope, â, of
Equation (4.7) and with the knowledge of the ground truth positions, a delay
calibration can be formulated as follows:

ϵ̂(hh′) ≜ −â + 2πd(hh′)
n /c0. (4.8)

Of course, this will not be true in practice, but this is a first approximation to
enable calibration to compensate for delays induced by cables and signal process-
ing on the FPGA. If the channel is in a non-line-of-sight condition, this approach
will overestimate the delay and move the channel impulse response too far.

5 Measurement Campaign

5.1 Environment
The environment for our measurement campaign can be described by a typical
industry hall for metal work, e.g., metal lathe, metal cutting. The dimensions are
approximately 30 m× 11 m× 8 m (L × W × H), see Figure 5a. There are many
metal objects and pieces of machinery that make for a rich wireless environment.
Twelve static, frequency coherent, and distributed antennas were divided equally
on each long side of the room, approximately 4 m above the floor and separated
by 4 m; see Figure 5b. The infrastructure antennas were tilted approximately 45
degrees to obtain better coverage of the floor level area while strong reflections
from the walls directly behind them were avoided. The free-space radiation
pattern of the antennas is omnidirectional in cross section, but this will of course
not be true as soon as it is attached to the metal structure and other objects close
to its proximity. However, as previously mentioned in Section 4, we save and
evaluate the radio channel, which is the wireless propagation channel influenced
by the antenna radiation pattern. During the measurements, the facility was
used as usual, with students working on projects and people moving around.
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5.2 Ground Truth
To know where the channel samples are taken and to be able to quantify the
accuracy of the radio-based position estimates, a ground truth position is needed.
This ground truth usually comes from high-quality global navigation satellite
system (GNSS) signals when measurements are performed outdoors. In indoor
scenarios, different approaches exist, e.g., camera-based motion capture, use of
inertial measurement units (IMU), or a sensor fusion approach using cameras,
lasers, and IMUs. However, the acquired ground truth positions must be at least
an order of magnitude better than the estimates that are being evaluated.

In our case, all measurements were performed indoors, which ruled out a
GNSS solution. Therefore, a combination of a lidar sensor (Ouster OS-Dome
128, Ouster Inc., San Francisco, CA, USA) and an IMU (Microstrain 3DM-GX5-
25 (AHRS), Microstrain by HBK, Williston, VT, USA) was used to track the
odometry of active and passive users. The sensors were connected to a laptop
running Ubuntu 20.04 and the Robot Operating System (ROS) [31] Noetic. All
raw sensor messages were saved on disk to allow for the evaluation of different
standard SLAM algorithms. In this work, we used the open-source algorithm
FAST-LIO2 ; see [32] for details. The sensors were mounted on a robot to track
its position and orientation. During each measured scenario, a new map was
constructed as the robot moved. Then, all maps were merged to obtain a single
coordinate and reference system. At the mounting point on each of the dis-
tributed antennas, we put reflective tape to allow for the easier localization of
the antennas on the map; see Figure 6.

(a) (b)

Figure 5: (a) A photograph showing a view of the environment. The hall is approx-
imately 30 m × 11 m with a ceiling height between 8 m to 10 m depending on location.
(b) A photograph showing the placement of four antennas (circled in red). In total,
there were twelve distributed antennas; six on each side of the hall. They were situated
4 m above the floor, with a separation of 4 m.
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Figure 6: Example output from FAST-LIO2. The figure depicts the intensity of the
points in the scan, and the extra intensity spots on antenna locations with the help
of reflective tape, as seen in the circled regions. The cyan colored path shown is an
example output of the ground truth position of the user.

5.3 Measured Scenarios
In this study, the moving agent traversed various paths to simulate conditions rel-
evant to robotics or IoT devices in an industrial setting. Each path was traversed
multiple times to ensure a robust statistical foundation for channel evaluations.
This repetition also facilitates preliminary assessments of data-driven method-
ologies and machine-learning techniques based on different scenario realizations.
All scenarios originated from a fixed position within the environment. For con-
ciseness, this paper focuses on two primary scenarios, henceforth referred to as
ref and loop; see Figure 7, which collectively covers critical conditions such as
NLoS and LoS links.

In the ref scenario, the robot navigates centrally through the room for ap-
proximately 20 s, executes a 180◦ rotation, and returns to its starting point. The
whole sequence lasts around 60 s. In the loop scenario, the robot drives two
laps around some machinery and work tables. Parts of the trajectory have a
much lower ceiling height than the rest of the hall. The loop scenario lasts ap-
proximately 80 s. For both scenarios the parameters of the channel sounder are
detailed in Table 3.

We used the remotely controlled robot as an active user in the environment,
driving along different paths. The purpose of the measurement was to extract
channel statistics for distributed MIMO and to collect channel samples to develop
and evaluate positioning algorithms. To achieve this, we collected channel data
from routes in the somewhat more open space in the middle of the workshop as
well as in the more obstructed parts with blocking from the machinery.
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Figure 7: A top-down schematic of the workshop where the measurements were per-
formed. The 12 static antennas are labeled according to the figure. The two paths are
depicted where the samples were taken. Machinery or equipment are marked purple,
except the machine colored in green which is tall enough to put antenna 8 in NLoS for
the majority of the measurements. The part colored in gray is where the ceiling is much
lower than the rest of the workshop.

6 Analysis and Discussion

6.1 Maximum Ratio Transmission
To achieve reliable communication with low latency, i.e., no retransmissions, a
high SNR is desired. If one has spatial diversity in the form of several transmit
and/or receive antennas, as we have in our case, then it is shown that to maximize
the SNR at time n, one should use the linear precoder presented in [33]. Collect
all uplink snapshots in the matrix

Hn =
[
r(1,13)

n , . . . , r(12,13)
n

]
, ∈ C(Nf×Ha−1) (6.1)

then, using the Ha long column vector e = [1, 1, . . . , 1]T consisting of only ones

HMRT
n = (H∗

n ⊙Hn) e
∥ (H∗

n ⊙Hn) e∥ , ∈ C(Nf×1) (6.2)

where the noise is assumed to be white Gaussian and uncorrelated with the signal.
In Figure 8, two representative plots show the channel hardening effect from

using distributed antennas; there are no more really deep fading dips. In the
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Table 3: Channel sounding parameters.

Parameter Description Value
Number of antennas, Ha 13
Carrier frequency, fc 3.75 GHz
Frequency spacing, ∆f 78.125 kHz
Bandwidth, BW 40 MHz
Active subcarriers, Nf 449
Number of subcarriers, Nsc 512
Signal length, τmax 12.8 µs
Signal repetitions, R 4
Snapshot length, Ha ·R · τmax 665.6 µs
Repetition rate, frep 200 Hz (5 ms)
Max. resolvable velocity, vmax 8 m/s
Transmit power, PTX 19 dBm
Measurement length, T T ∈ {60, 80}
Signal spacing, quite 4334.4 µs
Digital-to-analog back-off, ADAC 0.9

ref scenario, we achieved an average array gain of 13.8 dB. In the loop scenario,
the average array gain was 14.4 dB. When we averaged all subcarriers, the re-
sults were similar, as shown in Figure 9. In the loop scenario, there were still
variations in the received power levels in the order of 10 dB, and essentially all
antennas experienced NLoS conditions at time 20 s and 58 s. However, despite
the challenging propagation conditions, fading levels were small and the received
power levels reasonably large. The key takeaway from these results is that there
is much to gain from distributing antennas to combat small-scale and large-scale
fading which enables reliable communication in challenging environments.
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Figure 8: Using maximum ratio transmission (MRT), we clearly see a channel hard-
ening effect where the deep fading dips are canceled. For visualization, a subset of
the snapshots from the ref scenario is selected, and only one, antenna 8 is plotted for
comparison with MRT. To the left is MRT for a section of scenario ref, and on the right,
scenario loop is shown.

6.2 Local Scattering Function
In the case of a user moving in an industrial environment, the surroundings are
usually cluttered with many objects that can have a considerable impact on the
behavior of the propagation of wireless signals. Hence, the fading process is
nonstationary, which means that the wireless channel can be approximated by
a piecewise stationary stochastic process where statistical parameters are valid
locally (i.e., in small regions) [14]. To extract parameters from nonstationary
channels, we utilize the local scattering function defined in [34, 35]. This time-
frequency-bounded function covers a stationarity region where the wireless chan-
nel can be well approximated by a WSSUS process [14,36].
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Figure 9: Using MRT, we clearly see a channel hardening effect where the deep fading
dips are canceled. Here, all links are depicted using the average power of all subcarriers.

First, collect all snapshots between the antenna pair (hh′) in the matrix
H(hh′)

H(hh′) =
[
r

(hh′)
1 , . . . , r

(hh′)
Nss

]
, ∈ C(Nf×Nss) , (6.3)

Then, following the methodology outlined in [34], we denote the index of the
sliding window in time and frequency with kt and kf , respectively. The size of
the stationarity region is denoted with M snapshots in the time domain and N
samples in the frequency domain. Following [19], we use N = Nf and henceforth
drop kf . The local scattering function is estimated as in [34]:[

C(hh′)
]

kt;n′,p
= 1

IJ

IJ−1∑
w=0

∣∣∣∣[(
H(hh′)

)w]
kt;n′,p

∣∣∣∣2
(6.4)

where n′ ∈ {0, . . . , N − 1} is the delay index, and p ∈ {−M/2, . . . , M/2− 1} is
the Doppler index. The local scattering function at kt represents the center value
of the time-frequency region. Let

(
H(hh′)

)w
be the windowed time-variant chan-

nel transfer function between each pair of antennas h and h′ in the stationarity
region kt.[(

H(hh′)
)w]

kt;n′,p
=

=
M/2−1∑

m′=−M/2

N/2−1∑
q′=−N/2

[
H(hh′)

]
m′−kt,q′

· [Gw]m′,q′ · e− j 2π
(

pm′
M − n′q′

N

)
, (6.5)

where m′ and q′ are the relative time and frequency indices within each station-
arity region. The relationship between the absolute time index n and the relative
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time index m′ is n = (kt − 1) ∆t + m′ + M for kt ∈
{

1, . . . , ⌊Ns−M
∆t
⌋
}

, where
∆t corresponds to the time shift between two consecutive regions of stationarity.
The taper functions [Gw]m′,q′ = ui [m′ + M/2] ũj [q′ + N/2] are the (separable)
band-limited discrete prolate spheroidal sequences (DPSSs) [37], which are well
localized within the region [−M/2, M/2− 1] × [−N/2, N/2− 1]. The sequences
ui and ũj are indexed by i ∈ {0, . . . , I − 1} and j ∈ {0, . . . , J − 1}, respectively,
with w = iJ + j, which is the summation index in Equation (6.4).

For our measurements, we set I = 1 and J = 2 following the recommendations
of [34]. We choose M = 75, as the region of the minimum-time-stationarity
region that corresponds to a duration of 375 ms. Considering the maximum speed
of the mobile robot v = 1 m/s, the stationarity region becomes approximately
4.5 wavelengths. As mentioned above, we choose N = Nf, assuming that the
stationarity bandwidth is 35 MHz since the relative bandwidth is less than 1%.

6.3 Collinearity
The collinearity metric between the local scattering function in two different
time instances allows us investigate the extent of the stationarity region in time,
Ts [n]; that is, how long the WSSUS assumptions will hold [34]. It should be
noted that the stationarity time itself will be time dependent due to the changing
environment. Stack the N ×M elements of

[
C(hh′)

]
kt;n′,p

in a column vector ckt

(without the superscript for readability) and define the collinearity R [kt1 , kt2 ] as
follows:

R [kt1 , kt2 ] =
cT

kt1
ckt2

∥ckt1
∥∥ckt2

∥
. (6.6)

As in [34], we define the indicator function γ
[
k′

t, k̃′
t

]
as

γ
[
k′

t, k̃′
t

]
=

{
1 : R

[
k′

t, k̃′
t

]
> cth ,

0 : otherwise .
(6.7)

where a threshold cth is defined. From γ, the (time-varying) stationarity time,
Ts [n], can be estimated as the width of the region around the diagonal. In [34],
the threshold cth was somewhat randomly chosen as 0.9. As seen in Figures 10
and 11, we select two (at random) links from the two scenarios ref and loop. We
have also plotted how the regions would grow if cth = 0.7 instead.

In scenario ref, the user was moving down in the middle of the workshop, then
returning approximately the same path. In Figure 10a,b, we can see that on the
way back, we move through a region where the time stationarity region is longer.
Here, the channel statistics are valid for a longer distance. In Figure 10c,d, it also
looks like the off-diagonal regions indicate that we are actually moving through
the same stationarity region on the way back since the collinearity between times
15 s and 45 s is above the threshold.
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Performing a similar analysis on the collinearity plots of the loop scenario,
where the users performed two complete laps around some machinery, we can
also indicate that we are in a stationarity region with similar statistics on the
second lap. This becomes more apparent if we lower the threshold, cth, to 0.7;
see Figure 11. In general, the stationarity regions seem to become somewhat
smaller because of the NLoS conditions.

(a) Threshold 0.5 (b) Threshold 0.5

(c) Threshold 0.5 (d) Threshold 0.5

Figure 10: The collinearity for two different links of the ref scenario, with different
threshold values. (a) Link (3, 13) with threshold 0.9, (b) link (3, 13) with threshold
0.7, (c) link (9, 13) with threshold 0.7, and (d) link (9, 13) with threshold 0.7.
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(a) Threshold 0.9 (b) Threshold 0.7

(c) Threshold 0.9 (d) Threshold 0.7

Figure 11: The collinearity for two different links of the loop scenario, with different
threshold values. (a) Link (3, 13) with threshold 0.9, (b) link (3, 13) with threshold
0.7, (c) link (9, 13) with threshold 0.7, and (d) link (9, 13) with threshold 0.7

In Figure 12, we show the corresponding estimated time-varying stationarity
regions in meters, Ts [n], for the two scenarios when cth = 0.7. The median
stationarity region is around 2 m, see Figure 13, which means that the radio
channel statistics vary while the UE is moving in the environment. Looking at
the recorded statistics and the details of the environment, the rms delay spread,
the Doppler power spectrum, and the LoS/NLoS states are changing for just a few
meters of movement of the UE, hence the relatively short wide-sense stationarity
regions.
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Figure 12: The time-varying stationarity region (in m) with a threshold of 0.7.

Figure 13: The CDF of the time-varying stationarity region (in m) with a threshold
of 0.7.

6.4 RMS Delay Spread
The power delay profile (PDP), Pτ , can be calculated as the marginal expectation
of the local scattering function Equation (6.4) with respect to the Doppler domain
as follows:

P̂τ [kt; n′] = 1
M

∑
p

[
C(hh′)

]
kt;n′,p

(6.8)

From this, we can calculate the first and second moments τ and στ , respec-
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tively, as follows:

στ [kt] =

√√√√∑N−1
n′=0(n′τs)2P̂τ [kt; n′]∑N−1

n′=0 P̂τ [kt; n′]
− τ [kt]2, τ [kt] =

∑N−1
n′=0(n′τs)P̂τ [kt; n′]∑N−1

n′=0 P̂τ [kt; n′]
,

(6.9)
where τs = 1/(N∆f). Figure 14 shows the rms delay spread for the different
antennas over the two routes, and Figure 15 shows the corresponding CDFs. In
calculating the moments in Equation (6.9), only contributions from the PDP
that satisfied certain power thresholds were taken into account [38]. The power
threshold was selected as 5 dB above the noise floor to mitigate any spurious
component, and 30 dB below the peak to only consider components that had a
significant contribution. The median rms delay spread was in the range 38 ns
to 54 ns, with significant variations between both antennas and over the routes.
We see that the results are in agreement with previous measurements in industry
environments [39, 40], where the spread was also found to be around 50 ns in a
similar-sized environment. In [41], machine-type communication between robot
arms was measured in an industry environment. Measurements were made with a
bandwidth of 500 MHz and in a fixed position in the room due to the installation
of the robot arm. In the their findings, the delay spread was somewhat lower,
around 30 ns. Lastly, in [42], two wideband measurements were performed in
what was classified as indoor classroom and industry. The dimensions of the
room where the industrial measurements were taken were approximately half
those of ours. They reported results of around 70 ns in both LOS and NLOS
situations in the industry scenario.

Figure 14: RMS Delay spread for the two scenarios, calculated using the local scat-
tering function.
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Figure 15: The empirical CDF for the RMS delay spread for the two scenarios, cal-
culated using the local scattering function.

6.5 Doppler Spectral Density
An important metric to characterize dynamic channels is the Doppler spectral
density (DSD). In Figure 16, we present the time-variant DSD estimated with
MUSIC [43] and ESPRIT [44]. Both methods are so-called super-resolution al-
gorithms and both manage to estimate the Doppler well. There is a model
parameter in both algorithms that must be estimate which is related to how
many sources (tones) are expected, and this will vary in scenarios such as in the
ones presented here. Usually, the model order is estimated using, for example,
the Akaike information criterion or minimum description length, but this study,
we simply set the model parameter to two. The results showed that even in the
challenging parts of the loop scenario, both MUSIC and ESPRIT managed to
find the dominant Doppler component.

Figure 16: The normalized Doppler spectral density (DSD) estimated with MUSIC
for link (4, 13). The red line is the theoretical LoS Doppler.
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6.6 Doppler-Delay Positioning and Tracking
To show how well our data set is suited for positioning and to hint at what
accuracy can be achieved, we present the initial positioning and tracking results.
We focus on an uplink positioning task where the agent transmits signals from
which the D-MIMO infrastructure infers its position. For this purpose, we focus
on scenario ref, where our aim is to track the agent at a “true” unknown position
p

(13)
n , moving on a (ground truth) trajectory based on its uplink signals r(h 13)

n

received by the D-MIMO antennas at the “true” known positions {p(h) | 1 ≤
h ≤ 12}. Before solving the positioning task, we first analyze the data. For this
purpose, we collect the available received snapshots until the current step n along
the trajectory into overlapping windows with a length of Nν = 150 and assemble
them in matrices as follows:

H
(h13)
ñ =

[
r

(h13)
n−Nν +1, . . . , r(h13)

n

]
∈ C(Nf×Nν ) , (6.10)

where we perform a rough delay calibration to account for the time shifts ϵ(h13)

introduced by the clock offsets of the receiving units h w.r.t. the agent. We
formulate the (Nf× 1) temporal array response in the frequency domain through
its elements as follows:

[
b

(
p(13)

n

)]
nf

= exp
(
− j 2πfnf

τ (h13)
n

)
, (6.11)

with fnf
denoting nf th frequency bin of the signal in the complex baseband and

τ
(h13)
n modeling the hypothetical propagation delay from the agent at p(13)

n to
the hth receiving antenna at p(h). We further formulate the (Nν × 1) Doppler
array response in the time domain through its elements as follows:

[
c

(
p(13)

n ,vn

)]
ñ

= exp
(

j 2πtñν(h13)
n

)
, (6.12)

where tñ ∈ {0, . . . , (Nν−1)/frep} corresponds to time instances of the current
window of snapshots, and ν

(h13)
n models the hypothetical Doppler frequency shift

depending on the agent position p(13)
n and velocity vn relative to the hth receiving

antenna. Note that we omit the dependence on MPCs l > 1 in Equations (6.11)
and (6.12). In our position and velocity estimator, we model LoS propagation
only where NLoS paths enter as disturbance. Since the LoS amplitudes are
likely to be large compared to the NLoS amplitudes {α(h13)

l,n | l > 1} and some
of the receiving units h will have the LoS conditions (refer to Figures 5 and
7), the D-MIMO units are likely to jointly agree on the true agent position,
even in such an unfavorable industrial environment. We compute the nonphase-
coherent empirical Bartlett spectrum (for brevity, we omit the normalization
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term in the denominator of the classical Bartlett spectrum from Equation (A.4))
(see Appendix A for a derivation).

P̂ (p,v) =
12∑

h=1

∣∣∣bHH
(h13)
ñ c∗

∣∣∣2
(6.13)

such that the contributions of all receiving antennas h ∈ {1, . . . , 12} are summed
noncoherently as powers instead of complex-valued amplitudes because we do not
have an accurate phase calibration available between our single-antenna receiving
units. In the following, we assume that the agent is moving on a plane parallel
to the xy-plane at a known height; hence, we aim for 2D positioning and velocity
estimation in this work, well-knowing that Equation (6.13) is also suitable for
three-dimensional (3D) positioning. We analyze the Bartlett spectrum around
an observation step n = 2544 and hence employ a window of received signals
ñ ∈ {2395, . . . , 2544}.

To evaluate the impact of only the temporal array response on the Bartlett
spectrum, we choose c := 1(Nν ×1) denoting a Nν-dimensional vector of all ones
and evaluate Equation (6.13), which results in the spectrum depicted in Fig-
ure 17. Due to the limited bandwidth of BW = 35 MHz and the respective delay
resolution of approximately 8.6 m, the resulting Bartlett spectrum is rather flat
around the true agent position. Furthermore, imperfections in the delay calibra-
tion lead to a bias of the maximum arg maxp{P̂ (p)} with respect to the true
position p(13)

n .

Figure 17: Bartlett spectrum in the position domain exploiting only delay information.

To evaluate the impact of only the Doppler array response on the Bartlett
spectrum, we choose b := 1(Nf×1) and evaluate Equation (6.13), resulting in the
spectrum shown in Figure 18. At the current time step n, the agent velocity
is ∥vn∥ ≈ 0.77 m/s. At this speed, the Doppler array response is already much
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more informative (i.e., it exhibits a higher curvature) around the true agent
position than is the temporal array response at the chosen window size. Hence,
with a moving agent, the Doppler information quickly dominates over the delay
information.

Another benefit of the Doppler array response in Equation (6.12) is that it also
depends on the agent velocity vn, and therefore arg maxp,v{P̂ (p,v)} is a joint
position-velocity estimator. Figure 19 shows the resulting Bartlett spectrum in
the velocity domain. At the given speed, the Doppler array response likewise
causes a distinct peak around the true agent velocity vn.

Figure 18: Bartlett spectrum in the position domain exploiting only Doppler infor-
mation.

Figure 19: Bartlett spectrum in the velocity domain exploiting only Doppler informa-
tion.
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Although reasonable position and velocity estimates can be extracted from
a single snapshot of data, state filtering over all snapshots along the trajectory
achieves much better results.

To showcase initial results, we employ the empirical Bartlett spectrum from
Equation (6.13) in a particle filter together with a nearly constant velocity state-
space model (cf. [45] p. 274). Figure 20 shows the resulting estimatesin the
position domain compared to the ground truth trajectory.It is observable that
the estimates slowly converge to the true trajectory and follow it closely until
the agent performs its 180◦ turn. In the curve, the velocity decreases, as does
the information from the Doppler array response in the position domain because
the sensitivity of a Doppler frequency shift with respect to the position; i.e.,
∂ν

(h13)
n / ∂p

(13)
n depends linearly on the (radial) velocity of the agent relative to

the hth unit. The estimation accuracy decreases for a moment until the agent
moves at maximum speed and the position estimates converge again. Using
the Bartlett beamformer-based implementation, we achieve a positioning mean
square error (MSE) of 18.4 cm with respect to our ground truth. These initial
results highlight the potential of the dataset for positioning and tracking and set
the stage for future work on more elaborate estimators.

Figure 20: Initial trajectory estimation result based on the Bartlett estimator us-
ing Equation (6.13) with a particle filter. The particle filter is initialized at a position
p = [9.5, 6.5]T, close to its first estimate p̂

(13)
1 .

7 Conclusions
A new, truly distributed MIMO channel sounding system was developed. The
channel sounder was then used to perform measurements in an industry environ-
ment. The results show that distributing the antennas will achieve significant
channel hardening and avoid deep fading dips due to small-scale and large-scale
fading. We also investigated the stationarity regions, in which the WSSUS as-
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sumptions held. This showed that the regions are quite small, with stationarity
regions in the order of 2 m. We further showed that the RMS delay spread is
in line with previous measurements conducted in similar settings and is around
50 ns; however, it varies between the distributed infrastructure antennas. Also,
the Doppler spectral density was investigated by applying two super-resolution
algorithms. We showed that in our data, both algorithms can find the domi-
nant Doppler component. Finally, we have highlighted the potential of position-
ing with D-MIMO in these environments. Despite NLoS conditions, multipath
propagation, and rich scattering in an industrial scenario, even a simple Bartlett
beamformer can produce promising positioning results with an MSE below 20 cm
when paired with a suitable state-space filter. In the future, we will demonstrate
a more elaborate estimator that outperforms our current solution. The initial
results hint at possible centimeter-level positioning accuracy.

There are several directions for future work from here. Further investigations
of channel characteristics are ongoing, where all the link combinations over the
measured scenarios are classified as NLoS or LoS and where all available data can
contribute to the statistics of the channel. In addition, work investigating the
performance of positioning capabilities in the more challenging loop scenario is
currently being carried out in parallel to further improvements of the positioning
presented in this paper. Another path is to investigate bi- or multistatic radar
when the user is device free.

Appendix A Doppler-Delay Bartlett Spectrum
Conventionally, the (empirical) Bartlett spectrum is defined as [46]

P̂ (θ) = a(θ)HR̂a(θ)
aH(θ)a(θ) , (A.1)

where a(θ) is an array response parameterized on θ (often the angle of arrival of
a spatial array response), and

R̂ = 1
Nx

Nx∑
t=1

x(t)xH(t) (A.2)

is the sample covariance matrix of Nx received signal vectors x.
For multiple parameter estimation, Equation (A.1) can be used with a stacked

vector of parameterized array responses. In the case of our Doppler-delay Bartlett
beamformer, we thus choose a := vec

(
b(τn) cT(νn)

)
∈ C(NfNν ×1) and likewise,

we stack the received signal matrix into a vector x := vec (Hñ) ∈ C(NfNν ×1),
where we use only Nx = 1 of such vectors to compute Equation (A.2). Noting
that aHa = ∥a∥2 ≜ NfNν , we formulate the Doppler-delay Bartlett spectrum for
a single antenna h as follows:
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P̂ (τn, νn) = 1
NfNν

vec
(
bcT)H vec (Hñ) vec (Hñ)H vec

(
bcT)

= 1
NfNν

(c⊗ b)H vec (Hñ) vec (Hñ)H (c⊗ b)

= 1
NfNν

(
bHHñc

∗) (
bHHñc

∗)∗ (A.3)

=
∣∣bHHñc

∗
∣∣2

NfNν
, (A.4)

where we use the identity vec(ABC) =
(
CT ⊗A

)
vec(B) in (A.3) with ⊗ de-

noting the Kronecker product.
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Abstract
Distributed multiple-input multiple-output (D-MIMO) is a promising

technology for simultaneous communication and positioning. However,
phase synchronization between multiple access points in D-MIMO is chal-
lenging and methods that function without the need for phase synchroniza-
tion are highly desired. Therefore, we present a method for D-MIMO that
performs direct positioning of a moving device based on the delay-Doppler
characteristics of the channel state information (CSI). Our method relies
on particle-filter-based Bayesian inference with a state-space model. We
use recent measurements from a sub-6 GHz D-MIMO OFDM system in
an industrial environment to demonstrate near-centimeter accuracy under
partial line-of-sight (LoS) conditions and decimeter accuracy under fully
obstructed LoS.

1 Introduction
Next-generation wireless systems are envisioned to integrate communications
with sensing capabilities such as positioning [1, 2] and they are expected to em-
ploy geographically separated antennas or access points (APs) [3, 4]. Compared
to traditional co-located massive multiple-input multiple-output (MIMO) tech-
nology, distributed APs provide significantly increased spatial diversity, which
improves coverage throughout the service area and enables more accurate po-
sitioning [1, 5]. However, in wireless systems with distributed APs, calibration,
and synchronization cannot be taken for granted [6]. Next-generation integrated
communications and positioning therefore require the development of robust al-
gorithms that accommodate the limitations of real-world wireless systems.

1.1 Contributions
We present a method for direct positioning in distributed MIMO (D-MIMO)
communication systems based on delay-Doppler characteristics of orthogonal
frequency-division multiplexing (OFDM) channel measurements. Our method
estimates the position of a moving device, called agent, through particle-filter-
based Bayesian inference using a state-space model where the observations con-
sist of estimates of the channel state information (CSI) between the agent and a
set of distributed stationary APs, called anchors. No phase synchronization be-
tween the anchors is assumed. We evaluate the method on recent measurements
of a sub-6 GHz OFDM system [7] between the moving agent and 12 distributed
single-antenna anchors located in a 30 m×12 m industrial environment, see Fig. 1.
Despite limited bandwidth and no phase synchronization, the results show that
our method achieves near-centimeter-level accuracy under partial line-of-sight
(LoS) conditions, and decimeter accuracy under fully obstructed LoS (OLoS)
conditions.
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Figure 1: Floorplan of the industrial hall used for positioning. The floorplan depicts
major obstacles (in gray), the twelve distributed receive antennas (in red), and the
measured tracks used for positioning (in different shades of blue). The light gray area
indicates a region dominated by obstructed conditions mainly due to a lower ceiling
height.

1.2 Related Work
The potential of (D-)MIMO CSI for integrated positioning and communica-
tions has long been recognized. Reference [8] performs positioning based on
Doppler shifts in co-located MIMO. References [9] and [10] perform positioning
in D-MIMO based on angle-of-arrival (AOA), but require phase synchronization
between anchors, which may not be available in many practical systems.

An alternative strategy to model-based positioning is machine learning-based
fingerprinting [11,12]. However, such an approach depends on labeled data, which
requires expensive measurement campaigns for every deployment.

Phase synchronization, as well as deployment-specific measurement campaigns,
can be avoided by model-based positioning leveraging the delay-Doppler charac-
teristics [13]. Delay-Doppler-based positioning is used, for example, in global
navigation satellite systems (GNSS), where the conventional strategy is a two-
step approach that first estimates delays and radial velocities, and then maps
these estimates to the position domain [14]. However, it has been shown [15–17]
that a direct approach, where the position is estimated directly from the re-
ceive signal rather than from intermediary delay and velocity estimates, is more
robust. References [18] and [19] have also combined direct delay-Doppler track-
ing based on particle filters, similar to ours. However, since the focus of these
works is not on simultaneous positioning and communications, their position esti-
mates are formed on the basis of specialized positioning signals. In contrast, our
method is based on the CSI estimates of conventional OFDM systems. Moreover,
these other works evaluate their methods through simulations that do not con-
tain scattering or blockage, which can severely impair integrated positioning and
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communication. In contrast, we show the efficacy of our method on measured
data from a real-world environment that contains both scattering and blockage.

Notation: Column vectors and matrices are denoted by boldface lowercase
(e.g., x) and uppercase letters (e.g., X), respectively. We use xT and xH to
denote the transpose and Hermitian transpose of x, respectively. The Euclidean
norm of x is ∥x∥. The N ×N identity matrix is I, where the size is left implicit.
The operator vec : CM×N → CMN : X 7→ x vectorizes the matrix X by stacking
its columns on top of each other. We use exp(x) to denote the vector obtained
by applying the exponential function to each entry of x.

2 Measurement Scenario
The measurements used for positioning were performed in an industrial environ-
ment at the Department of Mechanical Engineering Sciences at Lund Univer-
sity (see Fig. 2) with a channel sounder developed at Lund University [7]. The
sounder is designed for D-MIMO and implements an OFDM sounding principle.
The carrier frequency was set to fc = 3.75 GHz, with Nf = 449 subcarriers spaced
78.125 kHz apart, resulting in a measurement bandwidth of B = 35 MHz. All
radio units were disciplined with an external 10 MHz clock and a 1 pulse-per-
second (1PPS) signal for frequency synchronization, but were not calibrated on
site and had no phase synchronization. The post-calibrations performed are de-
tailed in [7]. Serving as anchors, M = 12 single dipole antennas were distributed
along the long sides of the industrial hall, at a height of 4 m above the floor, as
indicated in Fig. 1 and 2. To maximize coverage at floor level and mitigate the
strong reflection of the walls behind them, the antennas were tilted 45◦ downward
relative to the wall. Serving as agent, a remote-controlled robot with a single
antenna at 1.35 m height was driving through the environment at a maximum
speed of 1 m/s. The agent transmits pilots every ∆t = 5 ms, resulting in 200
channel estimates per second.

In this paper we focus on the representative scenarios shown in Fig. 1. In
LoS1, the agent moves through the middle aisle of the industrial hall and back.
There are multiple anchor links under LoS conditions throughout the track, but
machinery blocks many anchors through significant portions. We refer to the
conditions of LoS1 as “partial LoS.” Track LoS2 is approximately identical to
LoS1 but was recorded at a later time for control purposes. In OLoS1, the agent
moves in circles around a piece of machinery such that there are parts of the
trajectory where all anchor links are under OLoS conditions. We therefore refer
to the conditions of OLoS1 as “full OLoS.”
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anchor
antenna

Figure 2: Photo of the positioning environment. The industrial hall is approximately
30 m long and 12 m wide, with a ceiling height varying between 8 m and 12 m in the
center aisle, depending on position.

3 System Model

3.1 Channel Model
We assume that at each sample index k ∈ {1, . . . , K} (corresponding to sample
times tk ∈ {t1, . . . , tK} with ∆t ≜ tk+1−tk), every anchor m ∈ {1, . . . , M} obtains
a noisy estimate of the channel between itself and the moving agent

h̃(m)
k = h(m)

k + n(m)
k . (3.1)

Here, h̃(m)
k ∈CNf is the estimate of the frequency-domain channel vector h(m)

k ∈
CNf with carrier frequency fc and baseband frequencies f ∈ RNf , and n(m)

k is
observation noise which we model as white Gaussian noise, n(m)

k ∼ CN (0, σ2I).
For simplicity, we do not explicitly model scattering and blockage due to the
machinery and large amount of metal surfaces in the environment (see Fig. 2).
Instead, we model the channels as pure LoS links. We assume that the channel
amplitudes remain approximately constant for Nt subsequent samples. We denote
the unknown position and (assumed planar) velocity of the moving agent at time
index k by pk ∈ R3 and vk =

[
v(x)

k , v(y)
k , v(z)

k

]T ∈ R2 × {0}, respectively, and
we assume that the velocity remains approximately constant for Nt subsequent
samples. The position of the mth anchor is denoted by p(m)

a ∈ R3, and is assumed
to be known. These assumptions allow us to model Nt subsequent noise-free
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channel vectors H (m)
k = [h(m)

k−Nt+1, . . . ,h(m)
k ] ∈ CNf×Nt as1

H (m)
k = α(m)

k b(m)
k c(m)

k

T
, (3.2)

where α(m)
k ∈C is the complex channel amplitude between the moving agent and

the mth anchor at sample index k, b(m)
k ∈CNf is the delay response vector, and

c(m)
k ∈CNt is the Doppler response vector.

The Doppler response vector c(m)
k captures how the channel phases evolve

during the time frame t = [tk−Nt+1, . . . , tk]T due to the velocity of the moving
agent vk, and is written as

c(m)
k = exp

(
j2π fc

c

〈
p(m)

a − pk

∥p(m)
a − pk∥

,vk

〉
t

)
, (3.3)

where c is the speed of light, and where the inner product represents the radial
velocity of the moving agent into the direction of the mth anchor. The delay
response vector b(m)

k in (3.2) accounts for the different phase shifts at the different
frequencies f due to the propagation delay c−1∥p(m)

a −pk∥, and can be expressed
as

b(m)
k = exp

(
− j2π∥p

(m)
a − pk∥

c f

)
. (3.4)

Finally, the complex amplitude α(m)
k in (3.2) accounts for path loss, the common

phase shift at the carrier frequency fc due to propagation delay c−1∥p(m)
a − pk∥,

and phase offset at the mth anchor due to the absence of phase synchronization.
Our goal is to estimate the agent trajectory {pk}K

k=1 based on D-MIMO obser-
vations Yk =

[
y(1)

k , . . . ,y(M)
k

]
∈ CNtNf×M where y(m)

k := vec(H̃ (m)
k ) are vectorized

noisy channel measurements H̃ (m)
k = [h̃(m)

k−Nt+1, . . . , h̃(m)
k ] corresponding to (3.1).

3.2 State-Space Model
The state transition probability density function (PDF) p(xk|xk−1) of the agent
state2 xk = [pT

k , v(x)
k , v(y)

k , σ2]T ∈ S with S = R5 × R≥0 is chosen to be a nearly
constant velocity motion model, i.e.,

xk = Φxk−1 +wk (3.5)
1For ease of notation, we assume here that estimates of Nt channel vectors have already been
acquired at time step k = 1.

2Note that the state vector does not represent the vertical agent velocity v
(z)
k , which is assumed

to be zero, nor the complex amplitude α
(m)
k , which we treat as a nuisance parameter, see

Sec. 3.3. Note also that the channel noise variance σ2 from (3.1) is modeled as a (constant)
variable of interest.
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with transition matrix Φ given by

Φ =


1 0 0 ∆t 0 0
0 1 0 0 ∆t 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

 (3.6)

and wk ∼ N
(
0, diag(σ2

p, σ2
p, σ2

h, σ2
v, σ2

v, σ2
S)

)
models process noise.

3.3 Likelihood Model
The dependency of the observations Yk on the states xk is modeled as follows:
We assume the measurements at the anchors to be independent, so the likelihood
function of Yk conditional on xk and αk := [α(1)

k , . . . , α(M)
k ]T is

p(Yk|xk,αk) =

M∏
m=1

exp
(
− 1

σ2 ∥y(m)
k − α(m)

k ψ(m)
k ∥2)

(πσ2)MNtNf
, (3.7)

where ψ(m)
k ≜ vec(b(m)

k c(m)
k

T) is the delay-Doppler response. We treat the un-
known amplitudes α(m)

k as nuisance parameters. Hence, we compute the pro-
file likelihood function, i.e., we concentrate with respect to αk by computing
maximum likelihood (ML) estimates conditional on xk (since the delay-Doppler
response ψ(m)

k is a function of xk) [20]

α̂(m)
k |xk = arg max

α
(m)
k

p(y(m)
k |xk, α(m)

k ) = ψ(m)
k

H
y(m)

k

∥ψ(m)
k ∥2 . (3.8)

Reinserting α̂(m)
k |xk in (3.7), our profile likelihood function yields

p(Yk|xk) =
exp

(
− 1

σ2

M∑
m=1

∥∥Π⊥
m,ky

(m)
k

∥∥2
)

(πσ2)MNtNf
(3.9)

where Π⊥
m,k = I − ψ

(m)
k

ψ
(m)
k

H

∥ψ(m)
k

∥2
is the projector onto the orthogonal complement of

the subspace spanned by ψ(m)
k . Note that the profile likelihood function in (3.9)

is a function of the agent’s position pk and velocity vk as Π⊥
m,k is a function of

the delay-Doppler response ψ(m)
k .
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4 Delay-Doppler Positioning and
Tracking

4.1 Recursive Bayesian Filtering
We formulate the tracking problem through the Bayesian filtering equation [21]

p(xk|Y1:k) = p(Yk|xk)p(xk|Y1:k−1)
p(Yk|Y1:k−1) (4.1)

that describes the posterior PDF p(xk|Y1:k) of the state vector xk at time step
k given past observations (i.e., measurements) Y1:k−1 and the current observation
Yk.

The Chapman-Kolmogorov equation relates the prediction PDF p(xk|Y1:k−1)
in (4.1) to the old posterior PDF p(xk−1|Y1:k−1) and p(xk|xk−1,Y1:k−1) which —
given the first-order Markovity of our model, see (3.5) and (3.7) — equals the
state transition PDF p(xk|xk−1), i.e., p(xk|xk−1,Y1:k−1) = p(xk|xk−1). By the
Chapman-Kolmogorov equation, we thus have

p(xk|Y1:k−1) =
∫

S
p(xk|xk−1)p(xk−1|Y1:k−1) dxk−1. (4.2)

By the law of total probability, the normalization constant in (4.1) can be
expressed in continuous integral form through

p(Yk|Y1:k−1) =
∫

S
p(Yk|xk,Y1:k−1)p(xk|Y1:k−1) dxk. (4.3)

4.2 Particle-Based Approximation
We implement the recursive Bayesian filter from Sec. 4.1 through a particle filter
[21] that approximates the posterior PDF with a set of N particles with values{
x(i)

k

}N

i=1 and weights
{

w(i)
k|k

}N

i=1. Since we cannot sample efficiently from the
posterior PDF, we sample x(i)

k from a proposal PDF q(xk|x(i)
k−1,Yk) in each step

k that we choose to be defined through our state-space model in (3.5), i.e., it
equals the state transition PDF p(xk|x(i)

k−1). For this choice, the prediction (i.e.,
prior) weights are

w(i)
k|k−1 = p(x(i)

k |x(i)
k−1)

q(x(i)
k |x(i)

k−1,Yk)
w(i)

k−1|k−1 = w(i)
k−1|k−1 . (4.4)

The prediction PDF in (4.2) is approximated by

p̂(xk|Y1:k−1) =
∑N

i=1
w(i)

k|k−1δ(xk − x(i)
k ) (4.5)
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which leads to the approximation of the posterior PDF

p̂(xk|Y1:k) =
N∑

i=1
c−1

k p (Yk|x(i)
k ) w(i)

k|k−1︸ ︷︷ ︸
≜w

(i)
k|k

δ(xk − x(i)
k ) , (4.6)

where ck =
∑N

i=1 p
(
Yk|x(i)

k

)
w(i)

k|k−1, which approximates the normalization con-
stant p(Yk|Y1:k−1) in (4.3), ensuring that

∑N
i=1 w(i)

k|k = 1.
We estimate the state xk by approximating the minimum mean square error

(MMSE) estimate xMMSE
k = E (xk|Y1:k) as

x̂k =
∫

S
xkp̂(xk|Y1:k) dxk =

N∑
i=1

x(i)
k w(i)

k|k , (4.7)

and we approximate the corresponding state covariance matrix

PMMSE
k =

∫
S

(xk − xMMSE
k ) (xk − xMMSE

k )T
p(xk|Y1:k) dxk

as

P̂k =
∑N

i=1
(x(i)

k − x̂k) (x(i)
k − x̂k)T

w(i)
k|k . (4.8)

4.3 Particle Filter Implementation
Algorithm 1 summarizes the implemented particle filter. We initialize N particles
by sampling from a uniform PDF U(xmin,xmax) and we assign weights w(i)

0|0 = 1/N .
The particle-based posterior PDF in (4.6) is computed by the loop starting at
line 3. Although computationally expensive, it is well suited for parallel com-
puting, while the resampling in line 11 is generally not parallelizable. We choose
a regularized particle filter [22] using a Gaussian kernel with an implementation
similar to [23, Alg. 6]. That is, in each step k, we evaluate (4.8) and decompose
P̂k = LkL

T
k using the Cholesky decomposition. In line 11, we employ system-

atic resampling [23, Alg. 2] which reduces particle degeneracy and implies equal
weights after resampling (see line 12). After resampling, each particle is con-
volved (see line 16) with a Gaussian regularization kernel K(xk) with covariance
matrix P̂k and scaled by the optimal kernel bandwidth hopt [22, p. 253], where
ϵi∼N (0, I), to counteract particle impoverishment.

5 Results
Algorithm 1 is initialized by drawing N = 16000 particles3 from U(xmin,xmax) and
is given the channel measurements {Yk}K

k=1 in each step k. We perform a Monte
3A smaller number of particles, such as N = 500, can be chosen to trade off estimation accuracy
for faster computation time, which may be suitable for real-time implementations with limited
computational resources.
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Algorithm 1: Regularized Particle Filter
Input : N,xmin,xmax, {Yk}K

k=1
Output: {x̂k}K

k=1
1 x(i)

0 ∼ U(xmin,xmax) and w(i)
0|0 ← 1/N ∀i ∈ {1 . . . N};

2 for k ← 1 to K by 1 do
3 for i← 1 to N by 1 do
4 x(i)

k ∼ p(xk|x(i)
k−1); //see (3.5)

5 w(i)
k|k−1 ← w(i)

k−1|k−1; //see (4.4)
6 w̃(i)

k|k ← p
(
Yk|x(i)

k

)
w(i)

k|k−1; //see (3.9)a

7 end

8
{

w(i)
k|k

}N

i=1 ←
{

w̃(i)
k|k

/( ∑N
i=1 w̃(i)

k|k

)}N

i=1
;

9 x̂k ←
∑N

i=1 x
(i)
k w(i)

k|k; //see (4.7)

10 P̂k ←
N∑

i=1

(
x(i)

k − x̂k

) (
x(i)

k − x̂k

)T
w(i)

k|k; //see (4.8)

11 x(i)
k ← resample({x(i)

k , w(i)
k|k}); //see [23, Alg. 2]

12 {w(i)
k|k}N

i=1 ← 1/N ; //due to resampling
13 Lk ← cholesky(P̂k); //s.t. LkL

T
k = P̂k

14 for i← 1 to N by 1 do
15 ϵi ∼ N (0, I);
16 x(i)

k ← x(i)
k + hoptLkϵi;

17 end
18 end
a Using the Bartlett spectrum from [7] instead of the likelihood function in (3.9) during con-
vergence can increase robustness.

Carlo (MC) analysis with 100 runs of each track using different realizations of ran-
dom numbers (i.e., using different seeds). Fig. 3 shows the estimated trajectories
{x̂k}K

k=1 for each of the tracks LoS1 (top), LoS2 (center), and OLoS1 (bottom)
in comparison to the ground truth . We initialize by drawing particles uniformly
from the spatial region between [xmin]1:3 = 0m and [xmax]1:3 = [30, 15, 2.5]Tm,
covering the scenario. Our temporal window size is chosen as Nt = 200. For
process noise, we intentionally choose a small σp = 0.3 mm and σh = 2 cm to
promote that particles stay close to the “true” mode (i.e., at pk) in the posterior
PDF, σv =0.03 m/s and σS =0.3. In partial LoS, i.e., when at least some anchors
are visible from the agent, our algorithm nearly achieves centimeter-level accu-
racy. We analyze the error of the planar MMSE estimates p̂h

k :=[x̂k]1:2 w.r.t. the
ground truth ph

k := [xk]1:2. After convergence, we achieve a planar position root
mean square error (RMSE) of 10.1 cm on track LoS1 and an RMSE of 11.6 cm on
track LoS2 over the steps k of all 100 realizations. On the OLoS1 track, where
parts of the track are in complete OLoS, our algorithm achieves an RMSE of
49.3 cm. Fig. 4 shows the cumulative frequency of the error ∥p̂h

k − ph
k∥ of all K

steps from all 100 realizations.
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Figure 3: MC analysis showing 100 realizations of estimated trajectories vs. true
trajectories for each of the tracks LoS1, LoS2, and OLoS1.
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Figure 4: Cumulative frequency of the error of the planar MMSE estimates w.r.t. the
ground truth for all time instances k along the three trajectories.

6 Conclusions
We have demonstrated positioning in an industrial environment using a direct
positioning method leveraging delay-Doppler characteristics. The method is eval-
uated on real-world D-MIMO measured CSI, which has proper frequency syn-
chronization but lacks phase synchronization. Despite limited bandwidth and a
sub-6 GHz carrier, we show near-centimeter accuracy in partial LoS, and decime-
ter accuracy in full OLoS.
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Abstract
Future wireless communication systems are envisioned to support ultra-

reliable and low-latency communication (URLLC), which will enable new
applications such as compute offloading, wireless real-time control, and re-
liable monitoring. Distributed multiple-input multiple-output (D-MIMO)
is one of the most promising technologies for delivering URLLC. This paper
classifies obstruction and derives a channel model from a D-MIMO mea-
surement campaign carried out at a carrier frequency of 3.75 GHz with a
bandwidth of 35 MHz using twelve distributed fully coherent dipole anten-
nas in an industrial environment. Channel characteristics are investigated,
including statistical measures such as small-scale fading, large-scale fad-
ing, delay spread, and transition rates between line-of-sight and obstructed
line-of-sight conditions for the different antenna elements, laying the foun-
dations for an accurate channel model for D-MIMO systems in industrial
environments. Furthermore, correlations of large-scale fading between an-
tennas, spatial correlation, and tail distributions are included to enable
proper evaluations of reliability and rare events. Based on the results,
a channel model for D-MIMO in industrial environments is presented to-
gether with a recipe for its implementation.

1 Introduction
Future wireless systems are required to support the ultra-reliable low-latency
communication (URLLC) use case for applications such as remote driving and
industrial automation. In addition to URLLC, the latter also needs functionality
such as localization, sensing, and being able to support energy-neutral devices, to
name a few [1]. As part of enabling these functionalities and meeting the use case
and application requirements, there is a technological shift towards distributed
compute capabilities and distributed multiple-input multiple-output (D-MIMO)
systems [2].

The shift to more distributed antenna systems has a large potential to increase
the reliability of wireless communication systems. Increasing the number of an-
tennas in a MIMO system has been shown to improve reliability by decreasing
small-scale fading, through the so-called channel hardening effect [3]. Distributed
antenna systems have the potential to further improve the stability of the system,
as they will also reduce large-scale fading [4, 5]. This is because there will be –
with high probability – one or several access points close by, often experiencing
different large-scale fading effects. Decreasing these two types of fading effects
not only improve the reliability but also reduce the required transmit power and
fading margins.

To develop new systems, use cases, functionalities and products and to reduce
development costs and shorten the time to market, simulations are an important
tool. In order for these simulations to give accurate and realistic results, the
underlying channel model needs to capture the essential characteristics of the
channel. For D-MIMO systems, correlations of large-scale fading is of special
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interest.
A fully deterministic ray-tracer would give an accurate result, but restricted

to a specific environment. Adding stochastic elements to the ray-tracer would
generalize the results, while still being spatially consistent such that, e.g. sensing
algorithms can be verified. On the other hand, a completely stochastic chan-
nel model that relies on extracted channel parameters such as channel gain and
Doppler spectrum, can be used. However, then the challenge is to get a phys-
ical correspondence for sensing and localization algorithms and to model non-
stationarities. Therefore, a hybrid model, or a geometry-based stochastic channel
model is preferred.

To ensure that the essential characteristics of the channel for the target sce-
nario are captured, measurements must be made. Wireless channels in industrial
environments have been measured and modeled for decades [5–10]. However,
as system architectures evolve, and how the channel is experienced depends on
the interaction with the system, there is a need for new channel models. In the
3GPP technical report 38.901 Rel. 18 [11], general propagation channel models
for indoor factories are presented.

In this work, we have conducted a unique measurement campaign with a
D-MIMO system in an industrial environment [12]. We are presenting a new
approach of how to classify obstruction in D-MIMO systems, we are investigating
spatial and temporal non-stationarities as well as extracting key parameters such
as fading characteristics in order to create an accurate, yet simple, measurement-
based spatially consistent channel model, which can be used for realistic system
simulations of D-MIMO systems in industrial scenarios.

The paper is structured as follows. First in Section II, the measurement
equipment and environment is introduced. Then in Section III, we are classify-
ing obstruction as caused by the environment, classifying samples as line-of-sight
(LoS) and obstructed line-of-sight (OLoS). From that we compute the path gain
in Section IV and large-scale fading parameters in Section V. This is followed by
Section VI, which includes an analysis of the small-scale fading statistics, where
the local scattering function and collinearity are computed to get to the appropri-
ate stationarity regions. Finally, in Section VII, a channel model recipe for how
to generate spatially consistent D-MIMO channels in industrial environments is
presented, before conclusions are given in Section VIII.

Notation: Column vectors and matrices are denoted by boldface lowercase,
x, and uppercase letters, X, respectively. The operator vec : X 7→ x vectorizes
the matrix X by stacking its columns on top of each other into x. (·)T and
(·)H denote the transpose and the Hermitian transpose of (·), respectively. The
Euclidean norm of x is ∥x∥. The N ×N identity matrix is denoted as I, where
the size is implicit from the context. Also implicit from the context, 1 is the
column vector where all elements are 1. Lastly, [X]m,n is the element in the
m-th row and n-th column.
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Figure 1: The rich scattering and heavily shadowed industrial environment where the
D-MIMO measurements were conducted.

2 Measurement scenario
The measurement campaign was carried out in an industrial environment at the
department of mechanical engineering at Lund University. The channel sounder
presented in [12] was used to collect the samples at a carrier frequency of fc =
3.75 GHz, utilizing a bandwidth of 35 MHz distributed over Nf = 449 tones,
resulting in a carrier spacing of 78.125 kHz. The sounder is designed for D-
MIMO measurements and captures all possible link combinations that later can
be used for offline processing and analysis. All included radio units share the same
notion of time through a distributed 1PPS signal, and are frequency disciplined
with external coherent Rubidium (Rb) clocks.

The environment in which the channel samples were collected is depicted
in Fig. 1, from which it is clear that it is a rich scattering environment with
many metallic objects and structures, causing both reflections and shadowing.
As shown in Fig. 2, the dimensions of the room are approximately 30 m long
and 12 m wide, with a 8 m height to the ceiling. The access points, here called
anchors, were mounted on rails approximately 4 m above the floor with antennas
tilted downward to cover the center of the hall.

At each anchor, the output of the sounder is a channel vector h̃(m)
k ∈ CNf×1,

at time k and from anchor m, which is an estimate of the true channel transfer
function, but corrupted by noise. For this campaign, m ∈ {1, 2, ..., 12} and
k ∈ {0, 1, ..., Nt−1}. All captured channel transfer functions from a measurement
is collected in the matrix

H(m) =
[
h̃(m)

0 , . . . , h̃(m)
Nt−1

]
∈ CNf×Nt (2.1)
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Figure 2: Top-down overview of the industrial environment where the D-MIMO mea-
surements were conducted. The anchors are visible along the two sides and the trajec-
tories driven by the agent are visualized. The numerology of the anchors are shown for
anchors 1, 6, 7, and 12; the rest are implicit for visual purposes. The solid and dashed
lines represent different measurement runs, i.e. measurements captured during different
times.

for further processing. The agent moving in the environment was a remotely
controlled robot that carried all the necessary radio equipment. To obtain an
estimate of the ground truth position of the agent in the map during the mea-
surements, the agent was equipped with a light detection and ranging (lidar) and
an inertial measurement unit (IMU) to perform offline simultaneous localization
and mapping (SLAM) [13]. A more detailed list and description of the equipment
can be found in [12].

Here, five measurements are presented covering three different scenarios, as
visualized in Fig. 2. The three scenarios are: 1) the ref scenario where the agent
was driving back and forth in the middle of the hall at a speed of approximately
0.8 m/s, 2) the loop scenario where the agent was driving two laps around ma-
chinery (parts of the loop is in a section of the industry hall where the ceiling is
considerably lower, which will lead to a challenging radio channel environment
with a lot of obstruction), and 3) the scan scenario where the agent is driving
around in order to cover the majority of the accessible hall, including in between
machines. With 449 active tones, for 5 measurements, each with a length be-
tween 60 s and 240 s, the result is 1 440 000 recorded channel transfer functions.
The raw data are available at [14].

3 Classifying obstruction
In D-MIMO systems, it is likely that one or more anchors are in LoS, while
others are in OLoS. To investigate how likely it is to be in one state or the other,
the obstruction is classified in the following section. An approximation of the
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Figure 3: The amount of the approximated first Fresnel ellipse that has obstruction
inside it, resulting in the Fresnel coverage, over time and for all anchors. The scenario
depicted is the loop scenario.

obstruction of the first Fresnel zone can be derived from the lidar data and used
for the purpose of state classification. As a result of this, the coverage of the
first Fresnel zone is seen in Fig. 3 for the loop scenario in Fig. 2. There are
variations over time, where the link between the agent and an anchor is more or
less obstructed. At each time instant at least some anchors have a more or less
LoS link, i.e. a low number of the Fresnel coverage, while some are obstructed.
As an example of the latter, anchor 8 is always obstructed with a Fresnel coverage
of 100%. It is also clear that when the agent is driving into the section with a
lower ceiling, the LoS is completely obstructed to all the anchors on one side of
the room.

The Fresnel coverage was computed as follows. The output from the SLAM al-
gorithm provides the ground-truth trajectory of the agent and a three-dimensional
(3D) point cloud representation of the environment, i.e. a map. With these data,
the obstruction of the first Fresnel zone can be approximated, as elaborated on
in the following. In each time step k, and for each anchor m, the line between the
agent and the anchor m is drawn. Then all 3D lidar points that have a distance
to the line that is less than a given radii r are saved. Those lidar points are
then projected onto a circle in the cylinder. Choosing the radii r related to the
size of the first Fresnel zone enables the derivation of a metric of the fraction of
the circle area that is covered with lidar points, i.e. objects in the environment.
This is an approximation of how much obstruction there is between the anchor
m and the agent at time k, that is, the Fresnel coverage. Let LOS ∈ RM×Nt

denote the coverage of the circle at time k for link m where [LOS]m,k ∈ [0, 100],
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(a) Distance (b) Distance

Figure 4: (a) The distribution of the anchor and agent separation, and (b) the cu-
mulative distribution function (CDF) of the approximated coverage of the first Fresnel
zone.

Since the approximation of the first Fresnel zone depends on the cylinder radii,
the radii of the Fresnel ellipse was determined for a distance of 5 m. This choice
was based on the fact that all machinery was located along the walls. close to
the anchors. Furthermore, to be less sensitive to noise in the lidar scans, a man-
ual investigation of the radii was also conducted. Then the radii were chosen as
r = 2λ.

The empirical cumulative distribution function (ECDF) for the distances be-
tween agent (Tx) and anchor (Rx) is shown in Fig. 4a and the CDF of the
approximated coverage of the first Fresnel zone is shown in Fig. 4b. Due to the
environment and deployment, it is rare that the distance between the agent and
an anchor is above 20 m, as depicted in Fig. 4a. In the ECDF in Fig. 4b it can
be seen that this is a challenging environment where the links in the data set are
in a fully OLoS state more than 30% of the time.

The data is classified into two states. One in which the coverage (or obstruc-
tion) lies between 0% to 50%, and another in which the coverage is in the range
50% to 100%. The states are named LoS and OLoS, respectively. For complete-
ness, it should be mentioned that we also evaluated the case with three states
(LoS, OLoS and non line-of-sight (NLoS)), but there were no major differences in
the statistics that would motivate this more complex classification and modeling
approach. Hence, the matrix H(m) is split into the matrices H(m)

LoS and H(m)
OLoS,

where the difference between two consecutive time indices no longer need to be
equal, i.e.,

H
(m)
LoS =

[
h̃(m)

k |k ∈ {0, . . . , Nt − 1} : [LOS]m,k ≤ 50
]

, (3.1)

and
H

(m)
OLoS =

[
h̃(m)

k |k ∈ {0, . . . , Nt − 1} : [LOS]m,k ≥ 50
]

. (3.2)
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Figure 5: The ECDF of the number of links with LoS conditions throughout the
measurements.

3.1 Line-of-sight probability
Having classified the obstruction and divided the data set into LoS and OLoS,
the next steps include computing the probability of LoS and the probabilities of
a change of state. As a starting point, to get a better understanding of what con-
stitutes real D-MIMO channels in heavily shadowed industrial environments, the
distribution of the number of LoS links in each time instance is shown in Fig. 5.
It can be observed that in this scenario there are never twelve links in LoS con-
dition at the same time. However, there is also a low probability that there are
zero links in LoS, which is promising from a reliability perspective. In these
measurements, there are six antennas (50% of the total number) with the LoS
condition, 50% of time. In the following, the average number of state transitions

Figure 6: State transition graph, including the probability to stay in LoS and OLoS
as well as to change to OLoS and to LoS from the respective state.

per distance traveled is estimated; that is, how often a link alternates between
states LoS and OLoS. These two states are visualized in Fig. 6, where a transition
between states occurs with a probability ps, then the probability of staying in a
certain state is 1−ps, for s ∈ {LoS, OLoS}. Each anchor m has its own probabili-
ties for the transitions. These probabilities can be modeled using an Exponential
distribution, Exp

(
λ

(m)
s

)
, with the rate parameter λ

(m)
s ∈ U(0.04, 0.22), mea-

sured in the unit of transitions per meter traveled by the agent. Assuming that
the probability for the state transition is not equal, λ was computed for the two
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states separately. However, this investigation showed only minor differences in
the parameters, concluding that the uniform distribution with parameter limits
0.04 and 0.22 was suitable for both states. For reference, in this scenario, the
average distance that an anchor is classified as LoS is 4.65 m and for OLoS the
corresponding value was 5.55 m.

4 Path gain
Having the obstruction classification and state transition probability in place,
the next step is to model the distance-dependent path gain for the two states.
Starting by averaging the channel power gains over the tones as in

P̄ (m) = 1
Nf

1T|H(m)|2 ∈ R1×Nt , (4.1)

and then collecting the averaged power gains from all anchors m in the matrix

P̄ =
[
P̄ (1)T

, . . . , P̄ (M)T
]
∈ RNt×M , (4.2)

then the matrix
d =

[
d(1), . . . ,d(M)

]
∈ RNt×M (4.3)

contains the distances from the agent to all the anchors, where the distribution
of the distances across all measurements is shown in Fig. 4a. Vectorizing the
matrices

vec P̄ ∈ RMNt×1 and vecd ∈ RMNt×1 (4.4)

and sorting them simultaneously leads to a monotonically increasing vecd. Since
the channel coefficients in H(m) contain the influence from the antennas (and
its antenna gain pattern), all points closer than 2.65 ·

√
2 meters are removed

when estimating the path gain parameters. This due to that distances closer
than this will drastically effect the results due to the large drop in gain due to
the combined antenna patterns from the agent and the anchor. The log-distance
results for both the LoS and OLoS state are shown in Fig. 7, where the gray
dots are the discarded measurement points. The minimum mean square error
(MMSE) lines in red are computed as

PG (d) =
{
−44.24− 0.86 · 10 log10 (d/d0) , LoS,

−48.78− 0.95 · 10 log10 (d/d0) , OLoS.
(4.5)

for all distances d ∈
[
2.65 ·

√
2, 30

]
meters. The reference distance is set at

d0 = 1 m. As seen in Fig. 7, the LoS data set has in general a higher channel gain
and the measurement points show smaller variations around the MMSE line, in
comparison to the OLoS data set. The exponents are relatively small compared
to other measurements that have been performed over the years [7, 15], which
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(a) LoS (b) OLoS

Figure 7: The channel power gains and the corresponding linear model for the (a) LoS
and (b) OLoS data sets, respectively. The gray points are discarded measurements due
to the large impact of the combined antenna gain patterns. Note that only every 150th
point is shown in the plot for clarity .

could be a result of the rich scattering and the relatively short link distances
and that the antennas are considered a part of the channel in this data set. The
combined antenna gain patterns from the anchors and the agent also makes the
slope less steep.

In further inspection of Figs. 4a and 7, it can be concluded that the distri-
bution of distances in the measurements is not even; some distances have sig-
nificantly more samples than others and will therefore have a higher weighting
in the MMSE computation. Hence, as an attempt to address this and give all
distances equal weight, the logarithmic distances were binned into 1000 equally
spaced bins. In each bin, the average channel power gain was extracted, and
then these 1000 points were used to estimate the path gain parameters. Then
the points closer to the anchors get a larger weight, leading to slightly larger
exponents and a shift of the slope. As a result, the path gain was no longer in
the center of the points; or in other words, the mean had shifted, leading to the
fact that the mean in the large-scale fading in later analysis was no longer (close
to) zero. Therefore, for modeling purposes, the complete data set is used in the
analysis, without binning.

5 Large-scale fading
To estimate large-scale fading, the distance-dependent path gain in (4.5) is sub-
tracted from the average power gain (4.2), i.e. P̄ − PG (d). A moving average
window with a length of approximately 10λ is applied to estimate large-scale fad-
ing [16]. The resulting distribution of the large-scale fading follows a log-normal
distribution and the empirical CDF of the estimated large-scale fading with the
corresponding fitted distributions are shown in Fig. 8, for both the LoS and OLoS
data sets. The means for the two distributions are not exactly zero, but close
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Figure 8: The ECDF of the large-scale fading with the corresponding fitted log-normal
distribution, for the LoS and OLoS data set, respectively.

enough such that for model simplicity, they are assumed to be zero with their
respective variances. The mean and standard deviation for the LoS data set is
0.27 and 2.13, respectively, and the corresponding values are 0.08 and 3.25 for the
OLoS data set. As expected, the variations for the OLoS case is slightly larger.

5.1 Covariance
For distributed systems, the correlation of large-scale parameters becomes im-
portant, as it will affect system performance [17, 18]. The sample reflective cor-
relation is used here to compute the covariance of large-scale fading between the
anchors; this is equivalent to the cosine similarity, i.e. the mean is not removed.
The correlation between anchors x and y can be calculated using

ρxy =
∑

xiyi√∑
x2

i

√∑
y2

i

. (5.1)

The resulting covariance of large-scale fading between all anchors can be seen in
Fig. 9 for the LoS and the OLoS data sets, respectively. Naturally, the diagonal
in both cases is one. In the LoS data set there are not enough LoS links between
anchor 7, 8 and 9 to compute their correlation; hence the white spaces. One
general observation is that the covariances are smaller in the LoS data set than
in the OLoS data set; the main exception being anchors 10, 11 and 12, which
tend to have more similar statistics in LoS.

For the OLoS data set, the covariance of the large-scale fading is more promi-
nent. This can especially be observed between anchors situated on the same side
of the wall and even more for anchors 1-6, which seem to be interacting with the
same objects at the same time, leading to that they experience similar large-scale
fading behavior. The cross-correlation between anchors on opposite sides tends
to have smaller values; a tendency that can also be observed in the LoS data set,
although not as prominent.

After evaluation, the covariance matrices for the states LoS and OLoS are
modeled as truncated normal distributions. Both distributions are truncated at
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(a) LoS

(b) OLoS

Figure 9: The covariance of the large-scale fading for LoS and OLoS data. Each entry
in the matrix has been estimated pairwise to get enough data. Note that the there are
never enough simultaneous LoS links between the agent and anchors 8 and 12.

−0.9 and 0.9. The elements of the covariance matrix are drawn from N (0.1, 0.4)
for LoS, and N (0.5, 0.5) for OLoS.
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5.2 Auto-correlation
Having evaluated the instantaneous covariance between anchors, in the following
section, the auto-correlation R

(m)
xx of the large-scale fading per anchor was ex-

plored. For the two data sets the auto-correlation was computed for all anchors
and the value of the forgetting factor k was estimated in the following [36]

R(m)
xx (d) = e−kd. (5.2)

The result in the LoS data set is a k of 0.82 and in the OLoS data set k = 0.81.
Defining Rxx(d) = 1/e as the de-correlation distance leads to d1/e for the LoS
data set to 1.22 m and for OLoS it is 1.24 m.

6 Small-scale fading
To get the small-scale fading statistics, one first has to define the regions where
the channel can be considered as wide-sense stationary and uncorrelated scatter-
ers (WSSUS). This is done through the local scattering function and by analyzing
the collinearity.

6.1 The Local Scattering Function
The local scattering function is typically used to characterize dynamic (non-
stationary) channels [19, 20]. When moving in a rich scattering and heavily
shadowed environment, such as the industrial hall presented here, one might
violate the WSSUS assumption conventionally used, if considering the entire data
set at once. By treating the channel as a piece-wise stationary stochastic process
– i.e. the data is windowed into smaller parts where the WSSUS assumptions
approximately hold – it is possible to extract the channel parameters in this local
region. The local scattering function solves the problem by applying a time- and
frequency-bound filter that moves over the data set. Following the methodology
presented in [20], the sliding window indices in time and frequency are denoted
as kt and kf , respectively, and the size of the windows in time and frequency
are denoted as K and N , respectively. Following [21], N = Nf and dropping the
index kf , the local scattering function for anchor m at index time kt, is estimated
as

C
(m)
kt

= 1
IJ

IJ−1∑
w=0

∣∣∣W (m)
kt

∣∣∣2
. (6.1)

In (6.1), the matrix W
(m)
kt

is the filtered channel matrix using the I and J
separable band-limited discrete prolate spheroidal sequences: I sequences in the
frequency domain, and J sequences in the time domain. For details, see [12]
where the relations between indices and matrices are explained thoroughly. For
the analysis performed here, the parameters I and J were chosen as I = 1
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sequence over frequency and J = 2 sequences over time. The length K of the
window was first set to 150 to analyze the stationarity length in which the channel
statistics is assumed to be wide-sense stationary. An overlap of the window of
50% was used.

Figure 10: The root-mean square delay spread for the LoS and OLoS data sets.

From the local scattering function it is straightforward to derive the power
delay profile (PDP) and Doppler spectral density (DSD) as the marginal expecta-
tions over the corresponding dimension. When calculating the root mean square
(RMS) delay spread, the moments of the PDP need to be calculated. To obtain
accurate estimates of the RMS delay spread, only contributions from the PDP
that exceed certain power thresholds should be considered [22]. The thresholds
were selected as 5 dB above the noise floor to mitigate spurious peaks, and 40 dB
below the PDP peak to only consider components with significant contributions.
The empirical CDF for the RMS delay spread is shown in Fig. 10 for the LoS
and OLoS data sets, respectively. The delay spread is naturally smaller in LoS
than in OLoS, with median values of 47 and 53 ns, respectively.

6.2 Collinearity
Using the collinearity metric between the local scattering functions at two differ-
ent time instances kt and k′

t, results in a quantity of how similar the statistics are
at the two different instances and, in extension, how long the stationarity region
is. The collinearity metric R (kt, k′

t) is defined as

R (kt, k′
t) =

(
vecC(m)

kt

)T (
vecC(m)

k′
t

)
∥ vecC(m)

kt
∥ · ∥ vecC(m)

k′
t
∥

, (6.2)

where C represents the local scattering function in (6.1). The collinearity be-
tween the agent and anchor 4 from the ref and loop scenario are shown in Fig. 11.
Anchor 4 is chosen for illustrative purpose, but the analysis holds for every an-
chor. All the elements of the resulting collinearity matrix are between zero and
one (the diagonal is always one). In Fig. 11a, where the agent was driving back
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(a) ref (b) loop

Figure 11: The collinearity matrix for two of the measured scenarios; ref and loop.
Both plots depict the collinearity between the agent and anchor 4.

and forth in the middle of the hall, there is a symmetry for kt + k′
t > 55, which

is when the agent is turning and starts driving back to the start position. In
Fig. 11b, where the agent is driving two laps around machinery, it can also be
clearly seen when the agent are close to the starting position after one lap and
then how there is a parallel line approximately with a constant 40 s separation.
A threshold needs to be set in order to decide how similar the statistics needs to
be in order to be considered WSSUS. Defining the indicator function as

γ (kt, k′
t) =

{
1 : R (kt, k′

t) > cth ,
0 : otherwise ,

(6.3)

where cth defines the threshold. Following [20], the threshold was chosen as 0.9.
The indicator function (6.3) is applied to the collinearity results in a binary ma-
trix with ones on the diagonal. The width of the region around the diagonal
then gives the stationarity time. Multiplying the stationarity region (expressed
in seconds) by the average velocity of the agent, the stationarity distance can
be acquired. That is, the distance for which the WSSUS assumption (approx-
imately) holds. The empirical CDF of the stationarity distance is plotted in
Fig. 12 for the LoS and OLoS data sets.It is clear that the median distance is on
the order of 1 m for the LoS data set, and slightly shorter for the OLoS data set.
Based on these stationarity distances, a window length of 300 snapshots (1.5 s)
is selected when extracting the statistics in the remaining. Since the maximum
instantaneous velocity of the agent was about 0.8 m/s, the maximum length trav-
eled during 300 snapshots approximately equals 1.6 m, but is usually somewhat
shorter.
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Figure 12: The empirical CDF of the estimated stationarity distance for the LoS and
OLoS data sets, when the collinearity threshold was selected to be cth = 0.9.

6.3 Small-scale fading statistics
To get an estimate of the small-scale averaged amplitude of A(m) = |H(m)|, a
moving average window of length K = 300 was applied over the time dimen-
sion, for all tones, resulting in an estimate of the small-scale fading A(m)

SSA ∈
RNf×Nt−K+1. The length K of the window should be approximately 10λ [16],
but due to the dynamic nature of the measured scenario, the value of K will also
change over time. The estimate of the small-scale fading,A(m)

SSF, is then given as

A
(m)
SSF = A(m) ⊙ 1

A
(m)
SSA

,∈ RNf×Nt−K+1, (6.4)

where 1/A
(m)
SSA is the element-wise inversion under the assumption that non of

the elements in A(m)
SSA are zero. The empirical CDF of the small-scale fading,

for the two data sets, is shown in Fig. 13 along with its Ricean fit that follows
the measured curves. It is noteworthy that the small-scale fading shows similar
behavior in the two data sets. The small-scale fading in the LoS data set can
be modelled as Rice (0.84, 0.49) which gives a K-factor of 1.44. For the OLoS
case, the distribution is modeled as a Rice (0.72, 0.59) distribution with a K-
factor of 0.74. The reason for the low K-factor in the LoS data set as well as
the fact that there is a (although small) K-factor in the OLoS data set could
be consequences of the classification of obstruction and/or be attributed to the
short link distances and rich scattering environment that could result in several
strong multipath components.

6.4 Channel hardening
One key advantage of deploying (massive) MIMO systems is the channel hard-
ening effect. In essence, it means that MIMO can combat small-scale fading,
mitigating fading dips due to destructive superpositioning of multipath compo-
nents. When the number of antennas M is increasing, linear schemes such as
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Figure 13: The small-scale fading of the LoS and OLoS data sets. Depicted are the
empirical CDF and their Ricean fitted distributions.

maximum ratio transmission (MRT) have been shown to become optimal [23].
This effect can be very prominent in massive MIMO channels in rich scattering
environments [5]. Although the system here can not be considered to be massive
MIMO, but rather consisting of twelve distributed antennas, it is still shown in
the following that there is a significant channel hardening effect.

In [5], the channel hardening for a distributed MIMO setup was measured
in a limited area in a fully OLoS scenario where channel parameters such as
large-scale fading can be assumed to be constant. Also, the distribution of the
M antennas are on a wall roughly 10 m×3 m (W x H), which will not drastically
influence the distance-dependent path gain. In that setting, the complex channel
gains can be modeled as independent and identically distributed (i.i.d.) complex
Gaussian with no dominant component, which leads to a Rayleigh distribution of
the channel gain amplitudes, and in extension, the channel power gains become
exponentially distributed. Furthermore, performing MRT – which translates to
the sum of channel power gains with some normalization – will lead to a Gamma
distribution Γ (M, 1/M) where M is the number of antennas.

In the data sets presented here, in presence of time-varying distance-dependent
path gain and large-scale fading, the channel hardening effect over time is not
following this theoretical distribution, in line with the analysis in [3]. Here, the
small-scale fading distribution in frequency is inspected by performing MRT. For
each time instant in the measurement set, i.e. ∀k ∈ {0, . . . , Nt−1}, the following
matrix [5, 23] is constructed

Hk =
[
h̃(1)

k , . . . , h̃(M)
k

]
∈ CNf×M , (6.5)

then the MRT is computed as

HMRT
k =

(
HH

k ⊙Hk

)
· 1 ∈ CNf×1, (6.6)

without any normalization. In Fig. 14 the empirical CDF of the channel gain is
plotted in log-log scale, with and without normalization such that the red curves
show the channel gain including path gain, large-scale fading and small-scale
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Figure 14: The empirical CDF for the channel gain. Showing the effect with and
without beamforming gain using (6.6). The red lines show the data under the influence
of all propagation effects, i.e. path gain (PG), large-scale fading (LSF), and small-scale
fading (SSF). In the blue lines the path gain and large-scale fading effects have been
averaged out.

fading and the blue curves only show the influence of small-scale fading, both for
one and twelve antennas when using MRT. Here it can be seen that the deep dips
are mitigated when combining the antennas, resulting in a steeper curve. Due to
the dynamic nature of the data set there will be a varying mean power gain, but
the deep dips have been mitigated. Without the normalization, large-scale fading
effects are a part of the results, giving a required fading margin of not much more
than 10 dB. Considering small-scale fading only, just a few dB of fading margin
is sufficient for reliable communication. In either case, one can conclude that D-
MIMO is indeed an enabler of ultra-reliable communication and could contribute
to reduced fading margins and reduce the need of re-transmissions, also leading
to reduced latencies.

7 A distributed MIMO channel model
for industrial environments

With all the parameters in place, here is a summary of how to apply these to
generate realizations of the spatially consistent stochastic channel model, appli-
cable for D-MIMO in industrial environments. The first step is the initialization
phase:

1. Select the number of anchors M and place them in the environment con-
sidered.
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2. Place the agent at its initial position in the environment.

3. Initialize the covariance matrix C ∈ RM×M ; the diagonal elements are all
ones, and all off-diagonal elements are chosen as described in Sec. 5.1.

4. For each anchor m, assign it an auto-correlation distance according to
Sec. 5.2.

5. For each anchor m, assign it a state-change probability according to Sec. 3.1.

6. Realize and distribute NIO interacting objects (IOs) for each anchor in
the environment and draw an additional delay for each of them such that
the power delay matches an exponential decay with an rms delay spread
corresponding to Fig. 10. These IOs are then used for simulation of the
small-scale fading and represent the last interaction point as seen from the
agent.

7. Initialize the random start phases of the anchors.

The next steps are the simulation for each anchor m at time instance k:

1. Calculate the distance between the anchor and the agent.

2. Calculate the distances between the anchor, the agent, and the interacting
objects.

3. Draw a realization to determine a potential state change between LoS and
OLoS.

4. Calculate the deterministic path gain according to Sec. 4.

5. Draw a realization of the large-scale fading as in Sec. 5.

6. Apply the large-scale fading auto-correlation distance, see Sec. 5. This
also applies to the instantaneous K-factor, which is determined by the link
state. The large-scale fading and the K-factor are filtered by a first-order
auto-regressive process where the forgetting factor k is determined by the
movement of the agent in each step.

7. Simulate small-scale fading according to Sec. 6.3.

8. Apply the previously initialized covariance matrix C between all anchors.

The model is inspired by the COST 2100 framework [39] and has some simi-
larities to this. The main addition is the extension to cover a D-MIMO scenario
with correlations of large-scale fading parameters and the extraction of channel
characteristics for an industrial scenario. The parameters are derived from the
measured scenario with distributed single antennas in the environment. Future
possible extensions are the inclusion of clusters and visibility regions of clusters
and scatterers to account for antenna correlations in cases where the agent or
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anchors have multiple antennas. The current setup does not allow for such anal-
ysis. In the case where many antennas are used at the anchors or agent, or if
a wider system bandwidth is used, the number of scatterers has to increase to
match the resolvability of the system.

8 Conclusions
A comprehensive analysis has been conducted based on data gathered from a
unique D-MIMO channel measurement campaign in an industrial environment.
A new approach for classifying obstruction that is derived from lidar data and
approximated from the first Fresnel zone is presented, including a state transition
graph. The assumption that there are almost always (a few or several) strong
links in D-MIMO systems is confirmed and a quantification based on measure-
ment data is provided, showing what one can expect from a real scenario. An-
other D-MIMO characteristic paving the way for ultra-reliable communication
is the increased potential for experiencing independent channels at the different
antennas. Here, it is shown that there is not only a clear channel hardening ef-
fect reducing the small-scale fading effects but also, by evaluating the covariance
matrix, it is established that also the large-scale fading characteristics show a
diversity gain; an effect that is more prominent in LoS than in OLoS. In our sce-
nario a 10 dB fading margin is sufficient for URLLC with negligible outage when
using MRT. In dynamic D-MIMO scenarios there are both spatial and temporal
non-stationarities that need to be taken into account, which are here thoroughly
investigated. Finally, key channel parameters such as path gain, large-scale fad-
ing, small-scale fading, RMS delay spread are evaluated; these are essential in
order to achieve an accurate channel model, for which we here provide a step-
by-step recipe to achieve spatial consistency, and that can be used for system
development and evaluations of D-MIMO in industrial environments.
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