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Popular-science summary

The advent of AI and robotics has given rise to increasingly humanlike technol-
ogy. Engaging with technology that can interact with humans in a humanlike
manner, whether through natural language, voice, body language and gestures, or
other forms that mimic human interactions, is a new phenomenon. These tech-
nologies have social capabilities and some limited agency to perform tasks inde-
pendently, and can therefore be called social agents. How these AI-enabled social
agents can affect human social interaction is not fully understood. It is therefore
important to study their impact, starting with how they affect human perception.
Whether people perceive social agents as (on some level) human, or as something
else, has implications for the design and implementation of these technologies.
Trust, transparency and explainability appear to be key factors in the ethical and
beneficial development of social agents. In previous research, a feature of human
perception called anthropomorphism has been linked to the human ability to un-
derstand even non-human attributes in human terms. Anthropomorphism has
also been shown to influence trust. It is also significant for the perception of the ex-
istence of a mind in seemingly intelligent non-humans. However, whether people
perceive different types of social agents differently, and how different humanlike
features contribute to this perception, is unclear. This thesis studies how differ-
ent humanlike features of three types of agents (chatbot, voice assistant speaker
and robot) influence people’s perceptions of anthropomorphism, mind and trust
through a series of experiments. The results indicate that people have a distinct
perception of agents in terms of mind, where they are seen as humanlike in terms of
so-called task-oriented cognition, but significantly lower in terms of more complex
human attributes such as emotional cognition and reflection. It is more positive
for trust when agents complete tasks successfully compared to when they have hu-
man attributes. The perception of anthropomorphism is significantly influenced
by human characteristics, and voice appears to be a very influential characteristic.
The results led to the coining of the term Pseudo-Sapiens, which is found in the
title of the thesis, to collectively refer to these anthropomorphic technologies.
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Populärvetenskaplig sammanfattning

Tillkomsten av AI och robotik har gett upphov till allt mer människoliknande
teknologi. Teknik som kan interagera med människor på ett mänskligt sätt, oav-
sett om det är genom naturligt språk, röst, kroppsspråk och gester, eller andra
former som efterliknar mänskliga interaktioner, är ett nytt fenomen. Dessa tek-
nologier har sociala förmågor och en viss begränsad handlingskraft för att utföra
uppgifter självständigt, och kan därför kallas sociala agenter. Hur AI-understödda
sociala agenter kan påverka mänsklig social interaktion är inte helt förstått.. Det
är därmed viktigt att studera vilken inverkan de har, med utgångspunkt i hur de
påverkar människans perception. Huruvida människor uppfattar sociala agenter
som (på någon nivå) mänskliga, eller som något annat har konsekvenser för ut-
formningen och implementeringen av dessa teknologier. Förtroende, transparens
och förklarbarhet framstår som nyckelfaktorer i etisk och fördelaktig utveckling av
sociala agenter. I tidigare forskning har ett särdrag i mänsklig perception som kallas
antropomorfism kopplats till människans förmåga att förstå även icke-människliga
attribut i mänskliga termer. Antropomorfism har också visat sig påverka tillit. Det
är också betydande för uppfattningen av existensen av ett sinne hos till synes in-
telligenta icke-människor. Huruvida människor uppfattar olika typer av sociala
agenter olika, och hur olika människoliknande egenskaper bidrar till denna upp-
fattning, är dock oklart. I denna avhandling studeras hur olika människoliknande
egenskaper hos tre typer av agenter (chatbot, röstassistent i högtalare och robot)
påverkar människans uppfattning om antropomorfism, sinne och tillit genom en
serie experiment. Resultaten indikerar att människor har en distinkt uppfattning
om agenter i termer av sinne, där de är rankade som människolika när det gäller
s.k. uppgiftsorienterad kognition, dvs. under ett styrt syfte, men betydligt lägre när
det gäller mer komplexa mänskliga attribut som emotionell kognition och reflek-
tion. Det är mer positivt för tilliten när agenterna slutför uppgifter framgångsrikt
jämfört med att de har mänskliga attribut. Uppfattningen om antropomorfism
påverkas avsevärt av mänskliga egenskaper, och rösten framstår som en mycket in-
flytelserik egenskap. Resultaten ledde till myntandet av begreppet Pseudo-Sapiens,
som finns i avhandlingens titel, för att kollektivt referera till dessa antropomorfa
teknologier.
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Interactions with Pseudo-Sapiens

”There is nothing to be known about anything except an initially large,
and forever expandable, web of relations to other things. Everything
that can serve as a term of relation can be dissolved into another set of
relations, and so on for ever. There are, so to speak, relations all the way
down, all the way up, and all the way out in every direction: you never
reach something which is not just one more nexus of relations.”

- Richard Rorty, 1989





Chapter 1

Introduction

The myth of Prometheus from ancient Greece recounts the tale of the eponymous
Titan, who created humans from clay and defied the Olympian gods by stealing
fire (symbolising knowledge) from Mount Olympus to give to humanity. Zeus
(King of the Olympian gods) had denied humans fire, fearing the empowerment
and potential independence it would grant. Prometheus’ gift of fire enlightened
humans, enabling the development of technology, arts, and culture. As a punish-
ment for the defiance, Zeus ordered Hephaestus (the god of fire and craftsmanship)
to create the first human woman, Pandora, beautiful and charming, with curios-
ity and deceitfulness bestowed upon her by the Olympian gods. She was given a
box containing all the evils of the world, such as sickness, death, and suffering,
with instruction never to open it. However, bound by her preordained curios-
ity, she opened the box, unleashing all the suffering that would afflict humanity.
The immortal Prometheus was bound to a mountainside, condemned to have his
liver devoured by an eagle each day, only for it to regenerate every night, endur-
ing torment for all eternity. Myths such as this have played an important role in
shaping early ideas about the nature of existence, knowledge, creation, and the
relationship between the creator and their creations. Prometheus’ story has been
recontextualised often, to reflect shifting zeitgeists of societies over time. Now, it
has been reinterpreted again to reflect both the opportunities and the risks that
artificial intelligence (AI) and robotics present, for humans as their creators, and
humanity as a whole (Starmans, 2020).
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Whether out of curiosity about our creation, or an innate desire to understand
and reflect the human condition, we have seemingly always envisioned humanlike
artificial entities. Stories of mechanical beings with human characteristics have
existed since antiquity, long before modern technology. The Greek myth of Talos
tells of a giant, bronze, often humanoid, automaton 1.1, created and animated by
Hephaestus at the request of Zeus, to protect Europa (Zeus’ consort) on Crete by
patrolling the shores of the island and defending it from invaders (Iavazzo et al.,
2014). As one of the earliest examples of a humanoid automaton¹, Talos exem-
plifies humanity’s long-standing inclination to imagine artificial beings created in
our own likeness.

Figure 1.1: Talos depicted on a silver didrachm from Phaistos, Crete (ca. 300/280-270 BC)

While the myth of Talos involves gods as the creators, stories where humans are
portrayed as the creators of artificial beings have also existed long before such cre-
ations were considered feasible, even in theory. An ancient Chinese legend re-
counts the story of Yen Shih, an engineer who is said to have crafted a mechanical
man that was capable of lifelike movements and even singing, that was designed

¹A mechanical, self-operating machine, especially one designed to mimic human actions or per-
form tasks autonomously.
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to entertain the emperor (LaGrandeur, 2012). Similarly, an ancient Indian story
speaks of a serving girl made of wood that could move like a human, make eye
contact, and serve wine – described as being real in every way except her inabil-
ity to speak (LaGrandeur, 2012). Other ancient Indian texts speak of the concept
of yantra-purusha or mechanical man, demonstrating early ideas about artificial
humanoid beings (Iavazzo et al., 2014). These myths, legends and stories describe
entities that we would recognise as humanoid social robots today, millennia before
the term ‘robot’ was coined in 1921 by the Czech writer Karel Čapek in his play
R.U.R. (Rossum’s Universal Robots) (Christoforou and Müller, 2016).

Significant technological leaps have been made in the fields of AI and Robotics
in the last 50-or-so years, getting us closer today to those early ideas of humanlike
artificial entities than we have ever been before. While ancient stories may have had
early ideas about what would eventually become humanoid social robots, today
we are also capable of creating entirely digital entities, some with virtual bodies,
and others with none at all, concepts that could never have been imagined even a
century ago. These robots and digital entities, such as chatbots and voice assistants,
are often autonomous, relatively intelligent, and designed for social interaction
with humans – they are collectively referred to as humanlike social agents.

Several agents created over the past few decades exemplify the technological break-
throughs made in this area. In 1966, ELIZA, developed by Joseph Weizenbaum,
became the first ever chatbot to simulate a conversation in natural language, and
was highly influential in subsequent chatbot developments (Berry, 2023). Not
long after, in 1973, Waseda University developed Wabot-1 (Hashimoto and Takan-
ishi, 2015), the first full-scale humanoid robot (with limited autonomy) capable of
bipedal walking on flat surfaces, communicating with humans, and moving objects.
In 1995, ALICE (Artificial Linguistic Internet Computer Entity), developed by
Richard Wallace, improved upon earlier chatbot systems using AIML (Artificial
Intelligence Markup Language) to create more dynamic, context-sensitive conversa-
tions (AbuShawar and Atwell, 2015). And in 2000, ASIMO, a robot developed by
Honda, capable of walking, running, and interacting with humans, represented a
major leap in humanoid robotics by demonstrating its ability to move fluidly in
human environments (Shigemi et al., 2018).

The late 2000’s brought several consumer-oriented chatbots and voice assistants
such as Apple Siri 1.2, Google Assistant, and Amazon Alexa, making social, hu-
manlike conversations with technology more widespread. Increasing collaboration
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between AI and Robotics led to the creation of robots that could navigate envi-
ronments, recognise objects and people, and even interact with humans in meaningful
ways. In 2017, Jibo launched as one of the first consumer-oriented robots to fea-
ture natural human-robot interaction, using its expressive face and body movements
to engage with people. Jibo could recognise faces, track people’s movements, and hold
conversations (Rane et al., 2014). In 2019, Replika, an AI chatbot designed to serve
as a personal companion, was released. It uses machine learning to learn from user
interactions and develop a more individualised, empathetic conversation style (Pos-
sati, 2023). And in 2021, Ameca was developed by Engineered Arts. With highly
realistic facial expressions and body movements, it can mirror human expressions
and engage in emotional, humanlike communication (ElDiwiny, 2023). It is touted
as one of the most advanced humanoid robots today.

Figure 1.2: Apple HomePod mini smart home speaker with Siri voice assistant.

This exceptional pace of advancement has resulted in humanlike social agents be-
coming increasingly viable in consumer-facing contexts today. The motivation
for their development is rooted in the promised potential of these technologies,
which are expected to increase productivity and efficiency (Johannsen et al., 2021;
Al Naqbi et al., 2024), increase profits or reduce business costs (Cernetic, 2003;
Heo et al., 2018), improve quality of services (Meskó et al., 2018; Akdim and
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Casaló, 2023), alleviate human resource shortages in essential domains (Edwards
and Cheok, 2018; Hurmuz et al., 2023; Carioli et al., 2024), and enhance overall
human well-being (Ta et al., 2020; Jeong et al., 2023). In order to achieve this,
several different implementations of these agents are being studied in various con-
texts. Broadly, chatbots, voice assistants, and social robots represent three of the
most dominant types of humanlike social agents, stemming from significant in-
vestments in research and development, growing adoption, and a proliferation of
consumer-oriented products and services.

With applications spanning customer service, e-commerce, and even mental health
support, chatbots have emerged as a primary interface for businesses to interact
with consumers. Technavio, a technology market research firm, states that the
global chatbot market is expected to grow significantly, with a projected increase
of USD 5.37 billion between 2023 and 2028, at a compound annual growth rate
(CAGR) of 35.27% (Technavio, 2024). This growth is driven by an increasing
demand for automated customer support, web self-service options, and improve-
ments in customer relationship management (CRM). Apart from chatbots (which
may also be voice enabled), voice assistants like Apple Siri, Google Assistant, and
Amazon Alexa have become household staples with 75.7 million, 88.9 million,
and 84.2 million users respectively according to the market research firm EMAR-
KETER, who claim that 132.9 million users will engage with various voice assis-
tants by the end of 2024 in the US alone (EMARKETER, 2024).

A lot of this growth in chatbots and voice assistants can be attributed to ad-
vancements in Conversational AI technologies, such as Natural Language Pro-
cessing/Understanding (NLP/NLU), particularly in the form of Large Language
Models (LLMs) and Generative AI. In November 2022, OpenAI launched Chat-
GPT, a Generative AI chatbot based on the GPT-3 Large Language Model (LLM),
which became the fastest growing consumer application in history, acquiring over
100 million monthly active users within two months of launch (Reuters, 2023). At
the time, ChatGPT was considered by many to be a revolutionary shift in the field
owing to its ability to have highly natural, humanlike, coherent, and contextually
relevant conversations (Jo, 2023).

In many ways, ChatGPT was the first easily accessible, AI-powered, consumer-
facing technology that was seemingly both humanlike and intelligent. It sparked
the latest wave of AI hype, an increased awareness of AI among the general public,
and the subsequent development of a slew of competitors to ChatGPT, such as
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Google’s Bard – based on their LaMDA and PaLM language models, Anthropic’s
Claude, and Meta’s open-source LLaMA model. ChatGPT’s widespread adoption,
along with its competitors, also marked a turning point in making humanlike
interactions with AI a commonplace experience for everyday consumers. Unlike
earlier chatbots, LLM-based chatbots excel at maintaining coherent, multi-turn
dialogues, remembering context, and tailoring their tone and phrasing to suit the
emotional tenor of the conversation. AI is also making voice assistants more viable
with increasingly naturalistic voice integrations, evidenced by ChatGPT’s recently
added voice functionality. These technologies are perceived as being so humanlike
that it has been suggested ChatGPT may be able to pass the Turing Test with naïve
users (Gams and Kramar, 2024).

While AI has enabled software services in the form of chatbots and voice assistants,
physical robots as consumer technologies are also growing fast. Non-humanlike
service robots such as robotic vacuums and delivery bots are already becoming
commonplace in homes. Anthropomorphic² companion robots such as Amazon’s
Astro, Anki’s Vector, and Energize Lab’s Eilik have been available for some time
now. Robots are also poised to become more humanlike in areas such as compan-
ionship and healthcare, where research suggests humanlikeness may be important
(Coghlan, 2022; Ahmed et al., 2024). Research Nester, another market research
firm, claims that the social robot³ market was valued at USD 5.58 billion in 2024,
and projected to reach USD 128.65 billion by 2037, at a compound annual growth
rate (CAGR) of 27.3% (Nester, 2024).

The push for humanlike consumer robots designed for social functions has already
begun. In October 2024, Elon Musk announced that the Tesla Optimus humanoid
robot 1.3 would go into limited production in 2025, and may be commercially
available as early as 2026 (Techopedia, 2024). While there is general scepticism
regarding the timeline, Tesla Optimus has captured the public imagination in a
way that previous humanoid robots have not, largely due to the brand equity of
Tesla and the cult personality of Elon Musk himself. Unlike earlier humanoid
robots such as ASIMO or Ameca, which were often research projects or niche
products, Tesla Optimus is being marketed as a potential mass-market, consumer-
grade, affordable humanoid robot. Musk’s vision for the Tesla robot includes not

²Chapter 2 elaborates on definitions and distinctions.
³Including humanlike and non-humanlike social robots.
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only assisting in factories or helping with labour but also performing household
tasks and potentially serving as personal assistants, suggesting a near-future where
humanoid robots could integrate into people’s homes, workplaces, and daily lives.

Figure 1.3: Tesla Optimus robot (Gen 1) at Tesla Center Verona, Verona, Italy.

Evidently, more and more individuals are going to come in contact with chatbots,
voice assistants, and robots, in the not-so-distant future, if not already. Simultane-
ously, many of these technologies are likely to get more humanlike, for instance,
the implementation of Conversational AI in voice assistants and social robots will
enable them to have increasingly naturalistic conversations (Dong et al., 2023;
Lykov and Tsetserukou, 2023). In this context, how humans perceive humanlike-
ness in these agents and whether and the role humanlikeness plays in interaction
are highly consequential, both to inform design decisions, and to ensure ethical
development of these technologies.
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1.1 Research Frontier

While humanlike social agents are becoming increasingly commonplace in every-
day life, research in human interaction with these agents still has several open
questions that need to be studied in order to understand the dynamics of human-
agent interaction. Firstly, while anthropomorphism – the phenomenon by which
humans attribute humanlike traits to non-human entities such as technology (Ep-
ley et al., 2007) – is generally regarded as a facilitator of human-agent interaction,
its nature and effects are not clearly understood. Regarding nature, Kühne and
Peter (2023) elaborate on two issues:

First, anthropomorphism has not been consistently distinguished from
related psychological phenomena. Notably, it is not evident whether
certain cognitions and behaviors present precursors, consequences, or
constitutive elements of anthropomorphism. For instance, it is not
clear whether perceptions of a robot’s shape, movement, and behav-
ior lead to the anthropomorphization of the robot or whether they
are an aspect of anthropomorphization...Second, no consensus ex-
ists about the dimensional structure of anthropomorphism in HRI.
Scholars disagree on whether anthropomorphism is best conceptual-
ized as uni- or multidimensional, that is, whether anthropomorphism
is a monolithic concept (i.e., unidimensional) or whether it has mul-
tiple facets, or dimensions, that constitute the overall concept (i.e.,
multidimensional) (Kühne and Peter, 2023).

Regarding effects, in a meta-analysis of the phenomenon in human-robot inter-
action research, Roesler et al. (2021) find that while anthropomorphism always
has a positive effect on perception in social contexts, the effect does not transfer
over to reciprocal interactional outcomes, and even that the positive correlation in
perception in social interaction with robots may not be applicable in other con-
texts such as task-related settings. This leads them to question the usefulness of
anthropomorphism in these domains. They write that:

Whereas social HRI consistently benefits from anthropomorphic robot
design, a mixed picture emerges for other application domains... Most
of all, our results suggest that interaction quality between humans
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and robots can particularly be promoted by implementing anthro-
pomorphic communication features, by multiple implementations
of anthropomorphism, and by implementing task-relevant anthro-
pomorphism. (Roesler et al., 2021).

They further mention a limitation of the meta analysis that did not consider de-
grees of anthropomorphism, as it is difficult to measure objectively – with most
included empirical findings contrasting only two levels – noting it as an oppor-
tunity for future research. Similar themes are echoed by Li and Suh (2022) in a
literature review of anthropomorphism in AI-enabled technologies (AIET), where
they make the following (subset of ) recommendations:

Future studies can consider to separately or jointly measure the psy-
chological, visual, and verbal aspects of anthropomorphism... In
conceptualizing anthropomorphism as a technological stimulus, re-
searchers should operationalize it considering not only the psycho-
logical features of AIET but also the visual and verbal features to
specifically understand anthropomorphism and its consequences in
the AIET context... visual, verbal, and psychological aspects may
be considered three dimensions of anthropomorphism (Li and Suh,
2022).

Apart from anthropomorphism, trust is generally seen as another central concept
that enables human-agent interaction. The relationship between trust and an-
thropomorphism, though broadly considered positive, remains unclear. Several
studies suggest a positive effect of anthropomorphism on trust (Waytz et al., 2014;
De Visser et al., 2016), some find a positive but indirect relationship (Chen and
Park, 2021), some have linked trust specifically to the mind perception aspect of
anthropomorphism (Mou et al., 2020), others argue anthropomorphism may lead
to misjudged trustworthiness (Placani, 2024), or overtrust (Aroyo et al., 2021).
Transparency mechanisms have been proposed as a means for trust calibration
in other autonomous agent domains (Wang et al., 2021). Generally, due to being
subject to contextual and individual differences, more studies on trust and anthro-
pomorphism in varying contexts, agents, and individuals are needed to develop a
deeper understanding of the relationship (the central concepts are each expanded
on in Chapter 2 and 3). There is specifically a need for comparative studies across
agent types. In terms of mind perception, Koban and Banks (2024) write that:
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Although existing research suggests that disembodied machine agents
are often understood as remarkably similar to embodied agents, oth-
ers have stressed that embodiment and corporeality have meaning-
ful impact on people’s perception, evaluation, and ascription. Un-
til agent-comparative research addresses this issue, we call for cau-
tion when attempting to draw implications for disembodied machine
agents (Koban and Banks, 2024).

The following research gaps can be distilled from the above: (1) studying the di-
mensional nature of anthropomorphism, specifically visual, verbal, and psycho-
logical aspects, (2) studying the effects of anthropomorphism in task-oriented set-
tings, (3) studying the effect of levels of anthropomorphism, (4) studying the rela-
tionship between trust and anthropomorphism, and (5) comparing the perception
of mind in different types of agents.

1.2 Aim and Scope of the Thesis

The thesis draws from four articles (Article I, II, III, and IV)⁴ with the overarching
aim is to understand how the perception of humanlikeness—through the lenses of an-
thropomorphism, mind, and trust—varies across chatbots, voice assistants, and social
robots. The studies that the thesis draws from contribute, in different ways, to the
research gaps outlined in the previous section, split between the following research
questions.

Research Questions

RQ 1: How do different humanlike attributes such as body, voice, personality,
input method, and communication medium affect the extent to which users an-
thropomorphise chatbots, robots, and voice assistant speakers during interaction?

⁴The apparent discrepancy in the order of the papers and the research questions arises from the
questions being informed by different papers and the conceptual framing of the thesis. In the thesis
the progression follows a sequence from anthropomorphism (the phenomenon) to mind perception
(a subset of anthropomorphism), and finally to trust (the outcome).
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RQ 2: How does agent type – chatbot, voice assistant, social robot – affect mind
perception in human-agent interaction?

RQ 3: How do different humanlike attributes such as body, voice, personality, in-
put method, and communication medium influence user trust in chatbots, robots,
and voice assistant speakers during interaction?

In informing the results, Article IV serves as a pre-study, outlining a theoretical
framework for transparency in AI, and identifying ‘interaction transparency’ as
an integral level of transparency. Article II compares the perception of trust and
anthropomorphism between a voice assistant and humanoid robot, with four lev-
els of humanlikeness of voice. It also measures two types of trust (human-trust
and technology-trust), and is designed to highlight whether body and voice con-
stitute two dimensions of anthropomorphism. Article I studies the effect of hu-
manlikeness of personality, input method, and communication medium (voice)
on anthropomorphism and trust. While personality and input method do not
directly address the research gaps, communication medium is a comparative ex-
periment, and together they serve the aim. Both the studies are conducted in
the same task-oriented context, with nearly identical interaction possibilities, and
similar methodology. Article III takes advantage of the study design by comparing
mind perception between all three agent types. While other variables – animacy,
likeability, perceived intelligence, and perceived safety – were measured in the
former two studies, the scope of this thesis is narrowed specifically to anthropo-
morphism, mind perception, and trust. This is done for two reasons, (1) they are
directly relevant to the research gaps and aim, and (2) they were the primary fo-
cus of the original studies even though other variables were measured. Findings
related to other variables will be addressed briefly in the discussion.
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1.3 Thesis Structure

The kappa (introductory text) contextualises and summarises the articles that are
part of this thesis. Articles I, II and III address the research questions and make
empirical contributions to HAI, while Article IV addresses the broader ethical as-
pects, specifically transparency, of AI and makes theoretical contributions to the
field.

Section 2: Outlines the core concepts in HAI relevant to the research questions
and defines specific uses of the concepts within this thesis.

Section 3: Outlines various theoretical positions on the three human propensities
central to the thesis, highlights current empirical research on them within HAI,
and identifies relevant theoretical perspectives that inform this thesis.

Section 4: Outlines methodologies used to conduct the studies presented in Arti-
cles I, II and III.

Section 5: Briefly overviews the results of the individual studies presented in Arti-
cles I, II and III.

Section 6: Synthesises the results from Article I, II, and III, within the context
of the research questions outlined in the thesis, discusses broader implications in-
cluding Article IV, and outlines future research avenues.
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Chapter 2

Definitions

2.1 Humanlike, Social, and Agent: A New Paradigm

The label ‘humanlike social agents’ may be considered an oxymoron in lay terms:
these technologies are, as of today, only marginally humanlike, can merely simu-
late social behaviour, and do not truly possess agency¹ – at least not in the same
sense as human agency. This semantic scrutiny however, seemingly does not ap-
pear to align with the experiential reality of interacting with some² of these agents.
Their humanlikeness, ability to simulate social behaviour, and apparent agency are
convincing enough that we are beginning to witness the emergence of parasocial-
ity³ (Maeda and Quan-Haase, 2024), a phenomenon that is likely to grow. We
do not as yet fully understand the implications of such agents for human relation-
ships and human social behaviour in general (Wu, 2024). While humans have long
interacted with other agents, such as animals, and have for some time interacted

¹”Sense of agency is the phenomenology associated with the responsibility we feel over voluntary
actions and their effects” (Silver et al., 2021).

²AI-driven chatbots are leading the way, as elaborated previously.
³”It refers to an asymmetrical, one-sided relationship between individuals and media person-

alities, real/fictional characters, or celebrities... wherein the individual experiences a personal con-
nection with the media figure despite having little-to-no interpersonal interactions with them... ”
(Maeda and Quan-Haase, 2024).
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with human-centric technologies like computers, they have never thus far, outside
of imagination, been able to engage with entities that not only possess human-
like characteristics but are also capable of replicating human language, learning,
reasoning, and complex problem solving.

Etymologically, the term agent⁴ comes from the Latin word agens, derived from the
verb agere, meaning “to do” or “to act”; the root of the word focuses on the concept
of action. As the concept of agency evolved, the term agent began to imply not
just someone who acts, but someone who chooses, decides, and exercises control
in their actions (Schlosser, 2019). Swanepoel (2021) writes that, “In its simplest
form, an agent is a thing which performs intentional actions. What constitutes
an intentional action is, roughly, that the action is something an agent wishes or
desires to do” (Swanepoel, 2021). Philosophically, much has been written about
the nature of agency, the role of autonomy, and their relationship to the human
experience (Emirbayer and Mische, 1998). Regarding technology however, the
term has been defined based on functional criteria. With the advent of computers
that could perform tasks autonomously, displaying some degree of agency, the term
agent came to be applied in this context. Franklin and Graesser (1996) describe an
autonomous agent as,

A system situated within and a part of an environment that senses that
environment and acts on it, over time, in pursuit of its own agenda
and so as to effect what it senses in the future (Franklin and Graesser,
1996).

Discussions continue about what it means to ascribe agency to technological arte-
facts (Swanepoel, 2021). Bradshaw (1997) writes that,

‘Agent is that agent does’ is a slogan that captures, albeit simplis-
tically, the essence of the insight that agency cannot ultimately be
characterized by listing a collection of attributes but rather consists
fundamentally as an attribution on the part of some person (Van de
Velde 1995)...This insight helps us understand why coming up with
a once-and-for-all definition of agenthood is so difficult: one per-
son’s ‘intelligent agent’ is another person’ s ‘smart object’; and today’s

⁴As per Merriam-Webster in December 2024
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‘smart object’ is tomorrow’s ‘dumb program’. The key distinction is
in our expectations and our point of view (Bradshaw, 1997).

Social agency in humans has been defined as a, “sense of agency when the volun-
tary action’s effect is the direct or indirect reaction of a conspecific that we per-
ceive as an independent agent” (Silver et al., 2021). Extrapolating from Franklin
and Graesser’s (1996) definition of an autonomous agent, and considering social
agency in the context of an autonomous social agent (referred to henceforth simply
as a social agent), we may define it as ‘a system situated within and a part of a social
environment that senses that environment and acts on it socially, over time, in pursuit
of a shared agenda, and so as to influence both what it and others sense in the future’.
This definition emphasises that a social agent is not isolated but is embedded in a
larger social context, is capable of perceiving or sensing (i.e., gathering data about)
the environment (whether it be physical or digital), and interacting with other
agents or individuals in the environment, over an extended period, through on-
going engagement and adaptation, towards shared common objectives with other
agents or individuals, influencing not only its own behaviour and perception but
also that of others in the environment. A humanlike social agent takes that further
by incorporating human characteristics within the social agent.

It is helpful here to distinguish between the concepts of anthropomorphism and
humanlikeness in relation to agents. Anthropomorphism refers to the human trait
of attributing human characteristics, emotions, intentions, or behaviours to non-
human entities (Epley et al., 2007). Humanlikeness⁵⁶ refers to an agents’ attributes,
and the degree to which these attributes – such as behaviours, appearance, inter-
actions, and capabilities – resemble those of a human being (Law et al., 2022).
In this sense, the two concepts are interconnected: anthropomorphism enables
humanlikeness, and humanlikeness elicits anthropomorphism. In the literature,
the terms ‘anthropomorphic’ and ‘humanlike’ are sometimes used interchange-
ably, but there is a critical distinction: ’anthropomorphic’ implies qualities that
an agent may or may not possess, depending on human perception, whereas ‘hu-
manlike’ refers to qualities intentionally embedded in the agent by design. It is
the latter concept – humanlikeness – that this thesis concerns itself with.

⁵Including its variants human-likeness, humanlike, and human-like.
⁶The term and its intended usage exist in literature but are often inconsistently applied.
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2.2 Human-Agent Interaction: Minds Meet Machines

The concept of interaction is central to Human-Agent Interaction (HAI). In the
field of Human-Computer Interaction (HCI), where it is similarly a “field-defining”
concept, Hornbæk and Oulasvirta (2017) argued that the concept itself had re-
mained largely undefined. In an effort to “move from everyday concepts to sharper,
scientific concepts”, they analysed different formulations across literature, and pro-
posed the following definition:

Interaction concerns two entities that determine each others’ behaviour
over time. In HCI, the entities are computers (ranging from input
devices to systems) and humans (ranging from end-effectors to tool
users). Their mutual determination can be of many types, including
statistical, mechanical, and structural. But their causal relationship
is teleologically determined: Users, with their goals and pursuits, are
the ultimate metric of interaction. From here on, how researchers
construe that determination influences the phenomena they can at-
tend to, what they think good interaction is, and what tools they have
to offer evaluation and design (Hornbæk and Oulasvirta, 2017).

This definition is largely applicable to HAI, where the entities are agents (instead of
computers⁷) and humans. However, in the context of social agents, the concept of
mutual determination may also take on a relational dimension. Relational deter-
minants – such as communicative, emotional, and behavioural factors – become
central to defining the interaction, reflecting the inherently social and dynamic
nature of these agents.

Humans have shown a remarkable propensity for social interactions with non-
human entities, particularly with technology. Reeves and Nass (1996) argued that
humans do not instinctively distinguish between real-life interactions and medi-
ated representations, and that they engage in mindless (instinctive or unreflective)
and social responses when interacting with mediated representations that mimic
human social characteristics (Reeves and Nass, 1996). From this foundation, the

⁷Agents can be considered a type of computer, but interacting with them differs significantly
enough to warrant a separate categorisation and an expanded definition appropriate for this context.
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CASA paradigm (Computers Are Social Actors) emerged, focusing more specif-
ically on human interactions with technologies perceived to exhibit social cues
and some level of agency (Nass et al., 1994; Nass and Moon, 2000). Apart from
mindless behaviour, several studies have linked this phenomenon to anthropomor-
phism (Gong and Nass, 2007; Wang, 2017), however, the evidence is inconsistent
regarding this explanation (Lee, 2010).

Numerous studies provide evidence supporting CASA. For instance, Nass, one
of the theory’s co-proposers, demonstrated through several studies that humans
respond socially to computers exhibiting social cues. People rated computers la-
belled as teammates more positively than those without such labels (Nass et al.,
1994), preferred computers that flattered them (Fogg and Nass, 1997), and applied
gender stereotypes to computers with gendered voices (Nass et al., 1997). Beyond
computers, CASA has found support across a wide range of technologies, such
as chatbots (Adam et al., 2021), voice assistants (Schneider and Hagmann, 2022),
robots (Kim et al., 2013), and autonomous vehicles (Waytz et al., 2014). Even
subtle social cues in these technologies can elicit social responses from humans.
However, there has been some critique of the consistency and reproducibility of
the phenomenon (Schaumburg, 2001; Gambino et al., 2020).

While CASA paradigm serves as an explanation for humans’ social responses to
computers, the interactions studied under CASA are not necessarily complex (al-
though they can be) – as the phenomenon is rooted in understanding human
responses to subtle or minimal social cues. In terms of meaningful, complex inter-
actions with humans, Krämer et al. (2012) identified perspective-talking, common
ground, imputing one’s knowledge to others, and theory of mind, as core aspects
in human-human interaction and prerequisites for agents. It is theorised that such
capabilities would by default elicit natural human social behaviour. Current tech-
nology, while being able to simulate some of these qualities, does not fully meet
these requirements. Despite this, studies – such as with CASA – have found that
humans seem to readily apply human interaction norms in their interactions with
agents that display (or simulate) even some of these characteristics. As a result, it is
hypothesised that human-agent interactions are likely to follow a human-human
interaction (HHI) paradigm, especially as technology advances and more of these
prerequisites are built into social agents (Krämer et al., 2012).

In human interaction, trust is often considered one of the most fundamental con-
cepts. It plays a crucial role in various kinds of relationships from interpersonal
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and group dynamics, to institutional and societal. It is often referred to as the
“glue that holds society together” (Schilke et al., 2021). Baier (2014) writes,

Trust, the phenomenon we are so familiar with that we scarcely notice
its presence and its variety, is shown by us and responded to by us
not only with intimates but with strangers, and even with declared
enemies (Baier, 2014).

Human trust also extends to technology (Mcknight et al., 2011). Humans apply
similar mechanisms of establishing trustworthiness in technology as they do in
other humans, where reliability plays an important role (Mcknight et al., 2011).
With regard to trust in technology, the concept of transparency is often seen as
an antecedent of trust (Brunk et al., 2019), which likely informs assessments of
reliability (although this connected has not explicitly been explored in literature
and is an open question). As a consequence, trust and transparency are together
(along with perceived risk) viewed as significant factors influencing technology ac-
ceptance (Märtins et al., 2022). Research on trust has historically had a broader
and more multidisciplinary scope than transparency, which was primarily rooted
in governance literature. However, with the advent of technology, particularly the
internet, and now AI, the scope and implications of the concept have widened
(Larsson and Heintz, 2020), and multidisciplinary frameworks are needed to ad-
dress this (Weller, 2019).

Evidently, if the HHI paradigm should successfully apply in HAI, trust will play an
equally central role in this context. Research on anthropomorphism and trust in
HAI has been steadily growing; however, several open questions remain regarding
how these complex and often debated phenomena influence human interactions
with agents.

2.3 Key Human Propensities in HAI

Human perception of agents can have a significant impact on the subsequent in-
teraction. Three related propensities – anthropomorphism, mind perception, and
trust – have received considerable attention in research on human-agent interac-
tion (Roesler et al., 2021; Li and Sung, 2021), and are considered central concepts.
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Anthropomorphism in HAI enables humans to attribute humanlike qualities to
agents such as chatbots and robots (Roesler et al., 2021). As a result, it can help
facilitate interaction by enabling humans to use human-human interaction knowl-
edge in human-agent interaction (Fink, 2012). The use of anthropomorphism as an
intentional design tool to create humanlike agents results in pro-social responses
from humans, such as cooperation and trust (Fink, 2012). At the same time it
has been found that anthropomorphism may lead to negative consequences due
to expectation mismatch caused by the association users make between the agent
and a human (Złotowski et al., 2015). Making an agent too humanlike can trigger
the uncanny valley phenomenon and cause negative emotions (Song and Shin,
2024). The role of anthropomorphism, within the context of HAI, is still actively
debated, with varying conceptions, fragmented uses, and a lack of nuances about
its dimensionality (Kühne and Peter, 2023), requiring further research.

Mind perception in humans is a phenomenon whereby humans perceive others to
possess mental states (Waytz et al., 2014). In non-humans, such as social agents,
anthropomorphism can lead to mind perception (Waytz et al., 2014). That is to say,
perception of mind in non-humans is an aspect of anthropomorphism. Ascribing
mind to agents does not however mean that they are seen as mindful beings (Koban
and Banks, 2024). The perception of an explicit mind in agents has been shown
to mitigate instances of robot abuse (Keijsers et al., 2022). Robots performing
humanlike actions or depicting biological need have been perceived as possessing
agency, which is a an aspect of mind perception. Anthropomorphic features such
as face have been shown to also increase the perception of mind (Broadbent et al.,
2013). Hortensius et al. (2021) note that, ”In order to better understand the way
humans attribute socialness and even form social relationships with non-human
agents and objects, a better understanding of the role anthropomorphism and
theory-of-mind play in these new interactions is warranted” (Hortensius et al.,
2021).

Trust is also inherently linked to both anthropomorphism and mind perception
(Epley et al., 2007). The physical appearance of an agent, especially robot, has
an impact on trust (Hancock et al., 2011), with anthropomorphic robots being
viewed as more trustworthy (Natarajan and Gombolay, 2020). When humans
overestimate an agent’s capacity and it under-delivers, they lose trust (Kwon et al.,
2016). Different individuals have different propensities to trust in agents, just as
with humans (Bernotat et al., 2021). Agents that are perceived as being transparent,
providing explanations, or simply more information, are seen as more trustworthy
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(Kok and Soh, 2020). Several researchers have called for additional research on
anthropomorphism and trust in human-agent interaction over the years as trust
dynamics with humanlike agents are not fully understood, particularly with regard
to interaction context and individual differences (Blut et al., 2021; Sheehan et al.,
2020; Kühne and Peter, 2023).

2.4 Key Social Agent Attributes in HAI

Agent attributes can be characterised in several ways. Broadly, Kim and Im (2023)
identify two types of factors affecting social agents perception, morphological fea-
tures and intelligence features. They categorise agent appearance, behaviour, and
movement as morphological features, and cognitive and emotional intelligence as
intelligence features (Kim and Im, 2023). These features could be slightly reorgan-
ised into appearance, behaviour (including movement), and intelligence (includ-
ing cognitive and emotional intelligence) for simplification.

Appearance of a social agent can be very varied from embodied robot to disem-
bodied chatbot. Appearance has a significant impact on shaping perception. It is
the first feature of an agent that is noticed, and first impressions seem to matter
(Bergmann et al., 2012). Generally, there is a large overlap between appearance
and anthropomorphism. Anthropomorphic appearance can enhance perceptions
of social presence, trust, and satisfaction (Chen et al., 2024). It can positively affect
social presence (Letheren and Glavas, 2017). Appearance can shape expectations.
Anthropomorphic robots are perceived as more humanlike, resulting in overesti-
mated capabilities, whereas non-human-but-biological appearance may elicit re-
alistic behavioural expectations (Haring et al., 2013). Generally, embodied agents
are perceived as more humanlike, trustworthy, conscientious, agreeable, and in-
telligent when compared to disembodied agents (Carolus and Wienrich, 2022).

Behaviour is also closely associated with anthropomorphism. Humanlike agent
behaviours generally seem to be preferred by users. Humanlike robot behaviour
can lead to increased perceived animacy, improved emotional state, and self-disclosure
(Rosenthal-von der Pütten et al., 2018). Extroversion and submissiveness are also
strongly preferred by users (Mileounis et al., 2015). Humanlike language style im-
proves perceived experience (Jenneboer, 2022). Functional intelligence, sincerity,
and creativity empower consumers in voice assistants (Poushneh, 2021). Chatbot
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personality has a positive effect on authenticity and intended engagement (Kuhail
et al., 2022). Voice of a disembodied agent can still lead to anthropomorphism
and perception of social partnership (Lee and Jeon, 2024). Seaborn et al. (2021)
note that “There is great need and opportunity to consider how the voice of the
machine...is actually perceived in relation to the intended effects and goals of the
larger system, service, or experience” (Seaborn et al., 2021).

Intelligence in an agent as perceived by a user can significantly impact adoption
and usage. Perceived intelligence in a robot influences perceived usefulness and
trust (Tusseyeva et al., 2024). Perception, action, and learning dimensions of
perceived intelligence significantly affect consumer adoption of voice assistants
(Bawack, 2021). In chatbots, users may have difficulties perceiving elements of so-
cial intelligence (Mariacher et al., 2021). Making a chatbot more anthropomorphic
improves perception of reliability, because it also improves perceived intelligence
(Lee and Yoon, 2022). The perception of autonomy, adaptability, reactivity, mul-
tifunctionality, cooperativeness and humanlike interaction all have an impact on
perceived intelligence of an agent (Tusseyeva et al., 2024). Zhao et al. (2024)
note that, “...future work should further compare the impact of perceived intel-
ligence on anthropomorphism across different types of software and hardware”
(Zhao et al., 2024).

2.5 Concepts in Context

In this thesis, the key human propensities are measured across a range of key social
agent attributes in the three studies.

Artile I primarily focuses on chatbot behaviour, particularly chatbot personality –
where a chatbot using personal pronouns, friendly languge, and emojis (humanlike
personality) is compared against a chatbot that does not use any of those social
cues (less humanlike). Input method – where free text input is compared against
button-based input, framed as different levels of humanlikeness, with free-text
being more humanlike. And communication medium, where a text-only chatbot
is compared to a text-based chatbot with voice output, and a voice-only voice
assistant. Perception of anthropomorphism and trust are measured.
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Article II focuses on both appearance and behaviour, where robot with a humanoid
body/head is compared with a voice assistant speaker, each with four levels of
humanlikeness of voice. Perception of anthropomorphism and trust are measured.

Article III where the chatbots from Article I are compared against the robot and
voice assistant from Article II. Perception of mind are measured.

Intelligence is the only social agent characteristic that is not manipulated or mea-
sured in any of the studies, remaining constant across all agents.
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Chapter 3

Theory

Sensation and Perception are key, synergistic mechanisms in cognition¹ that modu-
late our experiences. Sensation is a physiological process that involves the detection
of stimuli through our sensory organs, providing the raw data necessary for our ex-
periences, while perception is the psychological process that interprets and assigns
meaning to this sensory information (Proctor and Proctor, 2012). In the case of
light detection, the eye’s photoreceptors are responsive only to wavelengths within
the visible spectrum. As a result, we can physically detect only a narrow band of
wavelengths, encompassing the colours we recognise as red, green, blue, and so
forth. Generally, humans are recognised to possess five primary senses²: vision
(sight), audition (hearing), olfaction (smell), gustation (taste), and somatosensa-
tion (touch). Each with their own limitations. These senses serve as the main
channels for perception, providing the raw data that the brain interprets to form
an understanding of the environment (Proctor and Proctor, 2012).

Perception, as a fundamental concept in metaphysics, plays a central role in hu-
man experience and meaning-making (Hoffman, 2019). It functions as a lens that
colours our internal experience of an external reality³. Sensory limitation has pro-

¹Different theories place varying levels of significance for each of these processes as seen below.
²While this is a widely accepted categorisation, other variations exist, including additional senses

such as proprioception (body awareness) and nociception (pain sensation).
³Whether there is such a thing as an external reality, if it is objective, and whether such an
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found implications for perception, as our understanding and interpretation of the
world are intrinsically shaped by what our sensory systems can detect. Since our
vision is limited to the visible spectrum, we experience the world as though it con-
tains only the colours within that range, while ultraviolet or infrared wavelengths,
though present, remain entirely outside our perceptual experience. Consequently,
we perceive an environment defined by this sensory scope, as perception uses sen-
sory data to create a coherent, actionable experience of reality. An important func-
tion of perception is to compensate for incomplete or varying sensory data in order
to create the experience of a stable and consistent environment. This is the case
with the colour purple. Since purple isn’t found on the visible spectrum as a wave-
length, it is created by the brain to fill in for combinations of light that don’t fit
traditional spectrum colours. This unique response allows us to perceive a wide
range of stimuli, expanding our sensory and interpretive ability to navigate our
environment.

Perception filters the vast array of various kinds of raw sensory input, selecting
certain signals while disregarding others, to form the coherent impressions that
guide our thoughts and actions. For instance, our photoreceptors constantly re-
ceive an endless stream of various wavelengths and intensities of light, despite this
overwhelming amount of sensory input, we don’t perceive every single ray of light
individually or equally. Instead, our perception (coupled with attention) filters out
irrelevant details, allowing us to focus on essential elements that produce mean-
ingful experience. Attention acts as a filter within perception, selecting specific
stimuli to focus on while downplaying or ignoring others. This results in, for ex-
ample, us being able to hear a song, isolated from all other auditory data that is
simultaneously received by our ears.

While perception constructs meaning by selectively focusing on particular details,
the selection is also shaped by factors such as past experiences, beliefs, and even
current moods (Leopold and Logothetis, 1999), serving as the mechanism that
gives rise to subjectivity. Thus, perception does not passively mirror the world but
actively interprets it. Consequently, each individual’s perceptual experience is in-
herently unique and (as-yet⁴) inaccessible to others. This process is central to our
ability to interpret complex environments, reinforcing that perception is not just

objective reality is accessible, are matters of ongoing philosophical debate - see discussion.
⁴Brain–computer interfaces (BCIs) could, in theory, make it possible to access in the future.
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about seeing the world but about shaping an experience that is coherent, adaptive,
and primed for interaction. Whether navigating a dark room, recognising emo-
tions in others, or communicating with a digital assistant, perception enables us
to filter and organise sensory information into actionable insights that guide our
interactions.

The theoretical concept of perception has a rich history, and is widely accepted
in scientific literature; however, its nature, origin, and functioning remain highly
debated. Broadly, two opposing views have emerged, representationalism and rela-
tionalism (Nanay, 2015). Representationalism has been the normative view in con-
temporary mainstream psychology and cognitive science, and is a central concept
in cognitivism, which emerged as part of the ’cognitive revolution’ in psychology,
marking a shift away from behaviourism’s focus on observable behaviour towards
understanding the internal processes of the mind (Miller, 2003). The influence of
computational and information-processing models shaped cognitive psychology
in the 20th century, and as a result cognitivist perspectives view the brain as an
information-processing system, much like a computer (Glenberg et al., 2013). The
computational theory of mind (CTM) holds that the brain processes sensory in-
put like a computer processes data; just as a computer generates, decodes, stores,
and manipulates digital representations in the form of binary code, the brain is
thought to generate, decode, store, and manipulate mental representations based on
sensory information. These representations are believed to serve as mental models
that correspond to external reality (cf. Destéfano, 2021). This theoretical perspec-
tive generally views cognition as a hierarchy, where sensation and perception are
distinct yet sequential processes: sensation comes first, followed by perception.
Together, they are considered ’lower-order’ processes, handling the initial stages of
information processing that provide structured input for ’higher-order’ cognitive
functions.

Charles (2017) notes that most traditional approaches to perception overlook the
fundamental question of how perception occurs, focusing instead on studying the
organism’s response to perceived objects and events without addressing the un-
derlying mechanisms that enable perception itself (Charles, 2017). Evolutionary
Psychology often falls short in this regard, primarily concentrating on behavioural
adaptations without fully exploring the perceptual processes that underlie them,
while Cognitive Psychology tends to treat perception and behaviour as separate,
conceptually independent areas, often viewing perception merely as the initial step
leading to higher cognitive functions (Charles, 2017). Researchers continue to

27



grapple with classic philosophical debates on how organisms ‘know’ the world,
framing the problem as organisms forming ‘internal representations’ of the world
from incomplete sensory input, reviving nature-versus-nurture debates and rein-
forcing mind-body dualism (Charles, 2017). As Charles (2017), echoing some of
the general critiques of the mainstream theories of perception, states,

There is little to no concern for understanding adaptation; little to no
consideration of the structure of the environment; and the more ‘per-
ception’ is removed from ‘sensation’, the closer it gets to imagination.
The overall lack of evolutionary logic in traditional theories of per-
ception is not totally surprising, as theories of perception developed
for thousands of years before Darwin’s time⁵ (Charles, 2017).

Relationalism, in contrast, posits that knowledge, meaning, and perception are
fundamentally shaped by the relationships between organisms and their environ-
ments (cf. Nanay, 2015). It may be argued that this perspective aligns with Dar-
winian evolutionary theory by proposing that perceptual abilities evolve within the
context of specific ecological interactions (cf. Charles, 2017). The idea that cog-
nition and perception emerge through interactions supports the view that these
traits are adaptive responses to particular environmental conditions. Relational-
ism also rejects mind-body dualism, much like Darwin, who noted in his personal
notebooks (1836–1844) that “experience shows the problem of the mind cannot be
solved by attacking the citadel itself – the mind is a function of the body – we must
bring some stable foundation to argue from” (Sheets-Johnstone, 2011, p.435). This
view also tends to take an evolutionary perspective in addressing the experience of
reality. Perception is not framed as a limited or partial window onto an objective
reality; rather, it is seen as a way of engaging with and acting upon a world that is
relevant and sufficient for human purposes, with the associated mechanisms and
limitations having evolved to facilitate our needs.

Ecological Psychology and Enactivism are two of the leading relationalist paradigms,
and are considered important perspectives within the broader framework of Em-
bodied/Radical Embodied Cognitive Science. In the 1960s and 1970s, James J.
Gibson developed Ecological Psychology in contrast to cognitivist theories, chal-

⁵Although cognitivism is a relatively new paradigm, it does not address evolutionary perspectives
directly
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lenging the view that perception is a constructive process (that reality is con-
structed through representations). Instead, he argued that perception is direct and
grounded in the affordances offered by the environment (Dotov et al., 2012). An
‘affordance’ refers to the action possibilities provided by the environment relative
to an organism (Dotov et al., 2012). According to Gibson, we perceive affordances
directly, without the need to construct internal representations or process sensory
data in the way that cognitivist theories suggest. In this view, sensation is not
central to how perception is understood (Read and Szokolszky, 2020). Percep-
tion is more about directly detecting affordances – opportunities for action that
the environment offers, like a surface that affords sitting or a handle that affords
grasping. Rather than constructing meaning from sensations, perception involves
immediately recognising these affordances in the environment, guiding action and
interaction seamlessly. Enactivism, on the other hand, emerged in the 1990s, with
foundational ideas articulated in the book The Embodied Mind (1991) by Francisco
Varela, Evan Thompson, and Eleanor Rosch (Varela et al., 2017). This perspective
proposes that cognition and perception are active, embodied processes arising from
the continuous interaction between an organism and its environment (Ward et al.,
2017). Enactivism places greater emphasis on the active role of the organism in
‘bringing forth’ its world, viewing perception as a participatory process where the
organism co-creates its experience through action within an environment (Ward
et al., 2017). In this view, sensorimotor capacities that enable action are central
to how perception is understood (Read and Szokolszky, 2020). Enaction implies
that (1) perception entails action guided by perception, and (2) cognitive struc-
tures arise from repeated sensorimotor patterns that support perceptually-guided
action (Read and Szokolszky, 2020).

Proponents of representationalism generally put forth two main criticisms of re-
lationalist perspectives (Chemero, 2009). Chemero (2009) summarises these as,
“First, they can say that it will be impossible to explain truly cognitive phenomena
without mental gymnastics (See, e.g., Clark and Toribio, 1994; Adams and Aizawa,
2008). Second, they can say that the models and theories used in radical embodied
cognitive science actually do attribute representations to cognitive systems (Clark,
1997; Markman and Dietrich, 2000a,b; Wheeler, 2005)” (Chemero, 2009). These
criticisms and their responses represent the leading edge of theoretical research in
theory of mind and cognitive science in general.
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3.1 Anthropomorphism Perception

Anthropomorphism is a fundamental phenomenon in human perception where
humans attribute human characteristics, such as appearance, behaviours, emo-
tions, and cognitive abilities, to non-human entities (Złotowski et al., 2015). Ar-
guably, anthropomorphism can be seen as a dominant (in humans) subset of ani-
mism, which is the attribution of intentional action and life to non-living things
such as objects, abstract concepts or phenomena (Airenti, 2018). Anthropomor-
phism manifests as a widespread behaviour, observed across cultures and contexts,
through individuals projecting human traits onto animals, objects, and even ab-
stract concepts (Złotowski et al., 2015). As detailed in the introduction, from
ancient myths to modern narratives, anthropomorphism has been central to how
humans create meaning and relate to the unknown. However, neither the mech-
anism by which the phenomenon occurs, not the extent to which it is prevalent,
are fully understood.

3.1.1 Perspective on Anthropomorphism

From a cognitive science perspective, anthropomorphism is generally seen as a
cognitive bias (or in some perspectives, a belief (Airenti, 2018)), and as a result
it is framed as an error of perception or reasoning, because it involves projecting
human traits onto entities that do not possess them in reality (Dacey, 2017). There
are several simultaneous and overlapping phenomena at play in human perception
that bias our perception to anthropomorphise. Firstly, as elaborated above regard-
ing perception, humans are fundamentally predisposed to pattern recognition (Pi
et al., 2008), a cognitive mechanism that evolved to help us quickly identify mean-
ingful patterns from the stimuli we receive in order to comprehend, interact with,
and navigate in an environment. Secondly, this tendency for pattern recognition is
so strong in human cognition that sometimes it leads to the perception of mean-
ingful patterns between unrelated or random stimuli, a phenomenon known as
apophenia (Zhou and Meng, 2020). When this occurs in visual stimuli, it leads to
the perception of familiar objects or entities within abstract or ambiguous shapes,
like seeing animals, faces, or other recognisable forms in the shapes of clouds, rock
formations, or shadows, known as pareidolia (Liu et al., 2014). Thirdly, a partic-
ularly strong subset of pareidolia involves the perception of faces, known as facial
pareidolia. Humans are highly attuned to detecting faces, likely due to the evo-
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lutionary importance of recognising and interpreting facial expressions for social
communication and survival. For example, emoticons are interpreted as faces and
some power outlets are perceived as faces too. Lastly, own-species bias, which refers
to our heightened sensitivity to perceiving humanlike characteristics over those
of other species (Scott and Fava, 2013), seems to play an important role. We are
more likely to perceive something to be a human face as opposed to an animal,
and we humanise even animal faces and expressions. Similarly, we ascribe even ob-
jects such as cars or robots humanlike emotional expressions based on their design,
interpreting them as “happy,” “sad,” or “angry”. Collectively, these phenomena
may result in (or at least play a significant role in) anthropomorphic or humanlike
perception of the environment.

Not all researchers agree with the framing of anthropomorphism as an error of
perception. From a psychological perspective, Epley et al. (2008) note that,

...considering an inference anthropomorphic only when it is clearly a
mistake is itself a mistake...People conceive of gods, gadgets, and an
entire gaggle of nonhuman animals in humanlike terms. Although
interesting, whether such inferences are accurate is orthogonal to a
psychological understanding of the conditions under which people
are likely to make an anthropomorphic inference (Epley et al., 2008).

Epley et al (2007) proposed one of the most substantial perspectives on anthro-
pomorphism called ‘A Three-Factor Theory of Anthropomorphism’ elaborating
on three psychological determinants for anthropomorphism, (1) Elicited agent
knowledge, (2) Effectance, and (3) Sociality. Elicited agent knowledge pertains
to their claim that knowledge about humans and oneself serves as the basis for
induction about the attributes of an unknown agent, giving way to anthropomor-
phism. Primarily because such knowledge is readily accessible. As more knowl-
edge is gained about the agent, it replaces the human or oneself as the induction
basis. They write that, “anthropomorphism itself involves a generalisation from
humans to nonhuman agents through a process of induction, and the same mental
processes involved in thinking about other humans should also govern how peo-
ple think about nonhuman agents” (Epley et al., 2007). Effectance and Sociality,
they claim, are motivation driven. Effectance refers to the human need for effec-
tive interaction with non-human agents, understand their functioning, and make
accurate predictions about them. To do this, they argue that humans are likely to
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anthropomorphise an unknown agent as it is their only source of testable hypoth-
esis about expected behaviour. Sociality refers to the human desire to make social
connections, which may extend to anthropomorphised non-human agents.

An Embodied Cognition perspective on anthropomorphism has some superficial
commonality with Epley et al’s (2007) psychological account, in that both place
the self as an important source of comparison, although they fundamentally differ
on why. If cognition is highly embodied and situated, the process of attributing
humanlike characteristics to non-human entities arises from the human tendency
to interpret the world through their own embodied experiences, grounded in sen-
sorimotor systems rather than abstract reasoning (Strongman, 2008).

Individual differences in anthropomorphism can have significant implication for
both the human and the non-human entity in interaction. Waytz et al. (2010)
demonstrate that individual difference in the tendency to anthropomorphise can
predict the level of moral care and concern they show towards a non-human entity,
the level of responsibility and trust they place on the entity, and how much the
entity serves as a source of social influence on them (Waytz et al., 2010a).

Rejecting the notion of anthropomorphism as a belief, Airenti (2018) argues that
it is instead grounded in interaction, where a non-human entity takes the place
of a human interlocutor in interaction (Airenti, 2018), making it necessarily a so-
cial/relational phenomenon. She proposes that this perspective explains inconsis-
tencies arising from doxastic perspectives of anthropomorphism where, adults may
treat entities as if they have thoughts even when they know they do not actually
have a mind, the same entity may be anthropomorphised or seen just as an object
based on the situation, different entities may be anthropomorphised in different
ways with no consistency, anthropomorphism is variable based on affective states
rather than knowledge about an entity or naive of the human (Airenti, 2018).

Evidently, the nature and function of anthropomorphism are still debated. Li and
Su (2022) in a literature review on anthropomorphism in AI-enabled technology
find that across different studies anthropomorphism has been conceptualised as
(1) a tendency, (2) a technological stimulus, (3) a perception, (4) a process, and (5)
an inference, with the first three being the most widely used (Li and Suh, 2022).
Furthermore, some research shows that the current theoretical explanations of an-
thropomorphism are rooted in Western ontological paradigms, overlooking cul-
tural and individual differences (Spatola et al., 2022). This highlights a need for
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more comprehensive and inclusive research to better understand the complexities
of anthropomorphism across diverse contexts.

3.1.2 Dimensions of Anthropomorphism

Not only does the current understanding of anthropomorphism need concep-
tual development in terms of its breadth, as evidenced by the lack of engage-
ment with cultural and individual differences, but it also needs development in
terms of depth, as anthropomorphism is often conceptualised as a unidimensional
phenomenon. The limited existing literature on the dimensions of anthropomor-
phism come from Human-Robot interaction studies, particularly from a need to
introduce nuance to how anthropomorphism and perception of humanlikeness
are measured in empirical studies.

Złotowski et al. (2014) employ the orthogonal concepts of anthropomorphisation
and dehumanisation to develop two-dimensional measures to distinguish between
different approaches to enhancing a robot’s humanlike perception. Combining a
model of dehumanisation differentiating between two distinct senses of human-
ness, uniquely human and human nature (where denying uniquely human charac-
teristics leads to animal-like perception and denying human nature characteristics
leads to machine-like perception), and dimensions of mind perception of human
and non-human agents, they show empirical evidence for anthropomorphism as
a multidimensional phenomenon (Złotowski et al., 2014).

While not directly referring to anthropomorphism or its dimensions, von Zitze-
witz et al. (2013) introduce ‘Parameters of Human Likeness’, comprised of two
parameters, appearance and behaviour, each comprised of five parameter fields;
visual appearance, sound, smell, haptic appearance, and taste, for the appearance
parameter, and movement, interactive behaviour, social behaviour, verbal com-
munication, and nonverbal communication, for the behaviour parameter (von
Zitzewitz et al., 2013). These parameters have been referred to in the context of
anthropomorphism in subsequent research (Wagner and Schramm-Klein, 2019).
Seeing as humanlikeness is a property of the entity, while anthropomorphism is a
cognitive process in the observer that enables perception of humanlikeness, it may
be argued that the parameters might reflect a similar mechanism in anthropomor-
phism that is enabling this perception distinctly across the parameters.
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3.2 Mind Perception

Mind perception, Theory of Mind (ToM) and Anthropomorphism are related con-
cepts. Mind perception involves recognising that another entity has a mind with
the capacity for thought, emotions, and intentions (Waytz et al., 2010b). ToM
builds on mind perception – once an entity is recognised as having a mind, ToM
enables us to infer specific mental states like beliefs, desires, and intentions (Waytz
et al., 2010b). Mind perception is an integral aspect of anthropomorphism which
involves actively attributing humanlike characteristics, including mental states, to
non-human entities (Złotowski et al., 2015). As such, it has been argued that an-
thropomorphism can be seen an extending of ToM to non-human entities (Ather-
ton and Cross, 2018). The three concepts are integral to social interaction. Mind
perception is the starting point of social interaction, allowing us to recognise that
others have mental states, and enabling us to treat them as intentional agents.
ToM is crucial for interpreting their thoughts, beliefs, and intentions, in order to
predict their behaviour, which allows for meaningful and coordinated social inter-
actions (Epley et al., 2010). And anthropomorphism extends these human traits
to non-human entities, enabling humans to interact socially with pets, robots, or
even abstract phenomena (Hortensius et al., 2021).

3.2.1 Mind Perception in Theory

Several evolutionary accounts for mind perception have been proposed over the
years, Epley and Waytz (2010) highlight the following: (1) That the bias towards
humanlike mental states favours identifying intention agents even if one isn’t present
as the cost of not identifying one when it is present is greater for reproductive fit-
ness (Guthrie, 1995). (2) that attributing humanlike mental states to non humans
provides a useful analogy to reason about the natural and the artificial necessary
for survival (Mithen, 1996). (3) that mind perception evolved to maximise the pri-
mary drivers of natural selection, survival and sexual reproduction, as the ability
to infer others’ minds would increase the likelihood of both (Nichols and Stich,
2003). And (4) that mind perception facilitates survival in large groups and soci-
eties (Herrmann et al., 2007).

Epley and Waytz (2010) conducted an extensive review of state of art in mind per-
ception, and highlighted several key themes. They highlight that mind perception
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is important as it facilitates three key functions in humans, (1) the ability to infer
mental states such as beliefs, desires, and intentions enables explanations for oth-
ers’ actions and makes them more comprehensible and meaningful, (2) reasoning
about the mental states of others enables one to align knowledge, overcome lin-
guistic ambiguity, and communicate effectively, and (3) mind reading enables one
to reason about relational and temporal aspects which aids in coordination. They
overview the two main theoretical positions on mind perception aim to explain
how it works, theory theory and simulation theories. Theory theory comprises
inferential theories – that people reason about others’ minds using a theory about
how minds work to make inferences irrespective of their own perspective. The-
ory theory includes observations such as – understanding that other people have
thoughts and feelings different from our own, that we are separate individuals from
others, and that people’s actions might sometimes be misleading and not reflect
what they truly believe. Three types of findings are cited as evidence for theory
theory, (1) weak or ambiguous introspective signals lead to people reasoning about
own internal state using same theoretical inference they use to reason about others,
(2) Adults’ capacity to understand the outcomes of others holding false beliefs, and
(3) relying on individuating or categorical information instead of egocentric sim-
ulations when reasoning about different others. Simulation theories on the other
hand hold that people makes inferences about others’ mind based off of their own
by simulating and reasoning with themselves. Four types of findings are cited as
evidence for simulation theories, (1) mind perception exhibits systematic biases
consistent with a simulation mechanism, (2) simulations can also be revealed in
the features that are absent in the outputs of mind perception, (3) people are more
often than not egocentric about other’ mental states, (4) people appear to simulate
in their whole bodies, not just minds (Epley et al., 2010). Epley and Waytz (2010)
note that hybrid models have since tried to reconcile the two positions, and pro-
pose that people use both types of strategies based on context, cognitive cost, and
motivation. They also show that the processes that allow individuals to compre-
hend minds of other individuals seem to work in similar ways for understanding
different kinds of minds, such as those of other people, past and future versions
of oneself, and non-human entities like animals, technological agents, or super-
natural beings. Lastly, they underscore that despite extensive research on mind
perception, there is still no comprehensive account of the phenomenon (Epley
et al., 2010).

The discovery of the so called mirror neurons has brought fresh interest in mind
perception. Unlike other neurons, these neurons respond both when action is per-
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formed as well as observed, forming a cortical system matching observation and
execution of goal-related motor actions (Gallese and Goldman, 1998). Experimen-
tal evidence suggests that these neurons may be involved in the perception of mind
in others by way of responding to and recreating the observations of others, giving
weight to simulation theories; although theory theory explanations have also been
proposed (Epley et al., 2010).

The predominant perspective on mind perception is representationalist. Embod-
ied Cognition challenges ‘mindreading’ (inferring mental states of others) with two
main oppositions, (1) challenging the developmental perspective on mindreading,
and (2) challenging the notion of ubiquity of mindreading, however, this opposi-
tion is refuted (Spaulding, 2010). Embodied Cognition proposes the mirror neu-
ron theory, specifically pointing to mirror neurons firing not only during activa-
tion but also during observation, being present in an area of the brain associated
with motor function, and they carry details specific to the motor modality, how-
ever, empirical evidence does not seem to support this argument (Caramazza et al.,
2014).

3.2.2 Dimensions of Mind Perception

Mind, for a long time, was conceived as a unidimensional phenomenon. In their
seminal paper, Gray et al. (2007) presented a survey study conducted with 2040
respondents, for 78 pairwise ratings of 13 characters on 18 mental capacities, show-
ing that mind perception is a two-dimensional phenomenon (Gray et al., 2007).
The 13 characters they employed were baby, chimp, dead woman, dog, fetus, frog,
girl, god, man, permanent vegetative state man, robot, woman, and you (the re-
spondent). Their results, derived through factor analysis explaining 97% of the
variance, divided the 18 mental capacities into two factors Experience and Agency.
Experience accounted for 88% of the variance, and was comprised 11 capacities –
hunger, fear, pain, pleasure, rage, desire, personality, consciousness, pride, embar-
rassment, and joy. Agency accounted for 8% of the variance, and was comprised
of 7 capacities – self-control, morality, memory, emotion recognition, planning,
communication, and thought. The two dimensions captured different aspects of
morality, relating to Aristotle’s moral agents (Agency) and moral patients (Expe-
rience). The results showed that respondents perceived babies to have little to no
experience and low agency, God to have extremely high agency but little to no ex-
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perience, all living adult characters to have both high experience and agency (Gray
et al., 2007).

Since then, several studies have replicated these results and some have expanded on
the study. Malle (2019) similarly four studies with a wider range of mental capaci-
ties, different question types, and many evaluated agents. The Results consistently
found three dimensions of perceived mind: Affect (A), Moral and Mental Regula-
tion (M), and Reality Interaction (R). Rather than grouping similar features, the
dimensions reflected the psychological functions of the mind – interacting with
own processes, with other minds, and with the social and physical world. (Malle,
2019).

3.3 Anthropomorphism and Mind in Social Agents

Several studies have found that people anthropomorphise several different char-
acteristics of social agents, with some leading to positive and others leading to
negative effects on perception of the agent. People also attribute mind to agents
to varying degrees.

Anthropomorphism as a Driver of Positive User Perceptions and Usage Intentions:
Multiple studies demonstrated that anthropomorphic cues enhanced positive at-
titudes, trust, usage intentions, and overall acceptance of AI agents. For voice
assistants, Li and Sung (2021) found that anthropomorphism improved evalua-
tions, positive attitudes, and satisfaction (Li and Sung, 2021). Mishra et al. (2022)
showed that anthropomorphism shaped utilitarian attitudes, influencing usage
and word-of-mouth recommendations (Mishra et al., 2022). Similarly, Blut et al.
(2021) reported that in service robots, anthropomorphism strongly increased cus-
tomer intention to use a robot (Blut et al., 2021). In chatbots, Konya-Baumback
et al. (2023) demonstrated that anthropomorphism positively influenced trust,
purchase intention, word of mouth, and shopping satisfaction (Konya-Baumbach
et al., 2023). Sheehan et al. (2020) found that a consumer’s need for human inter-
action correlated with stronger anthropomorphism and adoption intent (Sheehan
et al., 2020).

Enhancing Social Presence, Interaction, and Emotional Connection: Anthropomor-
phism frequently emerged as a key factor in fostering social presence, intimacy,
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and emotional bonds. In voice assistants, Fernandes and Oliveira (2021) showed
that perceived social presence, influenced by humanlike attributes, was a driver
of acceptance (Fernandes and Oliveira, 2021), while Aw et al. (2022) found that
perceived anthropomorphism predicted parasocial interactions (Aw et al., 2022).
In robots, Spatola et al. (2020) observed that social presence effects were mediated
by anthropomorphism (Nichols and Stich, 2003). For chatbots, Christoforakos et
al. (2021) showed that interaction duration and intensity predicted social connect-
edness, mediated by perceived anthropomorphism and social presence (Christo-
forakos et al., 2021), and Lee et al. (2023) found that chatbots expressing human-
like emotions increased willingness to donate, mediated by anthropomorphism
and social presence (Lee et al., 2023).

Influence on Perceptions of Warmth, Competence, and Service Quality: Anthropo-
morphic features shaped perceptions of warmth, competence, and related attributes
across technologies. For voice assistants, Wienrich et al. (2022) found that hu-
manlike visualisations increased perceptions of anthropomorphism and human-
like characteristics (Wienrich et al., 2022). In robots, Yoganathan (2021) reported
that anthropomorphising service robots increased warmth/competence inferences
(Yoganathan et al., 2021), while Belanche et al. (2021) noted that humanlikeness
positively affected service value expectations, including utilitarian and relational
dimensions (Belanche et al., 2021). In chatbots, Pizzi et al. (2023) observed that
competence perceptions, influenced by anthropomorphism, reduced consumer
skepticism (Pizzi et al., 2023), and Roy and Naidoo (2021) found that preference
for warm or competent chatbot conversations depended on consumers’ temporal
orientation (Roy and Naidoo, 2021).

Mediators, Moderators, and Functional Outcomes: Anthropomorphism operated
through various mediators and was influenced by moderators. In voice assistants,
Yu et al. (2024) identified social presence, performance expectancy, and customer
value as mediators between cuteness and usage intention, with perceived risk mod-
erating these effects (Yu et al., 2024). Calahorra (2024) highlighted humanity em-
bedded in the voice and perceived safety as key factors influencing voice shopping
acceptance (Calahorra-Candao and Martín-de Hoyos, 2024). For robots, Blut et
al. (2021) found that animacy, intelligence, likeability, safety, and social pres-
ence served as mediators, while robot type and service type were moderators (Blut
et al., 2021). For chatbots, Lee and Toon (2022) showed that anthropomorphism
increased chatbot reliability, mediated by chatbot intelligence and moderated by
individual need for human interaction (Lee and Yoon, 2022), and Pentina et al.
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(2023) identified AI anthropomorphism and authenticity as antecedents leading
to AI attachment, with social interaction as a mediator and usage motivations as
a moderator (Pentina et al., 2023).

Complex or Negative Responses to Anthropomorphism: Some studies noted that an-
thropomorphism could lead to mixed or negative reactions. For voice assistants,
Hsu and Lee (2023) found that more humanlike traits increased trust and enjoy-
ment, without explicit mention of negative effects (Hsu and Lee, 2023). However,
in robots, Akdim et al. (2021) observed that realistic robots could evoke negative
attitudes (Akdim et al., 2023), and Mende et al. (2019) found that humanoid
service robots elicited discomfort and compensatory consumption (Mende et al.,
2019). For chatbots, Schanke et al. (2021) noted that while anthropomorphism
improved transaction outcomes, it also heightened offer sensitivity and fostered a
fairness evaluation mindset (Schanke et al., 2021). Araujo (2018) found that hu-
manlike language reduced mindless anthropomorphism for machine-like agents,
but did not enhance social presence (Araujo, 2018).

Context-Dependent Effects and Personal User Characteristics: Studies indicated that
the impact of anthropomorphism varied depending on situational factors and in-
dividual differences. For voice assistants, Wienrich et al. (2023) showed that as-
signing social roles influenced empathy and enjoyment (Wienrich et al., 2023).
In robots, Lu et al. (2021) demonstrated that a humanlike voice and language
style influenced service outcomes through emotion and cognition (Lu et al., 2021),
while Zhang et al. (2021) reported that different robot appearances affected per-
formance expectancy, positive emotions, and effort expectancy, moderated by hu-
mour (Zhang et al., 2021). In chatbots, Lee et al. (2023) showed effects on do-
nation willingness contingent on the chatbot’s expression of humanlike emotions
(Lee et al., 2023), and Araujo (2018) indicated that adopting an intelligent frame
mattered for reducing mindless anthropomorphism (Araujo, 2018).

Mind Perception in Shaping Social and Emotional Support: Perceiving a mind in
chatbots and robots increased feelings of closeness, helpfulness, and social support.
Lee et al. (2020) found that the more participants perceived a mind behind the
chatbot, the more co-presence and interpersonal closeness they experienced (Lee
et al., 2020). Similarly, Lee and Hahn (2024) showed that explicitly perceiving
a humanlike mind in the chatbot made its support more helpful for resolving
stressful events (Lee and Hahn, 2024). Alimardani and Qurashi (2020) shows
that elderly participants attributed higher mind perception scores to the robot and
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treated it more as a human social partner, and a significant positive correlation
emerged between mind perception and attitude in both the elderly and young
adult groups (Alimardani and Qurashi, 2020).

Mind Perception and the Attribution of Agency and Intentionality: Mind perception
influences human responses to the actions and decisions of artificial agents. Saltik
et al. (2021) found that human-specific actions by a robot led to higher agency
ratings compared to manipulative actions, though the robot’s appearance had no
effect on agency or experience scores (Saltik et al., 2021). Lee et al. (2021) showed
that manipulating machines’ mind dimensions influenced human responses dif-
ferently in simple economic games compared to more complex negotiations, in-
dicating that agents were perceived not only as social actors but also as intentional
actors (Lee et al., 2021).

3.4 Trust Perception

Trust is the foundation of human social behaviour (Kumar et al., 2020). It has
often been conceptualised as an emergent property of social life (Robbins, 2016).
The benefits of social cooperation enabled by trust outweigh the risks, which in
evolutionary terms is cited as reason for its development in human social behaviour
(Clément, 2020). Trust is a concept that, on the surface, is seemingly experienced
and intuitively understood by most individuals simply through lived experience.
Despite this, trust remains an elusive concept to systematically define, with frag-
mented literature across various disciplines, and no consensus on its origin or func-
tion (Robbins, 2016). Simpson (2012) writes that, “there is a strong prima facie
case for supposing that there is no single phenomenon that ‘trust’ refers to, nor
that our folk concept has determinate rules of use” (Simpson, 2012). Part of what
makes trust challenging to define is its pervasive role across every level of human
social interaction—individual, group, institutional, and societal (Christov-Moore
et al., 2022). Furthermore, trust can be conceptualised in diverse ways depending
on psychological, sociological, political, economic, and philosophical perspectives
within any given context (Hupcey et al., 2001; Hudson, 2004). Nevertheless, at-
tempts at a unified concept of trust continue to be made, as there is a lack of
consensus even on the notion that trust cannot be conceptualised as a singular
phenomenon.
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3.4.1 Nature of Trust

Broadly, existing perspectives on trust can be categorised into two opposing ac-
counts, doxastic and non-doxastic. Doxastic accounts hold that trust involves a
form of belief held by the truster, either that the trustee is trustworthy or that the
trustee will do as they are trusted to do; non-doxastic accounts reject the notion
that trust necessarily involves belief, and hold instead that it involves a mental atti-
tude which may, according to different perspectives, involve a moral, dispositional,
or emotional/affective component (Keren, 2014). The two accounts of trust have
significantly different implications for understanding the rationality, functioning,
and value of trust. Karen (2020) writes that,

if trust just is a belief, then we should be able to derive the conditions
for the rationality of trust from the epistemological study of rational
belief. Evidential considerations would have primary place in the
evaluation of the rationality of trust even if trust is not a belief, but
merely entails one. In contrast, if we accept a non-doxastic account
of trust, then evidence should be no more central for the justification
of trust than ethical or instrumental reasons (Keren, 2020).

3.4.2 Trust, Reliance and Trustworthiness

Trust is often regarded as a species of reliance. Characterised as a supposition
(which may or may not be a belief ) to act on. Reliance can be understood as –
(for a ‘rely-er’) to rely on a ‘rely-ee’ to X is (for the ‘rely-er’) to act on the suppo-
sition that the ‘rely-ee’ will indeed X (Goldberg, 2020). The encapsulated interest
account of trust proposed by Hardin (1993) incorporates this construct and holds
that: A truster trusts a trustee to X only when the truster relies on the trustee to X,
and does so on the basis of the belief that the trustee will X because the trustee’s in-
centives regarding whether to X encapsulate the truster’s relevant interests (Hardin,
1993). While an important definition in highlighting the role of reliance in trust,
the definition has been critiqued for its lack of a moral dimension, not account-
ing for mismatches in reliance-trust attributions, and not incorporating nuances
in reactive attitudes of the truster in the event of misplaced trust. Jones (2004)
building on her own previous work, in turn built on Annette Baier’s earlier work,
proposes that: Trust is accepted vulnerability to the trustee’s power over something
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the truster cares about, where (1) the truster forgoes (in the moment) searching for
ways to reduce such vulnerability, and (2) the truster maintains normative expec-
tations of the trustee that they not use that power to harm what is entrusted (Jones,
2004).

Most definitions of trust are predicated on a relationship between trust, trustwor-
thiness, and reliance (often including vulnerability), broadly along the lines that
the truster is vulnerable or reliant on the trustee and trusts them to act in their in-
terest. Trustworthiness, in turn, involves the trustee acting in ways that safeguard
the truster’s vulnerability or justify their reliance. Trust thus involves an implicit
ethical responsibility for the trustee to protect the truster’s interests and not exploit
their reliance, and trustworthiness is established through upholding this respon-
sibility. As a result, the relationship between trust and trustworthiness is often
characterised as a normative one, governed by ethical and rational expectations,
where each influences what is right or reasonable for the other party to do – the
demonstrated trustworthiness of a trustee creates a moral or rational basis for the
truster to extend trust, and conversely, if the truster fails to trust a trustee that has
clearly demonstrated trustworthiness, this refusal may be regarded as an injustice
(Scheman, 2020). It has been suggested that the normative nature of the relation-
ship leads the truster to judge themselves in the event of unwisely misplaced trust
or unjustly refused trust (Scheman, 2020). Rather than characterise trustworthi-
ness from the point of view of the trustor as is typical, Jones (2012) characterises
it from the point of view of the trustee as the willingness and ability of the trustee
to signal to the truster the domains in which the truster can rely on them (Jones,
2012). This conception specifically highlight the role of the trustee’s competence
in trust, rationalising the truster’s reliance.

3.4.3 Factors of Trustworthiness

A truster’s evaluation of a trustee’s trustworthiness is a crucial step in establishing
trust. Through an extensive literature review, Mayer et al. (1995) identify three
characteristics of the trustee, ability (sometimes referred to as competence), benev-
olence, and integrity, as being crucial in the evaluations of trustworthiness by the
truster (Mayer, 1995). McKnight et al. (2002) arrive at the same three character-
istics as being important, and as generally encompassing/overlapping other alter-
native conceptualisations, based on a categorisation of trusting beliefs in 32 trust
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articles/books, and provide empirical evidence for this conceptualisation (McK-
night et al., 2002). The ability/competence, benevolence, and integrity grouping
has ben used extensively to design measurement instruments for trust and trust-
worthiness (Lankton et al., 2015).

Ability, also referred to as competence, refers to the truster’s perception/belief that
the skills, knowledge, and characteristics possessed by a trustee within a given
domain make them capable of fulfilling an expected role or task effectively (Mayer,
1995). The domain-specificity means that a trustee proficient in one domain may
not inspire trust in a different one Bhattacherjee (2002). Perceptions of ability can
be shaped by prior experience, endorsements, or institutional validation, such as
credentials or reputations for quality and innovation. This factor emphasises that
trust is directed toward areas where the trustee demonstrates relevant aptitude and
reliability.

Benevolence refers to the truster’s perception/belief that a trustee genuinely de-
sires to act in the best interest of the truster, independent of self-serving motives or
profit (Cazier, 2007). It involves the trustee’s willingness to invest time, effort, and
resources to help the truster, driven by altruistic intentions Bhattacherjee (2002).
Benevolence is often crucial in emotionally charged or relational decisions, where
the truster values the trustee’s concern for their well-being over technical compe-
tence alone (Cazier, 2007). This factor is emphasises that selflessness, emotional
investment, and genuine care are important considerations for trust.

Integrity refers to the truster’s perception/belief that the trustee adheres to a set of
principles that are not only consistent but also acceptable to the truster (Cazier,
2007). It is about alignment between what the trustee says, thinks, and does,
ensuring that actions follow through on promises. Integrity involves values such as
fairness, honesty, reliability, and dependability Bhattacherjee (2002). This factor
is emphasises that trusters rely on the belief that a trustee will act in a morally
consistent manner, and their perception of integrity is shaped by the alignment
between the trustee’s stated intentions and their actual behaviour(Mayer, 1995).

These factors are interdependent. A trustee might demonstrate competence but
lack integrity, undermining trust; conversely, benevolence without competence
can inspire goodwill but may fail to establish effective reliance. Together, com-
petence, benevolence, and integrity provide a framework for understanding and
fostering trust across personal, professional, and institutional relationships.
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3.4.4 Trust: Psychology, Sociology, and Cognitive Science

The psychological account of trust highlights unconscious processes underlying
social exchanges; this account holds that trust is the result of an unconscious re-
sulting in a certain attitude (Clément, 2020). The human brain uses various fast
and frugal heuristic mechanisms, that are implicit and unconscious, to evaluate the
trustworthiness of a potential trusee. These evaluations trigger affective responses
that guide behaviour. For example, neutral faces of people that are evaluated as
trustworthy are perceived as happier, and those evaluated as less trustworthy are
perceived as angrier (Clément et al., 2013). In-group/out-group phenomenon also
seems to play a significant role in quick evaluations of trustworthiness, with a
positive bias for same group members and a negative bias for other groups (Ta-
nis and Postmes, 2005). Language plays a significant role in acquiring informa-
tion through testimonials and observations that may contribute to epistemic trust
(Quine and Ullian, 1978). Studies show that many of these heuristics are already
present at humans at a very young age. Taken together, Clément (2020) writes
that, “trust can be understood as the intimate resonance of an evaluation process
that is most often left opaque to us. With time and the development of a theory of
mind i.e. the ability to reflexively represent one’s mental states and those of others,
more reflexive evaluations can take place” (Clément, 2020).

A distinguishing feature of sociological accounts of trust is that they emphasise the
relational aspects of trust, characterising not just the individual actors involved but
also the state of a relationship – enabling the application of such an account to un-
derstand trust relationships even of a non-interpersonal nature, such as in groups,
organisations, institutions, and society (Cook and Santana, 2020). Developing on
Hardin’s (1993) encapsulated interest account of trust described earlier, Cook et
al. (2005) develop a relational account, claiming that, “trust exists when one party
to the relation believes the other party has incentive to ask in his or her interest
or to take his or her interest to heart” (Cook et al., 2005). Trustworthiness is de-
termined through judgements made by the truster regarding the competence and
integrity of a trustee in a given context, and in more complex networks, social cap-
ital, reputation, and status play an important role in determining trustworthiness.
(Cook and Santana, 2020). Internet-based platforms, being anonymous and de-
centralised, abstract the traditional methods of assessing trustworthiness, instead
reputational mechanisms such as ratings and reviews may need to serve as signals
of reliability (Diekmann et al., 2014). At a macro-level in institutions and soci-
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eties, Zucker (1986) identifies three modes of trust production, (1) process-based
trust tied to the history of previous or expected exchange, (2) characteristic-based
trust tied to the characteristics of an individual such as personal values or back-
ground, and (3) institutional-based trust tied to formal structures and practices
that support coordination (Zucker, 1986).

Cognitive Science interacts with various disciplines such as psychology, neuro-
science, linguistics, computer science, and philosophy. As a result, it offers a mul-
tidisciplinary perspective on trust. Drawing from various sources, Castelfranchi
and Falcone (2020) propose a doxastic account of trust under four attributes:

1. Dispositional: where trust is an attitude by the truster towards the world
or agents/trustees, and the attitude has two characteristics:

• The attitude is hybrid with both affective and cognitive components

• The attitude is composite, based on the truster’s beliefs, expectations,
and evaluations, plus different dimensions of the trustee’s qualities,
content of the trustee’s action, and dimensions of external conditions

2. A mental and pragmatic process: where the process of trust has several
steps and is a multilayered process resulting in the establishment of a social
relation, conceptualised on (at least) three levels:

• The decision to trust the trustee

• The intention formation to trust

• The act of trusting the trustee

3. Multilayered and recursive: if the truster trusts the trustee based on infor-
mation, belief, signs etc., then the truster must also trust the source of such
information, which entails trusting in the information, beliefs, signs, etc.,
about those source itself

4. Dynamic: trust can change and evolve over time and have complex rela-
tionships with other trusted sources, where:

• Trust evaluations, decisions, and relations are subject to change based
on new insight

• Trust can derive from trust
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In their attempt at a unified conception of trust, they stress that trust is complex,
and requires a non-reductive definition which accounts for interpersonal as well
as broader (such as group and institutional) notions of trust (Castelfranchi and
Falcone, 2020).

3.4.5 Trust in Technology

Trust in technology (or technology trust) shares many of the characteristics of
trust in humans. The fundamental premise of the truster being vulnerable and
relying on the trustee, and the assessment of trustworthiness in the trustee operate
similarly, only the trustee in this case is a technology (Mcknight et al., 2011). Re-
searchers have argued that the more humanlike a technology is, the more human
characteristics of trust apply (Lankton et al., 2015). In the context of dyads that
constitute a primary decision maker, comparing a human ‘advisor’ or an intelligent
automated decision support system, Madhavan and Wiegmann (2004) claim that
when both the human and the automated aid behave similarly and signal similar
reliability, the process of trust development is comparable, however cognitive bi-
ases of the user may produce different verbal assessments of trust and distrust. They
write that, “the process of trust development in a decision aid is primarily a func-
tion of the cognitive and psychological biases and response tendencies of the user”
(Madhavan and Wiegmann, 2004). Similar to trust in humans, an assessment
of trustworthiness is made about the technology before placing trust. McKnight
(2011) proposes three factors analogous to the factors of trustworthiness, function-
ality, helpfulness, and predictability, corresponding to ability, benevolence, and
integrity respectively (Mcknight et al., 2011).

Functionality refers to the truster’s perception/belief that the technology has the
features, mechanisms, or functions, within a given domain, that enable it to fulfil
an expected role or utility effectively.

Helpfulness refers to the truster’s perception/belief that the technology is able to
help them when needed, through prompts, guides, and other means, in an ade-
quate, effective, and responsive manner, in order to complete a task.

Predictability, also referred to as reliability, refers to the truster’s perception/belief
that the technology is able to function smoothly and consistently in a manner that
is expected, with no unforeseen breakdowns.
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This conceptualisation has been validated (Lankton and McKnight, 2011), and
extended in other research on technology trust (Lankton et al., 2015).

3.4.6 Transparency and Explainability

Transparency in itself is not a human factor, however, there is an overlap between
transparency and trust. It is fundamental to informational notions of trust, where
trust is an informed assessment. Conceptually, transparency is closely linked to
accountability and openness, which naturally lend themselves to discourse on gov-
ernance aspects. Bentham’s ‘panopticon’ refers to transparency through the idea
that watching the actions of individuals leads to ‘correct’ or ‘norm compliant’
behaviour, and as a consequence he argues transparency in government would
prevent ‘conspiracy’. Rousseau advocated for transparency, viewing opaqueness
as evil, and argued that civil servants should act transparently to avoid destabil-
ising intrigues (Meijer, 2014). Our modern day understanding of transparency
is rooted in these earlier notions, with Sweden becoming the first nation to in-
troduce access to information legislation in 1766. Several countries, particularly
western-style democracies, have since followed Sweden’s lead later in the 20th cen-
tury (Ekkilä 2012). Business and management studies carried these notions into
practice outside of governance context through organisational management and
business practice, giving rise to various thoughts relating to corporate account-
ability, stakeholder management and, public relations. Today, transparency is a
normative concept, important not only in law and governance, but also in business
studies, communication studies, economics, political science, and increasingly in
AI and Computer Science. Transparency is often considered a central concept
in ‘trustworthy AI’. The European Commission High-Level Expert Group on AI
highlight transparency as one of the 7 key facets in their Ethics Guidelines for
Trustworthy AI (HLEG AI, 2019). This view is also echoed in other AI ethics
frameworks; one study found that the concept of transparency was represented in
84 different AI ethics guidelines around the world (Jobin et al, 2019).

Transparency is inherently linked to explainability in the context of AI. Explana-
tion is a natural part of human conversation. It is how we convey causal rela-
tionships between phenomena (Lipton 2001). Explanations facilitate alignment
and cooperation. They are seen as an important communication mechanism that
help build trust. With the advent of machine learning and neural networks (tech-
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niques that underpin most AI today) it became possible to create large, complex
algorithms that were able to produce highly complex results, including (but not
limited to) the ability to communicate (NLP) and make decisions (decision-assist
systems). These algorithms became increasingly good, and more efficient, at per-
forming complex and sensitive tasks such as cancer identification and law enforce-
ment. However, the complexity of the algorithms meant that these were ‘black-
box models’ whose decision-making was inaccessible even to its creators (Miller,
2019). Several early cases of biased AI algorithms, such as the Amazon HR al-
gorithm (Lewis, 2018), and the US recidivism algorithm (Brennan et al, 2009),
highlighted the need for AI to explain its decisions. This gave rise to the concept
of explainability in AI, which formalised into Explainable Artificial Intelligence
(XAI). However, XAI leaned more heavily into its roots in computer science and
approached explainability from an algorithmic and computational standpoint, fo-
cusing on mathematical or statistical causal relationships. These explanations were
neither intuitive nor accessible to non-experts. Critics of XAI have pointed out
that existing research on human explanations within the social sciences has largely
been ignored by the early efforts in XAI, and that this knowledge should be used
to build more human-compatible explanations (Miller, 2019). At the same time,
from a user point of view, there is no clear consensus on what constitutes a good ex-
planation from an AI/social agent. Interaction research on explanations is a newly
emerging area, and the complexity of interaction modalities, the situated nature
of interactions, and variability of explanation possibilities makes it particularly
challenging to study. Precisely how trust relates to transparency and explanations,
how they operate in humans, what elements apply to trust in technology, and
particularly in social agents that are capable of interacting in human language and
producing human behaviours, is far from clear.

3.5 Perception of Trust in Humanlike Social Agents

Antecedents and Influences on Trust: Goodman and Mayhorn (2023) found that
participants trusted female-voiced assistants more, with pitch and gender influ-
encing trust, but individual differences accounted for most variance (Goodman
and Mayhorn, 2023). Hsu and Lee (2023) showed that voice assistants exhibit-
ing humanlike linguistic traits and positive behaviour traits increased trust (Hsu
and Lee, 2023). Malodia et al. (2023) found that convenience and status-seeking
enhanced trust, while risk perceptions reduced it (Malodia et al., 2023), and Malo-
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dia et al. (2024) showed that social identity and personification related strongly to
usefulness and playfulness, with trust moderating the relationship between useful-
ness and usage (Malodia et al., 2024). Al Shamsi et al. (2022) indicated that trust
and perceived ease of use positively influenced perceived usefulness, with trust in
technology affecting perceived ease of use (Al Shamsi et al., 2022). Wienrich et
al. (2021) demonstrated that perceiving a voice assistant as a specialist increased
trustworthiness ratings (Wienrich et al., 2021). Cheng et al. (2022) found that
perceived warmth and competence increased trust in chatbots, while communi-
cation delay reduced it (Cheng et al., 2022), and Baek and Kim (2023) showed
that while personalisation improved trust, increased creepiness lowered continu-
ance intention (Baek and Kim, 2023). Mostafa and Kasamani (2020) found that
compatibility, perceived ease of use, and social influence increased initial trust in
chatbots (Mostafa and Kasamani, 2022). Tussyadiah et al. (2020) reported that
cognitive trust formation in intelligent robots depended on negative attitudes and
a propensity to trust technology (Tussyadiah et al., 2020), and Ullman and Malle
(2019) found that manipulating robot roles and contexts influenced perceptions on
trust subscales, highlighting reliable-capable and ethical-sincere dimensions (Ull-
man and Malle, 2019).

Trust Development and Variability Over Time and Context: Skjuve et al. (2021)
found that trust developed gradually as human-chatbot relationships evolved from
superficial curiosity into deeper affective engagements, positively influencing users’
perceived wellbeing (Skjuve et al., 2021). Alarcon et al. (2021) observed that dis-
trust behaviours over time reduced trustworthiness perceptions, trust intentions,
and trust behaviours, and that trust violations by anthropomorphised robots did
not differ meaningfully from those by humans (Alarcon et al., 2021).

Outcomes and Consequences of Trust: Song and Shin (2024) showed that making a
chatbot more humanlike increased eeriness, thereby lowering trust, purchase in-
tentions, and willingness to reuse (Song and Shin, 2024). Park et al. (2024) found
that humanlike chatbot representation enhanced compliance with mental health
recommendations through trust (Park et al., 2024). Cheng et al. (2022) noted that
greater trust in chatbots reduced consumers’ intention to switch to a human agent
(Cheng et al., 2022), while Malodia et al. (2023) showed that trust increased the
intention to use virtual assistants for transactional services (Malodia et al., 2023).
Baek and Kim (2023) revealed that improved trust through personalisation and
task efficiency contributed to continuance intention (Baek and Kim, 2023).
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3.6 Theory Selection and Use

The studies employ specific theories by way of the implicit theoretical perspectives
inherent in the measurement instruments used. These remain largely implicit but
can be elaborated as follows:

Anthropomorphism is measured using the Godspeed anthropomorphism ques-
tionnaire (Bartneck et al., 2009a). The questionnaire was developed based off of
Powers and Kiesler’s (2006) work in the paper ’The advisor robot: tracing people’s
mental model from a robot’s physical attributes’ (Powers and Kiesler, 2006). In-
herent in the use of mental models here is a representationalist view of cognition.
By consequence, Epley et al’s. (2007) psychological conception of anthropomor-
phism, and Epley and Waytz’s (2010) conception of mind perception (Epley et al.,
2010) are adopted as they are compatible with this view of cognition, and with each
other. However, embodied cognition perspectives are also used in the discussion.

Trust and reliability are measured using the trust scales developed by Lankton
et al. (2015), which are based on the Ability, Benevolence, and Integrity frame-
work in humans, and the analogous Functionality, Helpfulness and Predictability
framework in technology (Lankton et al., 2015). This makes them doxastic ac-
counts of trust. The cognitive science account of trust by Castelfranchi and Fal-
cone (2020) is adopted as it is both doxastic and compatible with the perspectives
on cognition, anthropomorphism, and mind as discussed above (Castelfranchi and
Falcone, 2020).
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Chapter 4

Methods

Methodological choices pose significant trade-off’s in human-agent interaction re-
search. Human experiences are highly complex, dynamic, and context-dependent,
which makes them difficult to study. Phenomena like perception, particularly of
anthropomorphism, mind and trust pertinent to this thesis are inherently subjec-
tive, and as seen in the previous section, are themselves active topics of research
with no standardised definitions or universally accepted frameworks. This makes
them difficult to measure consistently, as the available tools and methods, which
are often only indirect measures of perceptive experience, are limited by current
knowledge. Standardising the variables risks reducing the richness of human ex-
perience, however, allowing variability reduces the generalisability of the findings.
This trade-off leads researchers to choose between breadth and depth in their ap-
proach, which often presents as a choice between quantitative or qualitative meth-
ods. Quantitative methods offer objectivity and generalisability, but they may
oversimplify complex human experiences. Qualitative methods provide rich, de-
tailed insights into individual experiences, but they are harder to generalise and
replicate. Experimental methods offer greater control by enabling researchers to
isolate distinct factors, such as appearance or specific behavioural characteristics
of an agent, resulting in more reliable data on cause-and-effect relationships, but
these experiments sacrifice ecological validity since these interactions likely differ
in real-world settings. Naturalistic studies in real-life settings can yield more real-
istic data but at the expense of control over variables, making it harder to specify
the factors that drive observed behaviours or attitudes in humans.
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While AI and Robotics have made significant advances in recent years, current
technology available to use as research objects are often unreliable and inconsis-
tent in their performance. For example, robots frequently fail during operation.
Additionally, the research questions in this thesis necessitate using certain charac-
teristics, such as – natural language, personality and humanlike voice – that were
not possible to reproduce through technology at the time of the study design¹.
As a result, a controlled experimental setting was deemed most suitable in this in-
stance. The Wizard of Oz method, that has been used in similar circumstances,
allows researchers to simulate a part, or whole, of the agent as well as the inter-
action, through real or mock computer interfaces (Maulsby et al., 1993). In this
thesis, simulating interactions through videos allowed for greater control of the
various agents being studied, with the added benefit of maintaining consistency
across interactions. As a result, a video-based, simulated interaction was chosen
as the method. This method naturally allowed the possibility of online data col-
lection through surveys, resulting in a series of quantitative online experiments.
Three studies were conducted in order to examine user perception of anthropo-
morphism, mind and trust across chatbots, voice assistant speakers, and robots
with different levels of humanlike characteristics.

Study I, henceforth referred to as the ‘Chatbot study’ (corresponding to Article I),
examines whether chatbot personality, input method (button and text), and com-
munication medium (text and voice), affect user perception of trust, trusting in-
tention, reliability, and the Godspeed series² which includes anthropomorphism,
animacy, likeability, perceived intelligence and perceived safety (Bartneck et al.,
2009b). Study II, henceforth referred to as the ‘Robot-VA study’ (corresponding
to Article II), examines whether agent embodiment³ and levels of humanlikeness
of voice have an effect on user perception of human-trust, technology-trust, and
Godspeed series in robots and voice assistant speakers. Study III, henceforth re-
ferred to as the ‘Mind Perception study’, (corresponding to Article III) examines
mind perception in chatbots, voice assistant speakers, and robots, in contrast to
biological beings. Table 4.1 provides an overview of all three study designs.

¹Naturalistic interactions with chatbots rapidly evolved during this time with the release of Chat-
GPT, however integrations were relatively new, voice was not yet a feature, and standardising these
elements across three agents was (and still remains) a challenge.

²Only the anthropomorphism scale is in focus here as explained in the thesis scope.
³referring to agent body rather than interaction.
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Table 4.1: Experimental design and methods employed for Study I, II, and III.

Chatbot study Robot-VA study Mind Percp. study

Agents Chatbot Robot & Voice Asst.
Speaker

Chatbot, robot &
Voice Asst. Speaker

Setting Online Online Online

Format Vignette Vignette Vignette

Interaction Direct interaction &
Video simulation

Video simulation Video simulation

Design Randomised con-
trolled trial

2x4 factorial analysis Exploratory factor
analysis

Structure Between-subjects Within & Between-
subjects

Between-subjects

Measurement Likert-scale survey Likert-scale survey Likert-scale survey

Analysis Non-parametric Parametric Non-parametric

4.1 Agents

Several simulated interaction videos of chatbots, voice assistant speakers, and robots
were created for the three studies. The agents used in the videos remained consis-
tent across the studies (for example the same voice assistant speaker and voice was
used in both the Chatbot study as well as the Robot-VA study).

The chatbot study had 3 direct-interaction chatbots, 2 chatbot interaction videos,
and a voice assistant interaction video (as described in Article I). The 3 direct-
interaction chatbots were created using the boost.ai platform. A screen recording
of one of these chatbots was created for the video conditions. The AI-driven text-
to-speech (TTS) generator NaturalRedaer (www.naturalreaders.com) was used to
generate audio that was edited onto the video to create the simulated interaction.
Lastly, the same smart speaker condition from the robot-VA study (below), using
the same generated audio, was used for the smart speaker condition.

The Robot-VA study had 8 videos, 4 of each agent (robot and voice assistant
speaker), using 4 different levels of humanness of voice. The Epi robot from
LUCS, Lund University (see Figure 4.1) was used to create a robot interaction
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Figure 4.1: The Epi robot platform at LUCS, Lund University, Sweden.

video. A generic speaker (see Figure 4.2) was used for the voice assistant speaker
interaction video. The lights in the robot and speaker were manipulated to convey
speaking and listening. Audio for the four voices was generated based on a script
using Apple MacOS’ built-in TTS generator, NaturalRedaer AI TTS generator
(www.naturalreaders.com), a real human voice, and a modified version of the real
human voice using the audio editing software Audacity (www.audacityteam.org).
These formed the four levels of humanness of voice⁴ (as described in Article II) that
were then edited onto the two videos of agents to create the final eight conditions.

4.2 Setting and Format

All three studies were conducted online. Sunet Surevy (www.sunet.se) was used
to create the surveys and collect the data. Participants were recruited on Prolific
(www.prolific.com), and were paid the average hourly rate.

⁴Perception of four distinct levels was confirmed in a pre-test as explained in Article II.
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It is important to handle interaction context with care when studying human-
agent interaction because it defines the purpose of the interaction, and influences
how humans expect to communicate, significantly shaping the dynamics, expec-
tations, and outcomes of the interaction. In order to derive meaningful insights
across the three studies, the interaction context was maintained as a constant, with
the interaction taking place in a service context, where the agent was a travel as-
sistant/planner. The ’travel assistant’ context was chosen in order to make the
interaction less high-stakes, such as banking or insurance, where privacy concerns
may hinder free interaction.

To elicit this context in the online setting, all three studies utilized a ‘vignette’ (de-
scribed in Articles I and II). A vignette is a brief, descriptive scenario that outlines a
specific situation, designed to immerse participants in a particular real-world con-
text relevant to the research objectives. Vignettes have been used in similar studies
(Nørskov et al., 2020; Law et al., 2021). The use of vignettes is particularly effective
in survey-based research because it bridges the gap between hypothetical questions
and real-world application, ensuring that participants’ responses are aligned with
the practical, situational nuances of the behaviours or perceptions being studied.

For the video-based experiments (robots, smart speakers), participants were asked
to watch a video of a user interaction where a user plans a trip using a travel assis-
tant agent that they were told was capable of helping plan and make all reservations
pertaining to a trip to Aarhus, Denmark. For the direct-interaction experiments
(chatbot), participants were asked to imagine that they were planning a vacation
to Aarhus, Denmark, and that the chatbot was a prototype travel assistant for the
city that could help plan all aspects of their trip. They were provided with specific
instructions for tasks to complete, such as booking a hotel, recreational activities,
and transportation (the same tasks performed in the videos). Interactions in both
types of experiments were simulated as per a pre-written script in order to main-
tain consistency, thus combining the Wizard of Oz method with Vignettes.
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4.3 Interaction

Two methods of testing interaction are employed in different studies. Primarily, a
video-based interaction method is used, where a video recording of an interaction
between a user and an agent is shown to the participants. The video is recorded
in a way such that only the agent is in the frame, and the user is seemingly off
the screen. For this method the survey is modified so the participants answer the
question in a hypothetical direct interaction based on the video they watched. In
two of the chatbot experiments (personality and input method), direct interaction
method is used where the participants directly interact with a chatbot to perform
certain tasks (described below).

Figure 4.2: The voice assistant speaker.

4.4 Design and Structure

The chatbot study is comprised of 3 experiments. The first experiment is a direct-
interaction, between-subjects, randomised controlled trial between two chatbots
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with chatbot behaviour (personality) as the independent variable, where a chatbot
with and without personality are compared. The second experiment is a direct-
interaction, between-subjects, randomised controlled trial between two chatbots
with input method as the independent variable, where button-based input and
free text input are compared. The third experiment is a video-based, between-
subjects, randomised control trial between a chatbot with voice output and a voice
assistant speaker, with communication medium being the independent variable.
In this study Trust, trusting intention, anthropomorphism, animacy, likeability,
perceived intelligence and perceived safety are the dependent variables. This ex-
perimental design gives rise to the following conditions:

1. Experiment 1: Personality

• NP-B: No-personality with button input

• P-B: Personality with button input

2. Experiment 2: Input Method

• P-B: Personality with button input

• P-T: Personality with free-text input

3. Experiment 3: Voice Output

• C-NV: Chatbot with no voice

• C-V: Chatbot with voice

• S-V: Speaker with voice

The robot-VA study is a single experiment comparing interaction videos of a robot
and a voice assistant speaker with four different voice outputs. As a result, it is a
2x4 factorial design with the agent body and voice being two independent vari-
ables. In this study, the type of trust exhibited towards an agent, effect of em-
bodiment on trust, and effect of embodiment on anthropomorphism are exam-
ined. Human-trust, technology-trust, anthropomorphism, animacy, likeability,
perceived intelligence and perceived safety are the dependent variables. Type of
trust (human-trust and technology-trust) are examined as a within-subjects vari-
able, while all other variables are between-subjects. The study design gives rise to
the following conditions:
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Table 4.2: Robot-VA study design and conditions.

Text-to-speech
Voice (TSV)

AI Generated
Voice (AIV)

Authentic
Human Voice
(AHV)

Modified-
Human Voice
(MHV)

Robot
Body (RB)

RB-TSV RB-AIV RB-AHV RB-MHV

Speaker
Body (SB)

SB-TSV SB-AIV SB-AHV SB-MHV

The mind perception study is comprised of a factor analysis on participant ratings
of 18 mental capacities across 12 characters – which included 3 biological and 9
social agents. The biological agents were adult human, infant human and dog.
The social agents were 3 chatbots, 3 voice assistant speakers, and 3 robots. Of the
12 agents, participants were asked to image 6 of them, while they experienced the
other 6 across different conditions of the previous two experiments (elaborated
below). This gave rise to the following set of agents. (1) imagine adult human -
AH, (2) imagined infant human - IH, (3) imagined dog - DG, (4) imagined robot
- RB, (5) imagined smart speaker - SS, (6) imag- ined chatbot - CB, (7) experi-
enced robot with real human voice - RHV, (8) experienced robot with artificially
generated voice - RAV, (9) experienced voice assistant speaker with real human
voice - SHV, (10) experienced voice assistant speaker with artificially generated
voice - SAV, (11) experienced chatbot with artificially generated voice - CAV, and
(12) experienced chatbot without voice - CNV. Based on the factor scores from
the factor analysis, participant perception of mind between the different agents
was compared.

4.5 Data Collection

The data for the Chatbot study and Robot-VA study were collected separately on
different sets of participants. The data for the mind perception study was collected
as part of both the Chatbot and Robot-VA studies by measuring perception of
mind (as described above) in each of the conditions in the two experiments.
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4.6 Measurement and Analysis

The chatbot study and robot-VA study both employed the same measurement
scales, the trust scale by Lankton et al (Lankton et al., 2015), and the Godspeed
series questionnaire by Bartneck et al (Bartneck et al., 2009b). However, different
subscales of the trust scale were used in the two studies. The chatbot study used
the human-trust, trusting intention, and reliability subscales, whereas robot-VA
study used the human-trust and technology-trust subscales. All variables were
measured on a 7-point Likert scale. The mind perception study employed the 18
mental capacities identified by Gray et al (Gray et al., 2007), as a 7-point Likert
scale instead of the pairwise rating from the original study.

All three studies had issues with non-normality and heteroscedasticity in the data,
which is common for Likert-scale ordinal data. As a result, for the chatbot study,
non parametric tests were used, particularly, the Mann-Whitney U test and the
Kruskal-Wallis test with Holm adjusted pairwise Dunn post-hoc tests. For the
robot-VA study, both parametric and non-parametric tests were used, for para-
metric tests, t-tests and robust two-way ANOVAs were employed, and in case of
significant result, non-parametric, particularly the Mann-Whitney U test and the
Kruskal-Wallis test, were used to confirm the result. The mind perception study
employed a Confirmatory Factor Analysis (CFA) to test the factor structure iden-
tified by Gray et al. (Gray et al., 2007) which was not replicated, as a result an
Exploratory Factor Analysis (EFA) was performed to identify a new factor struc-
ture. The Kruskal-Wallis test with Holm-Bonferroni adjusted Dunn post-hoc tests
were employed to compare mind perception across agents.
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Chapter 5

Results

In the context of AI and Robotics, transparency and explainability have been iden-
tified as significant factors contributing to trust (Larsson and Heintz, 2020). Build-
ing on this notion, the ‘Three Levels of AI Transparency’ paper (Article IV) elab-
orated on the levels within which transparency operates, namely (1) algorithmic
transparency, (2) interaction transparency, and (3) social transparency. The levels
are loosely based on Meijer’s (2014) transparency framework. In this paper, the
concepts of transparency and explainability are defined distinctly from one an-
other, framing explainability as an aspect of transparency, particularly algorithmic
transparency. This conception of transparency is disentangled from explanations
more generally in humans, and it is argued that explainability is a technical concept
in the field of AI that is narrowly focused on making the black-box nature of algo-
rithms and their resultant decisions explainable to humans. The final level, social
transparency pertains to broader societal and institutional notions of transparency.
It pertains to AI governance, AI ethics, and corporate responsibility in developing
AI. The aspects of transparency emerging through interaction are framed under
the new concept of interaction transparency. This level of transparency is more
concerned with interaction and agent design that facilitate and prioritise trans-
parency in interactions. The conception of this level made way to the subsequent
studies on humanlikeness. From the empirical studies, the results of all variables
measured are reported here, but only anthropomorphism, mind, and trust remain
central in the discussion.
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5.1 Chatbot Study (Article I)

The chatbot study assessed whether humanlikeness of chatbot through chatbot
behaviour, input method, and communication medium had an impact on per-
ception in human-chatbot interaction respectively. The results indicate that all
three independent variables had a statistically significant impact on interaction on
some of the dependent variables (trust, trusting intention, reliability, anthropo-
morphism, animacy, likeability, perceived intelligence and perceived safety), but
none on all.

Humanlikeness of chatbot behaviour (here mainly referred to as ‘personality’) had a
significant effect on anthropomorphism, animacy and likeability, with the chatbot
with personality being rated higher on all three counts, but had no significant effect
on trust, reliability, perceived intelligence or perceived safety.

Humanlikeness of interaction modality (buttoned-based vs free-text) only had a
significant effect on trusting intention, with participants having greater trusting
intention for the chatbot with free-text input. There was no significant difference
in trust.

Humanlikeness of communication medium (text chatbot vs chatbot with voice
output vs voice assistant speaker) had a significant effect of trust, anthropomor-
phism, and animacy, with both the chatbot being rated higher on all three counts
than the voice assistant, but had no significant effect on trusting intention, reliabil-
ity, likeability, perceived intelligence, or perceived safety. There was no difference
between both chatbots.

5.2 Robot-Voice Assistant Study (Article II)

The Robot-VA study assessed whether humanlikeness of body (embodiment) and
voice had an effect on perception of trust (whether they elicited human or tech-
nology conceptions of trust), anthropomorphism, animacy, likeability, perceived
intelligence and perceived safety. Humanlikeness of body was represented through
a humanoid robot, and the lack thereof by a voice assistant speaker. Four levels of
humanness of voice were used with both agents.
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There are three main findings from this study:

1. Body and voice both contribute to anthropomorphism perception indepen-
dently from one another, serving as empirical evidence for the multidimen-
sionality of anthropomorphism.

2. Voice has a stronger impact on the perception of Godspeed series charac-
teristics of an agent compared to body.

3. Provided successful interaction, users perceive both human and technology
conceptions of trust in agents with no significant difference and irrespective
of the physical or voice attributes.

5.3 Mind Perception Study (Article III)

The mind perception study assessed whether dimensions of mind perception apply
similarly across various types of social agents, different from perception of mind
in biological beings, and study whether agent types result in significantly different
perception of mind.

Figure 5.1: Perception of mind across characters.
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The results indicate that the perception of mind differs significantly between bi-
ological beings and social agents. Perception of mind is broadly split along the
lines of task-oriented cognition and affective-reflective cognition, with no signif-
icant difference of perception between adult humans and social agents in terms
of task-oriented cognition. Agents are perceived significantly differently to adult
humans in terms of affective-reflective cognition, with adult humans being rated
higher. Infant humans and dogs are perceived significantly lower than both adult
humans and social agents in terms of task-oriented cognition. And perception of
agents does not differ from when individuals imagine an agent and experience an
agent, except in the case of smart speaker where imagined agent is rated signifi-
cantly poorly compared to when the agent is experienced. The results also produce
a new factor structure (see Table 5.1) compared to Gray et al. (Gray et al., 2007).

Table 5.1: Dimensions of mind perception for social agents

Factor 1 Factor 2

Personhood 0.935 -0.042

Emotion 0.888 -0.297

Emotion Recognition 0.865 0.119

Thought 0.753 0.329

Morality 0.738 0.385

Self Control 0.663 0.438

Planning -0.062 0.923

Communication 0.106 0.879

Memory 0.224 0.788
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Chapter 6

Discussion

The conception of the articles and studies in this thesis began with the work on
transparency and trust, which was a consequence of the concept being a central
theme in the research project AI Transparency and Consumer Trust that the doc-
toral position is tied to. Identifying that transparency and explainability are realised
in interaction, and conceptualising this relationship as one of the levels of trans-
parency in AI – interaction transparency – in Article IV, resulted in the gradual
shift toward interaction research. The concept of transparency itself moved to the
periphery as trust became the central concept of interest in the subsequent work,
given its significant role in interaction. The move to interaction research on trust
was realised through a collaboration on an extended abstract exploring trust and
failures in social robot interaction, submitted to a workshop at the Human-Robot
Interaction conference in 2022. Simultaneous discussions with boost.ai regarding
chatbot interactions resulted in the eventual merging of various research directions
into the three related studies that comprise this thesis. In this manner, the articles
included represent the doctoral journey, from transparency, to robot studies and
to chatbot studies.

In the subsequent discussion, the first section will focus specifically on the research
questions asked in this thesis, and results of the studies. The remainder of the
discussion will focus on reflections and broader aspects of the field of study.
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6.1 Synthesis of Results

RQ1: How do different humanlike attributes such as body, voice, per-
sonality, input method, and communication medium affect the extent
to which users anthropomorphise chatbots, robots, and voice assistant
speakers during interaction?

Across both studies, a complex and inconsistent picture of anthropomorphism
emerges, where some aspects that are less humanlike are perceived as more an-
thropomorphic and vice versa.

Chatbot Study

The results on the effect of chatbot personality on anthropomorphism (experi-
ment 1) were in line with expectations. Chatbots with personality (friendly, use
of personal pronouns, use of emoji) were rated as more anthropomorphic than
chatbots without personality (robotic language, no personal pronouns, no emoji
use). Previous studies have found a similar effect (Araujo, 2018; Jenneboer, 2022),
and have further found that this resulted in greater user experience, which was
not measured here in this experiment. However, the results on the effect of in-
put method on anthropomorphism (experiment 2) were contrary to expectations,
since it was hypothesised that free-text input method simulates natural interaction
and thus would be perceived as more humanlike. But no difference in anthropo-
morphism was found between between button-based and free-text input methods.
In a previous study, Haugeland et al. (2022) similarly found counter-intuitive re-
sults that button-based chatbot interaction was rated higher than free-text for both
hedonic and pragmatic qualities, but had no difference in perceived anthropomor-
phism. They extrapolated from interviews that free-text input may not directly be
associated with increased hedonic quality, rather the flexibility and adaptability
potential of free-text may be the important underlying factors (Haugeland et al.,
2022). Since the simulated chatbot interactions used in the input method experi-
ment offered limited flexibility for interaction outside the intended path, this may
explain the result. With the exception of LLM-based chatbots, it is generally not
possible to achieve this level of flexibility and adaptability in chatbot interactions.
At the same time, LLM based chatbots are are better suited for general-purpose ap-
plications, rather than goal-oriented domains (Deng et al., 2023). This may have
implications for specific use-cases in task-oriented domains where button input
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may be preferable. It is unclear whether an LLM-based chatbots that could hy-
pothetically be more goal-oriented would be perceived as more anthropomorphic
than button-based systems. Even if they are, it is unclear whether they would be
preferable in light of other considerations, such as transparency.

Results on the effect of chatbot communication medium (experiment 3) were also
contrary to expectations, where both the text-only chatbot, as well as the chat-
bot with voice, were perceived as significantly more anthropomorphic than the
voice assistant, with no difference between the two chatbots. Ischen et al. (2022),
similarly, found that text-based assistants were perceived as more humanlike than
voice-based assistants (Ischen et al., 2022). On the other hand, the insignificant re-
sult between the two chatbots is contrary to Cohn et al’s. (2024) study on pseudo-
LLM chatbots that found that a multimodal chatbot presenting both text and voice
outputs was perceived as more anthropomorphic compared to a text-only chatbot
(Cohn et al., 2024). The context of interaction between an LLM chatbot and a
goal-oriented chatbot are different, and voice may be a more important factor in
hedonic contexts than pragmatic ones. In terms of methodology, the experience
of viewing a screen recording of a text-only chatbot interaction and a chatbot with
voice interaction may not be sufficiently different in terms of anthropomorphism,
and additionally, it may be that it is easier to envision a text-only chatbot, due
to familiarity, than a multimodal one, when answering a survey after watching a
video.

Robot-VA Study

Both agent body and voice had a significant effect on anthropomorphism. In
terms of voice, agents with least humanlike voice (robotic text-to-speech) were
consistently rated as less anthropomorphic than agents with more humanlike voice
(AI generated and real human), irrespective of agent type. However, there was
no difference between the AI generated and the real human voice. Eyssel et al.
(2012) similarly found that more humanlike voice in robots led to more perceived
anthropomorphism compared to robot-like voice (Eyssel et al., 2012). The lack
of difference in perception of anthropomorphism between the AI generated and
real human voices indicates that the AI generated voice was perceived as being
more or less similar to a human. Craig and Schroeder (2017) demonstrated that
modern synthetic voices performed similarly to real human voices in an online
learning setting (Craig and Schroeder, 2017). The result contributes to the notion
expressed by Seaborn et al. (2021) that modern synthetic voices are reaching the
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level of human voices (Seaborn et al., 2021).

However, in terms of agent body, where it was expected that a robot would be
perceived as more anthropomorphic than a voice assistant speaker, the reverse was
true. It has to be noted though that the robot in the study was not much more than
a speaker in robot form (it did not move), and this may have caused an expectation
mismatch. Anthropomorphism can lead to higher expectations regarding capabil-
ities, against which amassments of performance are made, when the expectations
are dis-confirmed, it can lead to poor outcomes (Grazzini et al., 2023). While this
explanation requires the agent to be initially assessed as more anthropomorphic,
reassessment upon mismatched expectations may lead to lower perception of an-
thropomorphism in the end. This may have negatively affected the perception
of the robot; whereas the speaker may have better matched the expectations of
the participants. Additionally, the lack of embodiment given the online study de-
sign inherently disallows an arguably important dimension of interaction, which
may have also contributed to the result. Regardless, the result may indicate that
the human form alone may not directly result in greater anthropomorphism in
comparison to other anthropomorphic characteristics such as voice, especially in
virtual interactions.

RQ2: How does agent type – chatbot, voice assistant, social robot – affect
mind perception in human-agent interaction?

People seemingly possess a distinct notion of mind in humanlike agents in gen-
eral, irrespective of agent type or characteristics, compared to biological charac-
ters such as adult human, infant human, or dog. Generally participants seem to
perceive all agents as possessing more or less a similar form of mind. This mind
is seemingly capable of task-oriented cognition, similar to human minds, but not
affective-reflective cognition which humans are capable of. The two dimensions
Agency and Experience, consisting of 18 mental capacities from Gray et al. (2007)
could not be replicated using an exploratory factor analysis on the data. Instead
two new dimensions, as mentioned above, emerged with slightly different factor
structures through an exploratory factor analysis. Previous studies have employed
the dimensions outlined by Gray et al. (2007) and found further nuances in mind
perception, for example that the factor Experience may be split by an affective
dimension (Kamide et al., 2013), and that perception of mental capacities may
differ based on interaction style (Cucciniello et al., 2023). These studies were con-
ducted on robots alone and were able to more or less reproduce the original factor
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structure. The different factor structure emerging here may be attributed to the
inclusion of biological agents along with various types of humanlike social agents
highlighting the different conceptions of mind between the two.

The original study included 13 characters, with 11 of them being biological, and
only two non-human characters, god and robot. Of the 11 biological agents, 7
were human (Gray et al., 2007). As a result, the dimensions represented a human
conception of mind, which was the intention of the study. In this study, there were
12 characters, with 3 being biological, of which 2 were human, and 9 were agents.
This factor structure captures the concept of agent mind in contrast to biological
mind (in terms of human mental capacities) since factor analysis reflects the un-
derlying variance in the data, and a dataset dominated by agents might emphasize
different dimensions of mind compared to one dominated by human characters.
This also explains the high multicollinearity between several of the mental capaci-
ties that were more strongly associated with biological characters than the agents,
necessitating compound variables to account for this skew. Interestingly, the co-
ordinate points for factor scores of the three biological agents in this study, when
plotted on the two factors (see Figure 4.1) closely align with the points for the same
characters in the original study by Gray et al. (2007), indicating that despite the
rearrangement of the factor structure, the result on a broader level still reflects the
same aspects of mind perception as the original study. The new factor structure is
indicative of the aspects of mind that are perceived as distinctly human/biological,
and those that are shared with agents.

Perceiving a mind in non-living entities is inherently an act of anthropomorphism,
as it involves ascribing humanlike mental states and capacities to something that
does not inherently possess them, for example, objects like computers, abstract
concepts like god, or animals. Unlike this type of anthropomorphism, the dy-
namics of anthropomorphism seen in humanlike social agents is slightly different,
since these agents are already designed to mimic human characteristics. This means
users are not projecting human traits onto a completely non-human other but
rather evaluating the degree to which a humanlike entity appears to possess truly
human qualities. In this context, the results of this study suggest the possibility of
a distinct conception of mind in agents – differentiated by the subjective sense of
(an agent not having) deep-human attributes such as agency, consciousness, and
intentionality (better characterised as humanness) – as a starting point to study its
evolution in comparison to a human conception of mind. While the dimensions
identified in this study lay the groundwork for such a conception, further research
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is needed to understand whether direct interaction, varying context, and individ-
ual differences influence this distinct conception of agent mind. It is important
to note that the lack of affective-reflective mind may be explained by the fact that
the agents in this study were not ‘emotional agents’, in that the experiment was
not designed to capture the emotional dimensions. It is possible, perhaps likely,
that an emotive agent may rank higher in that capacity than the agents in this
study. Another dimension that is not considered is embodied interaction. Direct
interaction may produce significantly different perception of mind, however this
is difficult to capture. Regardless, the finding, which may be regarded as initial
finding, of a common notion of agent mind, calls for further research with regard
to the aforementioned factors.

RQ3: How do different humanlike attributes such as body, voice, person-
ality, input method, and communication medium influence user trust in
chatbots, robots, and voice assistant speakers during interaction?

Across both studies, trust remained relatively stable, and no significant differences
in trust were found between different conditions (humanlike attributes) for the
same agent in either study.

Chatbot Study

The results on the effect of chatbot personality on trust (experiment 1), show that
there was no significant difference between trust. Existing research shows that
chatbot personality has a significant effect on trust (Müller et al., 2019; Kuhail
et al., 2022), however, context plays a role (Smestad and Volden, 2019). Følstad
and Brandtzaeg (2020) highlight pragmatic and hedonic aspects of chatbot interac-
tion as differently applicable for goal-oriented and general-purpose chatbots, not-
ing that for goal-oriented chatbots pragmatic considerations such as performing
expected tasks successfully and efficiently are the most important factors, and that
hedonic qualities such as emoji use and friendliness may improve user experience
but may not be essential (Følstad and Brandtzaeg, 2020). In this study, the goal-
oriented chatbots were simulated to perform tasks in the exactly same manner,
and successfully, meeting the most important pragmatic aspects of chatbot inter-
action. Seemingly, this is more important for trust in this context than humanlike
attributes such as personality. Law et al. (2022) found that humanlikeness and
task performance have no interaction effect when predicting general trust, task-

70



specific trust and reliability (Law et al., 2022). This may mean that trust derived
from pragmatic aspects are independent from hedonic aspects, and in the goal-
oriented context, with pragmatic aspects being more important, they may have a
stronger influence on trust. This also explains the results on the effect of chatbot
input method on trust (experiment 2), which also had no significant difference in
trust. Given successful task completion, trust remained stable. However, free-text
input had greater perceived trusting intention than button-based input. This is
a confounding result, as trusting intention pertains to the willingness to trust in
technology. This may indicate that despite the difference in actual trust, free-text
input has desirable characteristics that may enable people to depend on it in the
future.

The results on the effect of chatbot communication medium on trust (experiment
3), similar to anthropomorphism, shows that both chatbots were perceived as more
trustworthy than the voice assistant. One explanation here would be that anthro-
pomorphism influences trust (Waytz et al., 2014), and since the chatbots were per-
ceived as more anthropomorphic, they were also perceived as more trustworthy.
However, given that both anthropomorphism and trust were counter-intuitively
skewed in the direction of the chatbots, it may warrant some reflection on the ex-
periment. The videos presented to the participants depicted screen recordings of
chatbot interactions, and a recording of a chatbot (in frame) interacting with a hu-
man (not in frame). This results in very different types of videos, even if the script
of the actual interaction remains the same, and the audio in the chatbot with voice
condition is the exact same as the voice assistant. The chatbot screen recordings are
simply more dynamic. It is possible that this difference in dynamism contributed
to greater perception of anthropomorphism and trust in the chatbots compared
to the voice assistant.

Robot-VA Study

Comparing whether participants displayed a human conception of trust or a tech-
nology conception of trust, and if these levels differed, in the robot and voice
assistant with different levels of humanlikeness of voice, revealed that they dis-
played both types of trust, to a high extent, and without a significant difference in
between the various conditions. Furthermore, both human and technology con-
ceptions of trust were not influenced by either the body – robot and voice assistant
– or the levels of humanlike voice. It may be that people exhibit both human and
technology conceptions of trust in humanlike social agents, as they recognise them
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to be both humanlike and technology-like. With high levels of trust as a conse-
quence of the context and successful task completion as explained above. Lankton
et al. (2011) find that this is also the case with Facebook (Lankton and McKnight,
2011), which is far less humanlike than the agents in question. Other researchers
note that trust in automation, with some critical differences, develops largely sim-
ilarly to the way it does in humans (Madhavan et al., 2006). However, similar
levels of technology trust in the results may indicate that individuals continue to
assess humanlike social agents as technologies despite anthropomorphism and hu-
manlikeness.

6.2 Anthropomorphism Dimensions

Whether anthropomorphism is multidimensional, and if so, what these dimen-
sions look like and how they should be conceptualised has been an open question
in HAI (Kühne and Peter, 2023). The Robot-VA study results showed that hu-
mans anthropomorphised the agents based on both agent body and agent voice,
but there was no interaction effect between the two, meaning that body and voice
both influenced anthropomorphism independently. This provides evidence that
individuals independently anthropomorphise different aspects of agent human-
likeness. There may be two possible interpretations of this, (1) the result may in-
dicate a notion of sensory dimensionality to anthropomorphism, or (2) the results
reflect multidimensionality of humanlikeness in agents. The former interpretation
does not align with Kühne and Peter’s (2022) multidimensional conceptualisation
along five dimensions based on Theory-of-Mind – thinking, feeling, perceiving,
desiring, and choosing (Kühne and Peter, 2023). In their conception of multidi-
mensional anthropomorphism, body and voice are likely to be seen as precursors
to anthropomorphism. They puts more emphasis on mind perception as the cen-
tral element of anthropomorphism, with sensory-perceptive elements categorised
as precursors, and social dimensions such as personality attribution or trust as con-
sequences. In motivating their conception, they argue,

The fact that anthropomorphism precedes the application of ToM
elucidates why anthropomorphism and ToM entail corresponding
subdimensions: The application of ToM to a robot logically presup-
poses that the robot possesses a specific set of human mental facul-
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ties: Only if the robot possesses these mental faculties can explana-
tions of the robot’s behavior be based on them. Anthropomorphism
thus constitutes a cognition in which an individual evaluates whether
and to which degree the robot possesses the respective human mental
faculties. Each assessment of a distinct mental faculty, in turn, con-
stitutes a dimension of anthropomorphism (Kühne and Peter, 2023).

This argument does not align with how the relationship between the various phe-
nomena have been conceptualised in this thesis. As detailed in the theory section,
anthropomorphism is understood as the attribution of humanlike qualities to non-
humans, of which mind perception is one aspect, and upon perceiving a mind,
theory of mind may apply (Waytz et al., 2010b). Kühne and Peter (2022) seem-
ingly argue that anthropomorphism is mind perception, as they do not distinguish
between mind perception and attribution of theory of mind. The relationship be-
tween the three concepts is far from clear in literature, and as Waytz et al. (2010)
note, there has been more work on theory of mind in cognitive science than what
comes before:

The inferences people make about minds comprise three basic re-
search questions. First, do people think a particular entity has a
mind? Second, what state is that other mind in? Third, what are
the behavioral consequences of perceiving a mind in another entity?
Most research has focused on the second question– the perception
of mental states– that has come to be known as ‘theory of mind’ or
‘mentalizing’ [7,8]. Researchers are now expanding their attention to
the first and third questions– about the causes and consequences of
mind perception, respectively– a shift that represents an important
emerging trend worthy of attention (Waytz et al., 2010b).

It is unclear whether anthropomorphism and mind perception are distinct, related,
and if so, how closely related. On the other hand, Li and Suh (2022) seemingly
argue for visual and vocal aspects as different dimensions of anthropomorphism,
a view, it may be argued, is substantiated by the result of this study (Li and Suh,
2022).

Alternatively, an argument may be made regarding what may constitute different
dimensions of anthropomorphism within the non-representationalist paradigm
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of embodied cognitive science such as enactivism, where cognition is not centred
around the mind, and the theory of mind or mind in general do not play the
same central role in explanations as they do in representationalist paradigms. In
this paradigm, voice and body humanlikeness may be considered as representing
distinct, interaction-specific dimensions through which humans attribute human-
like qualities to non-human agents. This interpretation shifts the focus from static
traits (facets of humanlikeness) to dynamic processes of engagement and percep-
tion.

Lastly, the result also aligns with von Zitzewitz et al’s. (2013) ‘Parameters of Human
Likeness’, with two main parameters: appearance and behaviour, where appear-
ance is comprised of five fields: visual appearance, sound, smell, haptic appearance,
and taste (von Zitzewitz et al., 2013). Here, visual appearance and sound align with
body and voice. In this interpretation, body and voice constitute parameters of
humanlikeness. Although that does not inherently preclude them from also being
dimensions of anthropomorphism.

6.3 Excluded Variables

Apart from defining a narrower scope for the thesis, one of the motivations for ex-
cluding the additional variables (animacy, likeability, perceived intelligence, and
perceived safety) from the Godspeed series is that there is some overlap between
some of the constructs. Bartneck (2023) the creator of the measurement instru-
ment writes that, “We refer to the GQS as a series since it consists of five scales
that can each be used as a stand-alone questionnaires. The GQS is not intended
to be always used with all of its questions, particularly due to the overlap between
anthropomorphism and animacy” (Bartneck, 2023). Additionally, the perceived
safety scale which is comprised of only three items has a Cronbach’s alpha below
(0.6) (Bartneck, 2023), which indicates low internal consistency reliability, raising
concerns about the scale’s ability to measure the construct consistently across its
items. Regardless, the results are briefly presented below.

Chatbot Study

In experiment 1, the chatbot with personality was perceived as having higher an-
imacy and likeability, but there was no significant difference in perceived intelli-
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gence and perceived safety. This suggests that while humanlikeness can improve
the qualitative experiences of a chatbot, a lack of such characteristics might not
negatively affect the perception of a chatbot’s task-related abilities.

In experiment 2, no difference in the perception of animacy, likeability, perceived
intelligence or perceived safety was found between button-based and free-text in-
puts, indicating that, given successful task-completion, there are no significant
perceptive differences based on input method.

In experiment 3, both the chatbot with and without voice were perceived as more
animate than the voice assistant, with no significant different in perception of
likeability, perceived intelligence or perceived safety. There was also no signifi-
cant difference in the perception of animacy, likeability, perceived intelligence or
perceived safety between the two chatbots.

Robot-VA Study

No significant difference was found in the perception of animacy between the
robot and the speaker, however there was a statistically significant difference in the
perception of animacy of voice, with the real human voice being perceived as the
most animate.

Similarly, no significant difference was found in the perception of likeability be-
tween the robot and the speaker, however there was a statistically significant dif-
ference in the perception of likeability of voice, where both the AI generated and
real human voices were perceived as more likeable than the robotic text-to-speech
voice. However, there was no significant difference in likeability between the AI
generated and real human voices.

No significant difference was found in the perceived intelligence of neither the
robot or speaker, nor the voices.

No significant difference was found in perceived safety between the robot and the
speaker, however there was a statistically significant difference in the perceived
safety between voices, where both the AI generated and real human voices were
perceived as safer than the robotic text-to-speech voice. However, there was no
significant difference in perceived safety between the AI generated and real human
voices.
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6.4 Transparency in HAI

The three levels of AI transparency highlighted in Article IV conceptualise trans-
parency across algorithmic, interaction, and social dimensions. The three levels,
loosely based on Meijer’s (2014) conceptualisation of transparency in governance
(Meijer, 2014), point to three distinct areas in contemporary AI development that
require deeper evaluation of transparency mechanisms, particularly since trans-
parency is key to establish trust in technology (Brunk et al., 2019). These levels
also indicate for whom these levels of transparency are relevant. For example,
algorithmic transparency is unlikely to be useful or relevant for a consumer, but
essential for an auditor. In this conception, explanations are split between two lev-
els, the more technical notion of explainable AI (XAI) that is part of algorithmic
transparency, and the interactional notion of explanations that is part of interac-
tion transparency, that are required for consumers to effectively understand and
use these technologies. The social dimension of transparency has received con-
siderable attention due to ongoing discussions about AI regulations in the EU
(Larsson and Heintz, 2020). And algorithmic transparency, particularly in XAI, is
also a growing field (Minh et al., 2022). Interaction transparency however, requires
more attention in AI/HAI research.

In the context of HAI, particularly from the point of view of a human interacting
with an agent, interaction transparency is the most immediately apparent. Inter-
action transparency can be broadly split into two notions/approaches, (1) informa-
tional, (2) behavioural. The informational notion pertains to the information that
an agent directly communicates to the user. Research on this type of transparency
in interaction is now being recognised (Bhaskara et al., 2020). The behavioural
notion of transparency is less explicitly recognised. Building humanlikeness into
agents can be understood as a means to enhance transparency. Humans intuitively
understand objects that reference human paradigms, as they allow us to utilise our
existing knowledge about the world to understand and use these objects (Fink,
2012), this is interaction transparency as elaborated in Article I. The same is true
for agents. For example, it is much more intuitive for humans to relate to and
predict how a humanoid robot arm might move when compared to an industrial
robot arm. This intuitiveness in design helps make interaction more seamless,
predictable, and safe. Such a transparent design may even mitigate loss of trust
when agents fail to perform as expected, particularly when effective explanations
are used (Kox et al., 2021).
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Humanlikeness, however, may not always convey transparency. The result of the
effect of input method on anthropomorphism (experiment 2) in the Chatbot study
could be interpreted through an interaction transparency lens to illustrate this
point. Button-based inputs prime users with interaction possibilities, in a sense the
agent gives the user various options to progress an interaction towards a particular
goal at any given stage, giving the user a clear sense of how they can engage with
the agent, in doing so, make the interactional aspect of the agent transparent.
This is not the same as an agent providing the user information about how they
may interact, rather, the agent is by-design able to communicate its interaction
capabilities at every give moment within an interaction. This is precisely what
button-based input does. And as is true for transparency in other domains, the
greater the “stakes”, the greater the impact of interaction transparency. This would
be the interaction transparency explanation for why button-based interactions are
preferred in goal-oriented contexts. Further development of the concept is needed
to identify transparency opportunities in various interaction mediums and leverage
them.

However, there may also be a flip side to this type of transparency. Because, for
example, humanlikeness gives a sense of interaction transparency, it also allows
individuals to wrongly attribute greater humanlike competence to these objects.
At best, this makes individuals perceive the agent as incompetent, at worst this
could have grave consequences to safety. At the same time, there is potential here
for corporations to manipulate users by utilising interaction transparency to create
a false sense of being transparent while exploiting the users. Further development
of the concept of interaction transparency can help researchers identify, contex-
tualise, and research these behavioural and ethical considerations emerging from
such transparency.

6.5 Limitations

Embodiment and Presence

Embodiment is another one of the terms that is not clearly defined. The con-
cept of embodiment is understood differently in different fields, leading to some
conceptual obfuscation. In the context of this thesis, there are two notions of
embodiment that are relevant, (1) Embodiment of the agent, that is, the physical
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body or presentation of the agent, and (2) Embodiment in interaction, that is, di-
rect in-person interaction with an agent possessing a physical form. In this thesis,
the former notion of embodiment is applicable pertaining to the robot, and the
latter, referring to physical presence, is out of scope considering the video-based
methodology. The scarcity of direct interaction studies is often noted in literature
(Złotowski et al., 2015; Blut et al., 2021), owing to the complications arising from
unreliable technology, difficulty in controlling and isolating variables, and con-
ducting large-scale studies. However, the results from controlled, simulated, and
laboratory-confined studies may not directly be applicable in real world settings,
limiting the ecological validity of such experiments. One of the significant limi-
tations of the studies in this thesis is that they are all video-based and conducted
online. And while the robot is described as embodied, it is in reference to the
humanlike physical appearance of the agent, and not embodiment in interaction.
A meta analysis on embodiment in social human-robot interaction found that
embodied robots may influence subjective and objective measure, while depicted
robots may only influence subjective measures (Roesler et al., 2023). Another re-
view found that telepresent robots were perceived similar to virtual agents (Li,
2015). However, there seems to be nuances to the effect physically present agents
have on perception, which are not clearly understood. Mollahosseini et al. (2018)
find that:

Eye gaze and certain facial expressions are perceived more accurately
when the embodied agent is physically present than when it is dis-
played on a 2D screen either as a telepresent or a virtual agent. Con-
versely, we find no evidence that either the embodiment or the pres-
ence of the robot improves the perception of visual speech, regardless
of syntactic or semantic cues. Comparison of our findings with pre-
vious studies also indicates that the role of embodiment and presence
should not be generalized without considering the limitations of the
embodied agents (Mollahosseini et al., 2018).

Regardless, the design of the three studies in this thesis may be regarded as a limi-
tation in terms of ecological validity.
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Agents and Context

As is the case with experimental studies, the generalisability of the studies is limited
by the specific design decisions made. Studies on subjective measures are highly
subject to variability. The specific agents used, the travel assistant context, the
measurement instruments used, all have a significant implications on how par-
ticipants perceive the agents and answer the surveys. Different agents may elicit
different responses in different contexts. As a result, the external validity of the
results may be regarded as a limitation.

Mind Perception Study

The mind perception data was collected across both the Chatbot and Robot-VA
studies. Only the video-based, most humanlike conditions were chosen from both
studies to compare the perception of mind across all types of agents. Although the
two studies were structurally and methodologically very similar, including highly
similar, scripted, interaction possibilities, there are still differences in how the
agents in the two studies can interact and be perceived. This may be regarded
as a limitation in terms of internal validity.

6.6 Pseudo-Sapiens: The Humanlike Social Agents

Generally, the categorisation of social agents typically focuses on their underlying
technologies or the specific domains of their application. There are a number of
different terms across literature that overlap and describe similar albeit differently
framed concepts of different types of agents, such as Socially Interactive Agents
(SIA), Conversational Agents (CA), Embodied Conversational Agents (ECA), In-
telligent Virtual Agents (IVA), AI-Enabled Technologies (AIET) and Humanoid
Social Robots, to name a few. These established scientific categorisations, originat-
ing in a technical context, often also drive research in interaction studies. On the
other hand, functional categorisations of end user products such as chatbot, voice
assistant, or social robot, are used to describe a broad and evolving category of in-
telligent social technologies with varying characteristics. These terms are generally
vague, leaving ambiguity about what the defining qualities of the various agents
that may fall under each category are. Furthermore, the terms themselves emerged
from the technical landscape they were primarily designed for, and their defini-
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tions tend to retain the technical demarcations of the specialised fields in which
they were developed. None of these terms originate from interaction research or
human experience of humanlike agents. There is a need for a concept in Human-
Agent Interaction that takes a human-centric approach in its conception. Such
a concept would frame research objectives from a human experience perspective
rather than a technology design perspective, which is generally the case today.

From a human experience perspective, it may be argued that broadly, the inter-
action and user experience of humanlike AI and robots, regardless of their form
and function, have far more in common with one another than with their non-
humanoid counterparts. For instance, a humanoid robot like Pepper and a disem-
bodied chatbot like ChatGPT may share no morphological similarities but they
share experiential similarities, such as conversational interaction, emotional ex-
pression, and perceived personality. In contrast, an industrial robot like a robotic
arm used in factories operates with completely different interaction paradigms
compared to Pepper, despite sharing the same technological field of robotics. The
argument herein is that this capacity for natural, humanlike interaction creates a
shared category in human experience – grouping humanoid robots, chatbots, and
voice assistants, and other humanlike AI together. The result from the mind per-
ception study indicating a distinct and relatively similar type of perceived mind
across agent types may be regarded as a preliminary finding in this direction. The
current classification of these technologies does not reflect this broader perspective.

Consequently, this thesis introduces the term ‘Pseudo-Sapien technologies’ or sim-
ply ‘Pseudo-Sapiens’¹ as a way to collectively refer to all humanlike social agents. A
Pseudo-Sapien is defined as any technological entity that simulates or imitates hu-
man characteristics, behaviour, or intelligence, regardless of its technical or phys-
ical form. Whether embodied in a physical robot, present as a virtual assistant, or
functioning as an AI-driven chatbot, the defining feature of a Pseudo-Sapien is its
capacity to replicate humanlike interactions and behaviours. The use of “pseudo”
here is not intended to carry the negative connotations of the term, such as “false”
or “deceptive.” Rather, it serves as a neutral descriptor to clarify that, while these
technologies may convincingly mimic human characteristics, they are fundamen-
tally artificial constructs, and the base word sapien highlights the inherent hu-
manlikeness. Two characteristics seem to be particularly relevant in this regard,

¹Plural: Pseudo-Sapiens; Singular: Pseudo-Sapien
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the capacity for natural language, and humanlike appearance. One hypothesis that
needs testing is that natural language may be the strongest signal of humanlikeness,
followed by appearance. The various characteristics that comprise humanlikeness
in perception, their relationship to one another, potential hierarchies, are all as-
pects that need further research, and benefit from conceptualising these individual
technologies collectively as ‘pseudo-sapien technologies’.

Looking into the future, it is likely that interaction capabilities, particularly with
natural language, become increasingly similar across various types of agents, with
embodiment remaining the primary difference. More speculatively, systems that
are interconnected and operate across platforms may become a reality. Cross-
platform AI assistants already exist in limited capacity. It is plausible that in
the future, particularly with AI assistants, the same AI may present as a chatbot,
voice assistant, or robot, depending on the context and need. Human interaction
with, and perception of such broad-ranging, cross-platform, body-agnostic forms
of technology cannot be fully understood within the current scheme of categorisa-
tion, and are better conceptualised by a concept such as Pseudo-Sapien. Research
on this broader outlook on humanlikeness will also help better understand the
implications for humans to interact with humanlike non-human others, which is
particularly of relevance as technologies become more and more humanlike.

6.7 Phenomenal Humanlikeness

Discourse regarding the existence of an objective reality, its nature, and its avail-
ability to subjective human experience has been a prominent theme in philosophy
since antiquity. The thought experiment, ‘If a tree falls in a forest and no one is
around to hear it, does it make a sound?’ serves to highlight two dominant, op-
posing ontological positions. Realism² would argue, ‘Yes, the tree makes a sound
because the physical vibrations that produce sound, caused by the tree falling, oc-
cur regardless of whether anyone is there to hear it’, while Idealism would argue,
‘No, the tree does not make a sound in the absence of an observer, as sound is
not merely the physical vibrations, but rather the result of the mind’s experience
of those vibrations’. This distinction illustrates the central issue in this debate:

²This account is defined as ‘direct realism’, though other schools of realism, such as ‘indirect
realism’, seek to address the role of perception (Platchias, 2004)

81



whether phenomena exist independently of the mind or whether they are, in some
way, shaped or constructed by it. If we consider realism and idealism are two ends
of a spectrum, various ontologies fall somewhere between them (there are many
exceptions to this oversimplification) on whether they uphold the existence of a
reality, and if so, whether they see it as accessible, even partly, to humans or not.
These ontological positions have significant implications for how anthropomor-
phism is understood.

The contemporary mainstream view of anthropomorphism is that it is a cognitive
bias, one that is pervasive, but not insurmountable (Epley et al., 2007), implying
that there is a reality outside the anthropomorphic that we could, at least in part,
access. This ontological assumption is the dominant one in most subsequent re-
search on anthropomorphism, which includes a majority of the current studies in
HAI. In this view, anthropomorphism has sometimes been regarded as an error.
Duffy (2003) notes that,

Few psychological experiments have rigorously studied the mecha-
nisms underlying anthropomorphism where only a few have seen it
as worthy of study in its own right...the role of anthropomorphism in
science has more commonly been considering it as a hindrance when
confounded with scientific observation rather than an object to be
studied more objectively (Duffy, 2003).

The alternate view on anthropomorphism is that it is an innate, existential aspect
of human embodied cognition (Strongman, 2008), that fundamentally informs
and limits our interaction with the world. Grech (2019) writes that,

Perhaps the anthropomorphic should not be thought of as a naive
failure of human imagination, but as the condition and possibility of
thought itself (Grech, 2019).

Motivating her argument by pointing to the inability of the human mind to con-
ceive of a non-human existence, human nothingness, or perspectives outside an
anthropomorphic paradigm, owing to what she calls anthropomorphic spectrality –
the subtle, often implicit ways human traits and perspectives “haunt” or permeate
conceptions of non-human entities or worlds (Grech, 2019).

82



In the traditional view that this thesis has also assumed, anthropomorphism is
regarded as a phenomenon by which observers attribute humanlike qualities –
characteristics of appearance, personality traits, emotions, intentions – to non-
human entities (Epley et al., 2007). In AI and Robotics, this generally translates
to identifying specific humanlike characteristics of an agent that give rise to an-
thropomorphism, and studying their effect on interaction (Złotowski et al., 2015).
These humanlike characteristics are often viewed as anthropomorphic design cues
that can be manipulated to change the degree to which an agent is anthropomor-
phised (cf Fink, 2012; Roesler et al., 2021). The focus in this framing is on what
is being attributed : Which humanlike characteristics do individuals perceive the
agent to have? How humanlike does it appear based on its features or behaviours?

This design-driven notion of humanlikeness is embedded within the historical de-
velopment of humanlike abilities in AI and robotics, which, rightfully, focused on
developing specific features for specific purposes. In this paradigm, these attributes
are treated as objective features that can be manipulated to incorporate more or
less humanlikeness (cf Gray et al., 2022; Prakash and Rogers, 2015; von Zitze-
witz et al., 2013). While these objective measures of humanlike features of agents
are useful in the context of agent design, assessing human perception of individ-
ual features is unlikely to account for the perceptual experience of humnalikeness.
A subjective, phenomenal³ notion of humanlikeness is necessary to understand
the human experience of humanlike agents. Some existing studies hint at such
a notion of humanlikeness, particularly when studying the uncanny valley phe-
nomenon which pertains to the subjective experience of non-human characters in
terms of humanlikeness, and has been shown to have a salient valence dimension
(Cheetham et al., 2013; Burleigh et al., 2013), but do not engage in what it means
for human experience.

Wang et al. (2015) note that, “Another fundamental yet understudied question
is whether humanlikeness is a subjective or an objective construct”, they further
claim that, “In most studies, human likeness has been measured by means of sub-
jective ratings. Human likeness was therefore defined subjectively” (Wang et al.,
2015). This perspective is fundamentally rooted in different ontological and epis-
temological perspectives, as noted above. Many studies (including the ones in
this thesis) do use subjective ratings of humanlikeness, however these subjective

³”In relation to phenomenal experience philosophers talk of the ineffable character and feel of
its qualities” (Pharoah, 2018)
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ratings are often treated as stand-ins for objective indicators, using participants’
assessments to categorize features of an agent as more or less humanlike. In these
cases, subjective reports were never intended to delve deeply into the nature of
subjective experience itself; rather, they were used to approximate an underlying
“objective” reality of how humanlike the agent was. If it is human experience that
is being studied, then the core of anthropomorphism lies not simply in the at-
tributes themselves, but in how these attributes are experienced and interpreted
by human observers. Consequently, humanlikeness, in this context, becomes a
subjective construct that varies widely across individuals, contexts, and moments
of interaction. This notion of individual differences in the perception of anthro-
pomorphism is established in literature (Epley et al., 2007). By shifting our focus
from the agent’s presented features to the observer’s experience of meaningful hu-
manlike presence, we stand to gain a more complete understanding of anthropo-
morphism – one that incorporates within human experience ’the other side of the
coin’ in humanlikeness.

In this phenomenal conception of humanlikeness, not only do individual charac-
teristics of an agent shift to the periphery, the strong demarcation made in human-
agent interaction research between various agent types does too – essential, in this
context, the overarching concept of ‘Pseudo-Sapien’ proposed above becomes very
relevant. Coeckelbergh (2011) writes that:

Of course as a scientist, engineer or designer we ‘know’ that the robot
is not itself an individuum, something that cannot be divided. We
‘know’ that it is an aggregate, composite, or system that consists of
smaller parts. We also ‘know’ that there may be larger systems of
which the robot is itself a part. And of course we ‘know’ there are
‘other kinds of robots’, which we could classify as ‘non-social’. Some
of us might even assert that ‘in reality’ all robots are ‘mere machines’.
The point of the approach I advocate here, however, is that there is
no independent reason why one of these points of view takes priority;
they are all different ways of knowing and seeing the robot, and which
view we take will depend on our (social) role, training, culture, and
interactions in particular contexts (Coeckelbergh, 2011).

While Coeckelbergh writes in the context of ethics of robotics, this is an impor-
tant argument to consider when thinking about the experience of social agents in
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general. The appropriate degree of abstraction is relative to the context. When
studying the perception of humanlikeness in agents, the type of agent (or their
individual characteristics) may be less relevant than the phenomenal experience of
humanlikeness itself. Of course, the individual nature of an agent matters insofar
as an individual account of experience with that particular agent, for example, the
difference between an embodied robot and a disembodied chatbot matter when
the subject in question is embodiment, but both the robot and the chatbot are
still, on a higher level of abstraction, humanlike, which may be more salient in
human experience than on the level of individual agent types of characteristics.
This hypothesis will need to be tested.

6.8 Future Research

The perception of a distinct agent mind across several types of agents is an interest-
ing and potentially important result were it found to be a broader phenomenon.
Several types of studies could be pursued in that direction. First, studying whether
emotional agents are perceived as possessing affective-reflective cognition, sec-
ond, studying whether embodiment influences the conception of mine, and third,
whether the result can be replicated with a wider range of agents.

There is a lot of scope to expand upon interaction transparency, and to apply theory
from other transparency domains, particularly relating to reliability and trust in
human-agent interaction. It may open avenues for novel design practices, but also,
more importantly, more reflective perspective on the ethics of agent design.

The complementary concepts of Pseudo-Sapien and Phenomenal Humanlikeness
put forth several research questions that can be pursued to form a deeper under-
standing of human interaction with humanlike agents. While the former concept
may still be compatible with the dominant empirical approaches to study human-
likeness, the latter concept necessitates delving into phenomenology. The research
questions asked in the thesis naturally evolved into what has been discussed in the
Phenomenon of Humanlikeness section. In order to study cross-agent human-
likeness, and to understand how humans perceive interactions with humanlike
non-human others, a qualitative approach is needed. Such a research study would
also necessitate in-person, direct interaction studies with agents, which has been
consistently highlighted as a research gap.
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Chapter 7

Conclusion

Human-Agent Interaction (HAI) is a rapidly evolving field of research, driven by
advancements in AI and robotics that have led to the development of increasingly
humanlike technologies. Drawing from four articles, this thesis outlined three
studies conducted on humanlike social agents – chatbots, voice assistants, and
social robots – to study the perception of anthropomorphism, mind, and trust
in these technologies. Highlighting contributions like identifying a distinct con-
ception of perceived mind in agents, agent body and voice as two dimensions of
anthropomorphism, and interaction transparency as a core aspect of transparency
in autonomous systems, ‘Pseudo-Sapiens’ was proposed as a collective concept to
drive human-centred research on the phenomenon of humanlikeness in relation to
humanlike social agents. This thesis represents an infinitesimally small contribu-
tion to the monumentally gargantuan task facing modern society: to understand
and guide innovation in AI and Robotics in ways that are grounded in human per-
spectives and practices. As we navigate our relationship with these technologies
that increasingly resemble us, bringing to life the age-old myths and stories about
humanlike beings of our own making, we find ourselves in Prometheus’ stead,
wielding technology as the fire of knowledge. Through this fire, we endow our
creations with the ability to ‘think’, the autonomy to ‘do’, and perhaps, one day,
even true agency to ‘be’. Yet, in creating these Pseudo-Sapiens, we must grapple
with the consequences of their existence – ensuring that we not only understand
their implications for us but also guide their evolution with responsibility, so we
may avoid the fate that befell the tragic benefactor.
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