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Abstract 

Breast cancer and type 2 diabetes are major health concerns worldwide. This thesis 
has focused on novel non-canonical roles of two complement inhibitors, which led 
to the discovery of new mechanisms and factors at play in these diseases. The sushi 
domain-containing protein 4 (SUSD4) was previously portrayed as a breast cancer 
suppressor, but no mechanism was identified. In paper I, using a syngeneic mouse 
model, we found further support for a tumour-suppressive effect of SUSD4. In 
triple-negative breast cancer cells, we discovered that SUSD4 interacts with growth 
factor receptors and promotes autophagy. Our results also indicate a plausible role 
for SUSD4 in epidermal growth factor receptor trafficking.  

CD59, another complement inhibitor, plays an important non-canonical role in 
mediating insulin secretion. However, how this surface-anchored protein gains 
access to the cytoplasm had not been ascertained. In paper II, we identified novel 
intracellular splice forms of CD59 in both humans and mice that rescue the impaired 
insulin secretion in CD59-deficient b-cells. In line with this, the isoforms were 
found to interact with key components of the exocytotic machinery. Our results also 
indicate a potential link between the CD59 isoforms and the pathogenesis of type 2 
diabetes. The role of CD59 in insulin secretion was, in paper III, further explored in 
a mouse model lacking critical exons of each of the two CD59 genes present in 
mice. However, the CD59-deficient mice did not exhibit impaired blood glucose 
homeostasis, and no defect in glucose-stimulated insulin secretion from isolated 
pancreatic islets was observed. Onwards, we identified a gene product in the CD59-
deficient mice composed of the remaining exons of the two CD59 genes spliced 
together. When expressed in a b-cell line, this gene product could mediate insulin 
secretion in the absence of CD59, explaining the lack of a phenotype in the mouse 
model. 
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Introduction 

Breast cancer and type 2 diabetes are two major societal burdens globally, both from 
a public health perspective and an economic perspective. Even without 
distinguishing between the sexes, breast cancer in women is one of the most 
common types of cancer and among the leading causes of cancer-related deaths. As 
such, if only accounting for women, breast cancer represents a significant health 
concern in our society. Conversely, type 2 diabetes is a public health issue for men 
and women alike. Hundreds of millions of people worldwide are estimated to have 
type 2 diabetes. This metabolic disease may progress slowly, but it is associated 
with devastating complications. Although many treatment options are available for 
both of these diseases, there is a strong need for new and better alternatives. Each 
year, breast cancer and type 2 diabetes claim countless lives worldwide, signifying 
the need for improved care of these patients. In order to develop better treatments 
and one day conquer these diseases, a better understanding of cellular processes and 
disease mechanisms at play is needed.  

The complement system constitutes a humoral branch of the innate immune system 
comprised of proteins. It is traditionally viewed as a circulating surveillance system 
functioning as a first line of defence against intruding pathogens. However, many 
non-canonical functions of complement proteins have been discovered. Albeit still 
somewhat controversial, an emerging field of research is the roles and functions of 
intracellular complement.  

This thesis has focused on non-immune-related, non-canonical functions of two 
complement inhibitors, SUSD4 and CD59, that generally reside on the cell surface 
and protect against complement-mediated self-harm. A potential breast cancer 
suppressive effect of SUSD4 had previously been described, but the underlying 
mechanism had not been addressed. Concerning CD59, a novel intracellular role in 
pancreatic b-cells whereby CD59 functions in insulin secretion had previously been 
identified in a b-cell line. However, how this cell surface-anchored protein gains 
access to the exocytotic machinery to function in insulin secretion was not 
delineated. The aim of this thesis was thus to identify and characterise the role of 
SUSD4 in breast cancer cells and to further investigate the role of CD59 in b-cells. 
This included investigating the novel role of CD59 in insulin secretion in vivo using 
a mouse model. Regarding SUSD4, a new role in breast cancer cells was identified, 
whereby it promotes autophagy. The investigation related to CD59 led to the 
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discovery of new proteins involved in insulin secretion. This thesis, thereby, 
contributed to an increased understanding of cellular processes that are relevant in 
the context of breast cancer and type 2 diabetes.  

The topics of this thesis consequently include the complement system, cancer, 
autophagy, and diabetes, each of which is a massive topic on its own. Covering all 
of these in a thesis has been challenging, as one can write entire books about each 
of these topics alone. Nonetheless, an effort has been made to provide an overview 
of each of them and to compile sufficient background information for the three 
publications that are part of this thesis. Beginning with the complement system, each 
of the four major topics of this thesis will be introduced and described. Where 
relevant, a description of how these topics are interrelated will also be provided. At 
the end, a summary of the major findings will be given for each publication. Finally, 
both the findings of this thesis, along with future perspectives, will be discussed.  
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The complement system 

Introduction 
The complement system is a vital humoral component of the innate immune system 
and constitutes the first line of defence against intruding pathogens. The history 
behind its discovery dates back to the end of the 19th century. Early observations 
made already in 1874 showed that microorganisms introduced into the bloodstream 
were rapidly and effectively cleared from the circulation. Later studies demonstrated 
a cell-independent bactericidal activity of serum that was retained outside the body. 
This bactericidal component of serum was 1888 shown to be heat-labile by George 
Nuttall (1). Hans Ernst August Buchner first coined the term “alexin”, which means 
“to ward off” in Greek, when referring to this heat-labile serum component. Jules 
Bordet built on the idea of a humoral bactericidal blood component and identified 
the presence of both the heat-labile alexin and a heat-stable component that he 
referred to as a “sensitiser”. He further demonstrated the dependence of both alexin 
and the heat-stable sensitisers (now known to be antibodies) for immune lysis to 
occur (2). The term alexin was later replaced when Paul Ehrlich introduced the term 
“complement”, which referred to the heat-labile serum component’s ability to 
complement antibodies, or “amboceptors”, as he called them (1). For his work 
related to the complement system, Jules Bordet received the Nobel Prize in 
Physiology or Medicine in 1919 (3).  

Note that this thesis will adhere to the new recommendations with regard to 
nomenclature. As such, the larger enzymatically active C2 cleavage fragment will 
be referred to as C2b (4).  
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Activation and function of the complement system 
More than a century of research later, significant progress in the field of complement 
has been achieved. It is now recognised as an intricate network of proteins with vital 
physiological effector functions. The complement system comprises more than 30 
different proteins, including both circulating and cell surface-associated 
components. Conserved evolutionarily, the complement system constitutes a 
humoral branch of our innate immune system and plays an important role in immune 
surveillance. The complement system can be activated via three distinct 
pathways (Figure 1), each described separately below. While having different 
triggers, all three pathways converge on the cleavage and activation of the central 
component C3. Upon activation, the system will propagate in a cascade-like manner 
as the proteolytic complement proteins cleave and activate each other in a 
hierarchical order. Although capable of modulating adaptive immune responses, the 
traditional roles of the complement system lie in inflammation, opsonisation and 
direct killing of intruding pathogens. As more elaborately explained later, some of 
the cleavage fragments generated during the cascade function as inflammatory 
mediators, while others can opsonise pathogens to facilitate phagocytosis by 
immune cells. Additionally, the terminal pathway allows for the direct killing of 
pathogens through the generation of pores in their surface (5).  

The classical pathway 
The classical pathway was the first complement activation pathway to be identified 
based on the observation of a concerted action of the heat-labile and heat-stabile 
components of serum. Although others have now been described, the prototypical 
classical pathway activator remains immunoglobulins, more specifically, the IgG 
and IgM subclasses of immunoglobulins (6). The classical pathway is initiated when 
inactive, circulating complement component 1 (C1) recognises and binds to the Fc 
portion of antibodies bound to their antigens (7). C1 is an oligomeric protein 
complex in which subunits are associated in a Ca2+-dependent manner (8). It is 
composed of one C1q subunit, two C1r subunits and two C1s subunits. While C1r 
and C1s are serine proteases responsible for the subsequent propagation of the 
complement cascade, the initial recognition of molecular triggers is mediated by 
C1q (9, 10). C1q is often described as assuming a bouquet-like structure where each 
of its six globular domains is linked to a collagen-like stem (9, 11). While a single 
IgM molecule is sufficient for C1q binding and complement activation, multiple 
adjacently bound IgG molecules are needed (8, 12). Although immunoglobulins are 
the principal activators of the classical pathway, C1q can recognise a wide range of 
molecules, leading to antibody-independent activation of the classical pathway. In 
addition to C reactive protein and pathogen-associated molecular patterns such as 
lipopolysaccharides (13), C1q can also recognise danger signals and damage-
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associated molecular patterns presented by dying cells (8), such as DNA (14, 15), 
annexins (16), phosphatidylserine (17), calreticulin (18, 19), and glyceraldehyde-3-
phosphate dehydrogenase (20).   

Following C1q binding to its target, a consequential conformational change leads to 
the autoactivation of the serine protease C1r. Once activated, C1r will, in turn, 
cleave and activate C1s (21). This enables C1s to subsequently cleave C4 into C4a 
and C4b and C2 into C2a and C2b (7). C4b and C2b will then assemble close to the 
C1 complex and form the classical pathway C3 convertase (8). This convertase, 
C4b2b, will then cleave C3 into C3a and C3b, propagating the cascade further (2). 
Subsequent steps of the complement cascade are described later on. 

The lectin pathway 
Apart from the recognition step and the molecular triggers, the lectin pathway shares 
many of the steps and characteristics of the classical pathway (8). Molecular triggers 
for lectin pathway activation include pathogen-associated molecular patterns as well 
as damage-associated molecular patterns (22). Lectin pathway initiators recognise, 
for instance, carbohydrate moieties present on the surface of pathogens and dying 
cells (8, 23). The initiation of the lectin pathway is mediated by mannose-binding 
lectin (MBL), collectins (CL-10 and CL-11) and ficolins 1-3 (22). Albeit differences 
at the C-terminus, these proteins contain a collagenous N-terminus region just like 
C1q. Furthermore, similar to the Ca2+-dependent association of C1q with the serine 
proteases C1r and C1s, the lectin pathway recognition molecules MBL, ficolins, and 
collectins associate with MBL-associated serine proteases 1 and 2 (MASP-1 and 
MASP-2) in a Ca2+-dependent manner (8). MASP-1 and MASP-2 are functionally 
paralleling the role of C1r and C1s in the classical pathway (5). Depending on the 
degree to which it is oligomerised, MBL can form a complex with both MASP-1 
and MASP-2 but is typically associated with one or the other (24). Upon binding of 
MBL to a target surface, the associated serine protease MASP-1 will undergo 
autoactivation (23). This enables it to subsequently activate MASP-2 present either 
within the same complex or in a complex in close vicinity (24). Worth noting is that 
MASP-2 can itself undergo autoactivation (25). However, MASP-2 activation is 
mainly mediated by MASP-1, and activation of MASP-1 is required for full 
activation of the lectin pathway (26). Both MASP-1 and MASP-2 can cleave C2 
into C2a and C2b, but only MASP-2 is capable of cleaving C4, demonstrating the 
importance of its activation. Following the MASP-mediated cleavage of C2 and C4, 
the C3 convertase C4b2b is formed (27). This C3 convertase is identical to the one 
formed by the classical pathway, and all subsequent steps leading up to the terminal 
pathway are the same (8).  

Map19, Map44 and MASP-3 are homologs of MASP-1 and MASP-2. They can bind 
both ficolins and MBL, but they lack the enzymatic activity needed to propagate the 
cascade. As such, they are considered negative regulators of the lectin pathway (8). 
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However, MASP-3 can reportedly cleave and activate pro-factor D, which suggests 
a role in the alternative pathway (28). Additionally, the soluble form of another 
collectin (CL-12) can reportedly induce complement activation via the alternative 
pathway (29).  

The alternative pathway 
In contrast to the trigger-dependent activation of the classical and lectin pathways 
by recognition of various molecules, activation of the alternative pathway can occur 
absent such molecular triggers. The alternative pathway is constantly active at low 
levels owing to the so-called “tick-over” mechanism, which entails the spontaneous 
hydrolysis of an intrinsic thioester bond of C3 (5, 7). This hydrolysis causes a 
conformational change, leading to the formation of C3(H2O), which, similar to C3b, 
is capable of binding factor B (7). When bound to C3(H2O), factor B can be cleaved 
by factor D, leading to the generation of Bb and Ba. While Ba is released, Bb 
remains associated with C3(H2O), and together, they constitute the initial C3 
convertase of the alternative pathway. Similar to the C3 convertase of the classical 
and lectin pathways, C3(H2O)Bb is capable of cleaving C3 to generate C3a and C3b. 
The newly generated C3b can then bind factor B, and through factor D-mediated 
cleavage, the principal C3 convertase of the alternative pathway is formed (5). This 
C3bBb complex allows for full activation of the alternative pathway, both on C3b-
bound surfaces and in the fluid phase (7). Similar to the other C3 convertases, 
C3bBb will cleave C3 to generate additional C3b molecules that can form additional 
C3 convertases in the presence of the serine proteases factor B and factor D. This 
constitutes a positive feedback loop wherein the system amplifies its own activation 
and C3b generated from either pathway can be utilised (7). The rate-limiting step is 
considered to be the enzymatic activity of factor D (30). In addition to providing an 
amplification loop for complement activation, the alternative pathway can also 
propagate the cascade further (6). C3b, generated through the cleavage of C3, can 
associate with the C3bBb complex to form the alternative pathway C5 convertase 
C3bBbC3b (6). This triggers the terminal complement pathway, which is described 
in the next subsection. The constitutive activation of the alternative pathway, 
together with the amplification loop, enables a rapid and robust response in times of 
need (7). However, it requires a strict regulation to avoid self-harm (5).  

The alternative pathway convertase, C3bBb, is an unstable complex with a short 
half-life of only about 90 seconds (31). Properdin is expressed and secreted by 
various immune cells, including T cells (32) and mononuclear phagocytes (33). It is 
the only known positive regulator of the complement system (34), and it acts by 
stabilising the alternative pathway C3 convertase, thus preventing its decay (35). 
However, an additional role for properdin in triggering alternative pathway 
activation has also been found. By binding to specific targets, properdin is able to 
direct alternative pathway activation (34, 36, 37). Both C3b and the analogous 
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C3(H2O) molecule can also provide a platform for local alternative pathway 
activation by binding to cell surfaces (8).   

The terminal pathway 
Via the three activation pathways described, the complement cascade is initiated. In 
contrast to the distinct modes of initiation, all three pathways converge on a shared 
terminal pathway (Figure 1). All three pathways lead to the formation of a C3 
convertase, C3bBb for the alternative pathway and C4b2b for the classical and lectin 
pathways. These C3 convertases will cleave C3 into C3a and C3b, the latter 
participating in the formation of a C5 convertase, which is the starting point for the 
terminal pathway. The C5 convertases C4b2b3b and C3bBbC3b cleaves C5 into 
C5a and C5b (5), with the latter acting as a scaffold for the formation of a multimeric 
complex known as the membrane attack complex (MAC) (38). The removal of C5a 
leads to the exposure of a C6 binding site on C5b (5). C5b is stabilised by the 
binding, which also causes C6 to undergo conformational changes (39). 
Subsequently, C7 is recruited to the C5b-6 complex, leading to the exposure of a 
lipophilic site that allows the complex to associate with the lipid bilayer of the 
plasma membrane (5, 40). Next, C8 is recruited to the complex, and it is responsible 
for the initial penetration of the membrane (38). Composed of the three subunits a, 
b and g, C8 binds to the C5b-7 complex through its b subunit (41). This allows C8a 
to penetrate the membrane, enabling the recruitment of C9 (42). Following the 
incorporation of C9, additional C9 monomers will be recruited to the complex, and 
subsequent C9 polymerisation will cause a pore to be formed in the target 
membrane (5). The C5b-9 complex, known as MAC, can form pores as large as 10 
nm in diameter (5, 38). The rate-limiting step in MAC formation is the incorporation 
of the first C9 molecule, as the ensuing oligomerisation is energetically 
favourable (43, 44). The pore-forming C9 oligomer comprises 12-18 C9 
monomers (45, 46); however, a recent report suggests that it might be up to 22 (47). 
Through the formation of pores in the surface of target cells, the MAC causes 
osmotic cell lysis, leading to cell death (44).  

Worth noting is that functions other than promoting cell lysis have been described 
for the MAC. In cells resistant to MAC-mediated lysis, the MAC can instead induce 
and affect intracellular signalling pathways, promote the release of inflammatory 
cytokines, or cause inflammasome activation. Even MAC precursors such as C5b-
7 have been found to affect intracellular signalling events. In addition to 
complement inhibitors preventing its formation, certain cells can endocytose plasma 
membrane-associated MAC (44). 
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Figure 1. Simplified overview of the complement system’s activation pathways. The terminal pathway 
leading to the formation of the MAC is illustrated at the bottom.  
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Inflammation and opsonisation 
In addition to direct killing through MAC-mediated cytolysis, the complement 
system also has two other critical immunological functions, namely opsonisation 
and inflammation. These two functions are mediated by the various cleavage 
products generated during the complement cascade. The smaller fragments resulting 
from the cleavage of C4, C3 and C5 are denoted with a suffixed “-a” and function 
as potent mediators of inflammation (5). They are referred to as complement 
anaphylatoxins due to their proinflammatory properties. However, the inclusion of 
C4a in this group is debated as the activity of C4a as an anaphylatoxin is limited 
compared to C3a and C5a. Additionally, a specific C4a receptor is yet to be 
identified, and it is unable to activate known anaphylatoxin receptors (48). C3a and 
C5a mediate their functions by acting on the anaphylatoxin receptors, of which three 
have been identified, one for C3a (C3aR) and two for C5a (C5aR1 and C5L2). All 
of them are expressed by myeloid cells, but their expression has also been observed 
in many other cell types. C3aR and C5aR1 are, for example, also expressed by 
endothelial cells (49). The proinflammatory effects of complement anaphylatoxins 
are many but include vasodilation, vascular permeabilisation, chemotaxis and 
leukocyte recruitment, promoting histamine release from mast cells, and inducing 
respiratory burst in neutrophils and macrophages (5, 49). It is worth noting that the 
proinflammatory role of C5L2 is debated, and some reports indicate a more 
regulatory role (49). 

In contrast to the anaphylatoxins, other cleavage fragments opsonise targets and 
facilitate phagocytosis and immune clearance. The opsonins are recognised by 
complement receptors (CR) 1-4 as well as CRIg, which belongs to the 
immunoglobulin superfamily (5). CR1 is expressed by, for example, erythrocytes 
and myeloid immune cells. It binds C1q, C4b and C3b, but also the C3b cleavage 
fragments iC3b and C3dg, which are generated by factor I mediated cleavage of 
C3b, as described later. Opsonin recognition by CR1 promotes phagocytosis, but it 
can also lead to the production of proinflammatory cytokines. In the case of 
erythrocytes, CR1 facilitates immune complex clearance (50). Contrastingly, CR2 
is mainly expressed by B lymphocytes and plays a role in their activation. It 
recognises the C3b degradation products iC3b, C3d and C3dg (5). CR3 and CR4 are 
expressed by immune cells of the myeloid lineage and play an important role in 
phagocytosis (8). However, they also affect processes such as migration, adhesion 
and leukocyte trafficking (5). While both of them recognise iC3b, C3d is only 
recognised by CR3, and C3c only binds CR4 (8). CRIg can be found on tissue-
resident macrophages, such as Kupffer cells, and is involved in phagocytosis and 
clearance of immune complexes by binding to C3b and iC3b (51).  
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Inhibitors of the complement system 
The potent effector functions and the cascade-like nature of the complement system 
create a need for stringent regulatory mechanisms to avoid self-harm. Several 
complement inhibitors have been identified, which indirectly provide the system 
with the ability to distinguish healthy host cells from intruding pathogens. 
Complement is kept in check through the actions of these inhibitors, and host cells 
are protected from complement-mediated damage. Aberrant activation and 
dysregulation of complement have been implicated in the pathogenesis of a 
multitude of diseases. Both membrane-bound and fluid-phase inhibitors of the 
complement system are present; these will be described here. The two complement 
inhibitors SUSD4 and CD59 are at the centre of this thesis and will be described in 
greater detail further on.  

Regulators of complement activation 
A gene cluster harbouring the genes encoding several functionally and structurally 
related complement inhibitors is present on chromosome 1. This gene cluster and 
group of encoded proteins is known as “Regulators of complement activation”, or 
RCA. A structural commonality among these proteins is the presence of a conserved 
amino acid motif known as complement control protein domain (CCP) or sushi 
domain. Each such CCP domain comprises 60-70 amino acids, including four highly 
conserved cysteine residues that form two internal disulphide bridges within the 
domain (1, 52). Each CCP domain also contains an additional 10-18 conserved 
amino acid residues (1). Each RCA protein is composed of several such CCP 
domains located in tandem, ranging from four (CD55 and CD46) to 59 (C4BP) (52, 
53). Owing to the presence of the CCP domains, a common functional feature of the 
RCA proteins is their ability to bind C3b and C4b (1, 52). Worth noting, however, 
is that the presence of CCP domains is not exclusive to RCA proteins (53).  

Factor H 
Factor H is a soluble complement inhibitor and a member of the RCA family. It 
comprises 20 CCP domains and can inhibit complement both on cell surfaces and 
in the fluid phase. It plays an important role in regulating the alternative pathway 
and its amplification loop (54). Factor H has three regulatory functions. First, by 
acting as a cofactor for factor I (described later), factor H promotes the cleavage of 
C3b into C3f and iC3b, which lacks enzymatic activity (52). Second, through 
competitive binding of C3b, factor H can prevent factor B from binding C3b and, 
thus, inhibit the formation of the C3 and C5 convertases of the alternative pathway. 
Third, factor H can also accelerate the decay of alternative pathway convertases by 
dissociating factor Bb from the enzymatic complex (54).  
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C4BP 
C4b-binding protein (C4BP) is a fluid-phase complement inhibitor of the RCA 
family and contains 59 CCP domains (52). C4BP plays an inhibitory role in the 
regulation of both the classical and lectin complement pathways. C4BP can both 
accelerate the decay of the C3 convertase C4b2b and inhibit its formation by 
sequestering newly formed C4b (55). Additionally, through its cofactor activity for 
factor I, C4BP can promote the cleavage of C4b into C4c and C4d (1).  

CD55 
CD55, also known as decay-accelerating factor (DAF), is a 
glycosylphosphatidylinositol (GPI)-anchored complement inhibitor. It contains four 
of the CCP domains characteristic of RCA proteins. CD55 is widely expressed and 
present on almost all cells. As implied by its alternative name, CD55’s regulatory 
function lies in the ability to accelerate the decay of convertases. CD55 can 
accelerate the decay of both C3- and C5 convertases of all complement activation 
pathways. Anchored to the cell surface, CD55 can only disrupt convertases present 
on the same cell; it cannot affect convertases present on other cells (1, 52).  

Similar to CD59 (described later), the gene encoding CD55 has undergone 
duplication in mice, leading to the existence of Daf1 and Daf2. While Daf1 is widely 
expressed, Daf2 expression is restricted to the testis (56).  

CD46 
CD46, also known as membrane cofactor protein, is a ubiquitously expressed 
complement regulator present on almost all cells except for erythrocytes (1, 56). 
Unlike CD55, CD46 does not accelerate the decay of convertases, but its activity 
can be considered to complement the role of CD55 (1, 52). CD46 acts as a cofactor 
for the serine protease factor I (described later), which cleaves C3b into iC3b and 
C4b into C4c and C4d (1). Similar to CD55, CD46 is a membrane-bound RCA 
protein containing four CCP domains (52). However, CD46 is a transmembrane 
protein and not a GPI-anchored protein (56). Like CD55, it can only provide 
protection to the cell where it is attached (1). 

In mice, the expression of CD46 is limited to the testes. However, mice possess a 
functionally related transmembrane regulator called Crry. This complement 
regulator is ubiquitously expressed and has both CD55- and CD46-like 
activities (56).  

CR1 (and CR2) 
Anchored via its transmembrane domain, CR1 is a membrane-bound complement 
inhibitor of the RCA family, and it is composed of 30 CCPs (56). CR1 is mainly 
expressed by circulating cells, and it has a multitude of functions (52). CR1 can bind 
C1q, C3b, iC3b and C4b and is involved in the regulation of both the classical and 
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alternative pathways. By binding C4b and C3b, it accelerates the decay of both 
classical and alternative pathway C3- and C5 convertases by displacing C2b or Bb 
from the convertase complexes. CR1 also has cofactor activity and promotes factor 
I-mediated cleavage of C4b into C4c and C4d and C3b into iC3b. It also enables
further factor I-mediated iC3b cleavage into C3dg and C3c (57).

Furthermore, CR1 also functions in the clearance of immune complexes. C3b or 
C4b coated immune complexes can be bound by erythrocytes through CR1. The 
immune complexes are then transferred to the liver and spleen, where resident 
macrophages clear them from the circulation (58). Additionally, CR1 present on 
phagocytic immune cells promotes phagocytosis of C3b-opsonised bacteria, for 
instance (52).  

CR2 is encoded by a gene present within the RCA gene cluster; however, it does 
not possess any complement regulatory function (52). Although it binds C3 
cleavage fragments such as C3dg and C3d, it is mainly expressed by and has a role 
in B cells (59).  

Other complement inhibitors 

Factor I 
Factor I is a serine protease present in the circulation in its active form (52, 60). The 
function of factor I has been touched upon in the description of other complement 
inhibitory proteins. Factor I is involved in the regulation of all complement 
activation pathways as it is capable of cleaving and inactivating both C3b and 
C4b (60). Factor I-mediated cleavage of C4b results in the generation of C4c and 
C4d, while cleavage of C3b leads to the generation of iC3b and C3f. However, 
factor I-mediated cleavage of these complement fragments is dependent on the 
presence of cofactors. The cofactor activity of C4BP promotes C4b cleavage, while 
the cofactor activity of factor H promotes C3b cleavage. The cofactor activity of 
CR1 and CD46 can facilitate factor I-mediated cleavage of both C3b and C4b. 
However, CR1 is unique in the sense that it can also induce iC3b cleavage into C3dg 
and C3c (52).  

Clusterin 
Clusterin, also known as apolipoprotein J, is a glycosylated complement inhibitor 
present in the plasma. It functions by inhibiting the formation of the terminal 
complement complex, i.e., the MAC. Clusterin can bind to a common structural 
motif present in C7, C8b, and C9 that becomes exposed during the encompassing 
conformational changes of MAC assembly. Clusterin thus inhibits MAC formation 
and gives rise to soluble inactive terminal complexes (61).  
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Vitronectin 
Vitronectin, also known as S protein, is, similar to clusterin, an inhibitor of the 
terminal complement pathway. Vitronectin binds the C5b-7 complex and prevents 
membrane insertion and further assembly into a complete MAC. Furthermore, 
vitronectin is also capable of binding soluble C5b-7, C5b-8 and C5b-9 complexes. 
When bound to soluble C5b-7, the recruitment of C8 and C9 is still permitted, yet 
the soluble complexes bound by vitronectin are haemolytically inactive. The 
binding of vitronectin also facilitates the clearance of these complexes (62).  

C1-inhibitor 
C1-inhibitor is a plasma-borne serine protease inhibitor that functions not only in 
the complement system but also in the coagulation system and contact system. C1-
inhibitor is capable of inhibiting both the classical and lectin pathways of 
complement activation by targeting C1r and C1s, as well as MASPs 1 and 2 (63). 
C1-inhibitor can be said to function as a decoy as it exposes a reactive loop that 
mimics the serine proteases’ substrates. The cleavage of C1-inhibitor by the serine 
proteases leads to an irreversible binding between the protease and the inhibitor (52, 
63). C1-inhibitor thus acts as a suicide inhibitor of the proteases. In the context of 
C1 inhibition, the action of C1-inhibitor leads to a dissociation of the C1 
complex (52). C1-inhibitor can also interact with the C1r zymogen, precluding its 
autoactivation. Following the recognition and binding of the C1 complex to an 
activator, such as immunoglobulins, the C1-inhibitor dissociates, which allows for 
C1r autoactivation (64).  

CSMD1 
The human CUB and Sushi Multiple Domain protein 1 (CSMD1) is a 
transmembrane protein with complement inhibitory properties. The extracellular 
portion of CSMD1 comprises a continuous string of 15 CCP domains followed by 
14 CUB domains, each interspersed with one CCP domain. The complement 
inhibitory function of CSMD1 is two-fold. It can both act as a cofactor for factor I, 
promoting the cleavage of C3b and C4b, and it can interact with C7, prohibiting its 
recruitment to C5b-6 in the process of MAC-assembly (65).  

Carboxypeptidase N 
The zinc metalloprotease carboxypeptidase N is produced in the liver and released 
into the circulation. Its function in the complement system is to inactivate 
anaphylatoxins. As described previously, complement activation leads to the 
generation of complement cleavage fragments, including the anaphylatoxins C3a 
and C5a. These are potent inflammatory mediators exerting their functions by 
interacting with their respective receptors. Carboxypeptidase N can enzymatically 
remove arginine residues present at the carboxy-terminal of C3a and C5a, causing 
a 10-100-fold decrease in their activity. The resulting C3a-desArg is unable to 
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interact with the C3aR, while the ability of C5a-desArg to bind the C5aR is 
dramatically reduced (66).  

Sushi domain-containing protein 4 
Sushi domain-containing protein 4 (SUSD4) belongs to a family of diverse 
transmembrane proteins composed of six members. SUSD1-6 are encoded by genes 
present on distinct chromosomes, and their tissue expression patterns differ from 
each other. Despite containing different functional domains, a commonality 
between them is the presence of a transmembrane domain and one or more CCP 
domains. While SUSD1 contains two CCP domains, SUSD2, SUSD3, SUSD5 and 
SUSD6 all contain only a single CCP domain (67).  

In humans, SUSD4 is encoded by a gene present on chromosome 1q41. The gene is 
composed of eight exons, and as a result of alternative splicing, it is predicted to 
encode two isoforms named SUSD4a and SUSD4b (67). SUSD4a is a membrane-
bound 49 kDa protein containing a transmembrane domain in addition to four CCP 
domains (68). It also contains a cytoplasmic portion in which two phosphorylation 
sites are present (69). The presence of these phosphorylation sites has been 
suggested to confer a role in cellular signalling, and they have already been shown 
to affect certain functions of the protein (67, 69). Contrastingly, SUSD4b lacks a 
transmembrane domain and is a 27 kDa soluble protein composed of three CCP 
domains as well as a portion of unascertained homology. Both isoforms, however, 
harbour several potential N-glycosylation sites (68).  

Although tagged and recombinant SUSD4b could be successfully expressed and 
purified from a Chinese hamster ovary cell line or human Freestyle 293-F to be used 
for complement deposition assays (68), the wild type protein remains to be detected 
in tissues. Additionally, SUSD4b could not be detected at protein level when 
expressed in breast cancer cell lines (70). As such, SUSD4 will henceforth refer to 
SUSD4a unless otherwise specified.  

At the primary structure level, the SUSD4 protein is highly conserved across 
species. The homology between human SUSD4 and mouse or zebrafish SUSD4 is 
95- and 63 percent, respectively. In mice, SUSD4 has been detected at protein level
in tissues such as testes and spinal cord. The highest expression, however, was seen
for the brain and eyes (71). At mRNA level in humans, both SUSD4a and SUSD4b
were found to have a fairly broad tissue expression. While the brain and oesophagus
were the primary sites of SUSD4a expression, SUSD4b was found to be highly
expressed in the heart and ovaries, in addition to the brain and oesophagus (68).

SUSD4 as a complement inhibitor 
An initial study exploring the complement regulatory activity first described SUSD4 
as a potentiator of the alternative pathway. Onwards, they showed that SUSD4 is 
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able to bind C3b (71). However, this study was later disputed, and a new inhibitory 
role was presented instead. The subsequent study showed that membrane-bound 
SUSD4a could inhibit C3b deposition by both the classical and alternative 
pathways. Furthermore, recombinantly expressed and purified SUSD4b was found 
to inhibit both the classical and lectin pathways of complement activation by 
inhibiting C3 convertase formation. It did not, however, exhibit any decay-
accelerating activity. Moreover, SUSD4b was found to be able to bind both C1q and 
the C1 complex, but it did not affect the deposition of either C1q or MBL. 
Additionally, the presence of SUSD4b prevented C1s-mediated cleavage of C2 and 
inhibited the deposition of C4b and C3b by both the classical and lectin 
pathways (68).  

Worth noting is that, in accordance with the general notion that a minimum of three 
CCP domains is needed for complement inhibitory activity, no complement 
regulatory function has been described for the other members of the SUSD 
family (67).  

Pathology 
The 1q41q42 microdeletion syndrome manifests with symptoms such as delayed 
development, facial dysmorphia, seizures, short stature and diaphragmatic hernia. 
A fraction of those affected will present with Fryns syndrome (72), which is 
typically a lethal syndrome during the neonatal phase (71). In addition to the 
symptoms already described for the 1q41q42 microdeletion, those who survive with 
Fryns syndrome further present with symptoms such as hypoplasia of distal limbs 
and anophthalmia (71). When analysing the smallest region of overlap in individuals 
with the 1q41q42 microdeletion, SUSD4 was one of five candidate genes identified, 
thus linking it to Fryns syndrome (73). In line with a potential link between SUSD4 
and Fryns syndrome, the silencing of SUSD4 in zebrafish embryos led to increased 
mortality and developmental delays (71).  

Other roles of SUSD4 
In contrast to zebrafish, SUSD4 knockout mice are reportedly viable and growing 
normally. However, SUSD4 knockout mice displayed impaired coordination and 
motor function. Additionally, behavioural assessments found that mice lacking 
SUSD4 exhibited less exploratory- and more anxiety-like behaviour than wild type 
mice. Although no learning- or memory disabilities were identified in that 
study (74), a later publication addressed and evidenced such impairments (69). 
Furthermore, an abnormal morphology was observed for neuronal cells in both the 
hippocampus and cerebellum of SUSD4 knockout mice. Interestingly, SUSD4 was 
found to be expressed at a relatively high level in neuronal cells in these regions. 
The hippocampus and cerebellum are linked to anxiety and motor control, 
respectively. Moreover, microglia cells play a role in synaptic pruning, a process 
that is facilitated by complement factors, such as C1q. In addition to indications of 
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increased microglial activation in SUSD4 knockout brains, both increased levels of 
C1q and increased deposition of C1q at synapses have been observed. Together, 
these results suggest that the process of synaptic pruning might be dysregulated in 
the absence of SUSD4 (74).  

SUSD4 has also been implicated in the long-term synaptic plasticity of cerebellar 
Purkinje cells in mice. The induction of long-term potentiation at Purkinje cell 
synapses was promoted in SUSD4 knockout mice, while the induction of long-term 
depression was impaired. The regulation of AMPA receptors at excitatory synapses 
is a dynamic process that involves endocytosis following their activation. 
Subsequent recycling to the surface results in long-term potentiation, while long-
term depression is the result of endolysosomal targeting and degradation. Whether 
neurotransmitter receptors are recycled or degraded needs to be properly regulated 
in order to maintain synaptic plasticity and ensure proper memory and learning. 
SUSD4 has been found to interact with both an AMPA receptor subunit, GluA2, 
and a ubiquitin ligase known for ubiquitinating GluA2 AMPA receptors, thus 
promoting their degradation. Consequently, it has been suggested that in cerebellar 
synapses, SUSD4 plays a role in synaptic plasticity and long-term depression by 
targeting GluA2 AMPA receptors for endolysosomal degradation. Interestingly, the 
two phosphorylation sites in the cytoplasmic domain of SUSD4 were shown to be 
functionally important for the interaction with the ubiquitin ligase (69).  

Moreover, it has been suggested that SUSD4 potentially could serve as a prognostic 
marker in various types of cancer. When comparing the expression of SUSD4 in 
tumour tissues with that in normal tissues, SUSD4 was found to be upregulated in 
some tumour types while downregulated in others. Additionally, depending on the 
type of cancer, either a high or low expression of SUSD4 was associated with a poor 
prognosis for patients (75). This also fits well with the general view that in cancer, 
the role of complement is context-dependent (76). Moreover, the knockdown of 
SUSD4 in colorectal cancer cell lines resulted in impaired proliferation. In a 
cell line-derived xenograft model, the expression of SUSD4 resulted in increased 
tumour size compared to tumours devoid of SUSD4. Furthermore, the silencing of 
SUSD4 in a colorectal cancer cell line led to a downregulation of JAK3 but an 
upregulation of several other JAK/STAT pathway genes. This pathway has been 
linked to processes such as proliferation, apoptosis and migration (75).  

Additionally, when analysing RNA sequencing data of peripheral blood 
mononuclear cells (PBMCs) from patients who received a renal transplant and were 
treated with two different immunosuppressive agents, SUSD4 was one of four 
identified genes clearly distinguishing the two groups. All four genes, including 
SUSD4, were found to be significantly downregulated in PBMCs from patients 
treated with an inhibitor of mammalian target of rapamycin (mTOR) compared to 
PBMCs from patients treated with a calcineurin inhibitor. The mTOR inhibitor also 
caused a downregulation of SUSD4 in PBMCs in vitro (77). 
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CD59 
Note that when stating amino acid positions, the 25 amino acid N-terminal signal 
sequence is included with the starting methionine, thus being residue number 1. The 
position in the mature protein is given in parentheses.  

Gene, structure and distribution 
CD59, also known as protectin, is structurally related to a superfamily of proteins 
that includes urokinase-type plasminogen activator receptor (uPAR) and 
lymphocyte antigen 6 proteins (Ly6). These are GPI-anchored proteins that share a 
structural motif known as the three-fingered protein domain (78), which is 
composed of five b-strands and three highly conserved disulphide bonds (79). CD59 
itself contains three b-sheets and an a-helix. However, lower-resolution crystal 
structures also suggested two short b-sheets at the N-terminus, but these were not 
present at higher resolution. Additionally, a second small a-helix could be identified 
at a higher resolution (80). CD59 also contains five disulphide bridges (81, 82). 

In humans, the CD59 gene is located on chromosome 11 (52). Initial reports 
concerning the span of the gene ranged from 20- to >27 kb. Four exons were then 
identified. The 45 nucleotides encoded by exon 1, as well as the first 18 nucleotides 
of exon 2, together constitute the 5´untranslated region. Exon 2 also codes for 22 
amino acids that, together with the first three amino acids encoded by exon 3, make 
up the N-terminal signal peptide of the immature protein. Exon 3 also encodes for 
an additional 31 amino acids, while exon 4, in addition to the 3´untranslated region, 
also encodes the remaining 72 amino acids of the protein (83, 84). A fifth 
alternatively spliced exon was later identified between exons 1 and 2, but even when 
transcribed, it did not affect the protein structure (52). A new report describes the 
gene as spanning around 33.5 kb and containing seven exons where exons 5-7 are 
encoding the CD59 protein (85).  

The initially translated single-chain immature CD59 comprises 128 amino acids, of 
which 25 constitute the N-terminal signal sequence. A C-terminal motif comprising 
26 amino acids that signals for GPI-anchor attachment is also present in the 
immature protein (85). The N-terminal signal sequence of immature GPI-anchored 
proteins directs the protein to the endoplasmic reticulum (ER) but is removed 
following the translocation of the protein. In the ER, the signal sequence for GPI-
anchor attachment at the C-terminus will be recognised, cleaved off and replaced 
with a GPI-anchor by means of a GPI transamidase. Once the processing is finished, 
the GPI-anchored proteins are transferred to the plasma membrane via the Golgi, 
where additional processing may occur (86). The mature CD59 protein contains 77 
amino acids with the GPI-anchor attached to Asn102 (Asn77 excluding the N-
terminal signal peptide) (85).  

CD59 is an 18-23 kDa protein that is expressed by almost all cells (52, 87). 
Erythrocytes are estimated to express around 25,000 molecules of CD59 per cell, 
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while an even higher expression can be seen for nucleated cells (52). CD59 is a 
heavily glycosylated protein, as suggested by its detection at a molecular mass of 
12 kDa following enzymatic removal of glycans (52). It carries an N-linked glycan 
group of 4-6 kDa at Asn43 (Asn18 in the mature protein) (85). The N-linked glycan 
group was found to be highly diverse when assessed in erythrocytes; over 120 forms 
have been identified. CD59 may also carry O-linked glycans at Thr76 and/or Thr77 
(Thr51 and Thr52 in the mature protein) (88). 

Complement inhibitory function 
The last defensive line against complement-mediated cytolysis is conferred by 
CD59. It is the sole inhibitor of the multimeric complex formed during the terminal 
complement pathway that is present at the cell surface. GPI-anchored at the cell 
surface, CD59 serves to protect host cells from complement-mediated cell death by 
inhibiting the formation of the MAC. It acts as a suicide inhibitor, incorporating 
itself into the assembling complex (89). CD59 can interact and form stable 
complexes with both C5b-8 and C5b-9. CD59 prevents MAC formation by 
inhibiting C9 recruitment and polymerisation. CD59 is capable of interacting with 
both C8 and C9. It binds to the a-chain of C8 as well as the C9b domain of the C9 
molecule. The binding site of C9 is contained within the a-chain of C8 (90). 
Following their recruitment to the assembling MAC, both C8 and C9 undergo 
conformational changes, leading to the formation of transmembrane structures. 
CD59 inhibits the proper unfolding of particular domains within C8 and C9, thereby 
preventing membrane penetration and cell damage. Based on cryo-electron 
microscopy analysis, it was recently suggested that the CD59-inhibited immature 
C5b-9 complex may contain up to a few C9 copies. In the same study, a model was 
proposed wherein CD59 inhibits further C9 polymerisation by maintaining C9 in a 
transitional state that prevents stable binding of additional C9 molecules (89).  

CD59 also exists in a soluble form that can be detected in bodily fluids such as urine 
and plasma. Although the binding capability for the MAC is retained, the ability to 
inhibit the MAC is impaired. The absence of the lipid moiety in the GPI anchor 
precludes its incorporation into membranes, thus limiting its ability to inhibit 
complement (91). 

A mutational analysis assessing the importance of particular amino acid residues led 
to the identification of key amino acids that are thought to be part of the active site 
of CD59. By means of amino acid substitution mutations, Trp65 (Trp40), Arg78 
(Arg53) and Glu81 (Glu56) were found to be important for the MAC-inhibitory 
function of CD59. Cells expressing mutant CD59 with amino acid substitutions at 
either of these sites were not protected from complement-mediated cytolysis. A 
fourth important residue, Asp49 (Asp24), was also identified. A substitution at this 
site also abrogated the protection against complement-mediated lysis. However, the 
N-glycosylation of CD59 was found to be inessential. By mutating the Asn43
(Asn18), a non-glycosylated mutant variant of CD59 was expressed. This mutant
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was fully capable of inhibiting complement. Additionally, the mutant was 
recognised by various antibodies targeting CD59, suggesting that the protein 
structure was not affected by the absence of the N-linked glycan group (92). 

Other functions of CD59 
Several studies have been conducted addressing a potential role for CD59 in T cell 
biology and activation. Albeit controversial, two initial studies first suggested a 
direct interaction between CD59 and CD2 (93, 94), which plays a costimulatory role 
in T cell activation (95). However, others have disputed this as they were unable to 
replicate the findings (96, 97). Other studies have, however, indicated a role for 
CD59 in T cell stimulation in a manner that involves both CD2 and CD58 (98, 99). 
Another study has suggested an intracellular role for CD59 in T cells wherein it 
interacts with Ras and affects Ras/MAPK signalling, thus influencing T cell 
activation (100).  

Onwards, CD59 has been identified as a receptor for intermedilysin, a toxin 
produced by the pathogenic bacterium Streptococcus intermedius. Intermedilysin 
forms pores in the surface of target cells, leading to cell lysis. It binds to the same 
domain of human CD59 that is involved in the binding of C8 and C9 (101). 
Moreover, the calcium-binding protein calreticulin typically resides in the ER, yet 
it has been observed on the surface of neutrophils. As it does not contain a 
transmembrane domain of its own, the cell surface localisation is dependent on an 
adaptor present at said location. In neutrophils, CD59 has been implicated as an 
adaptor protein facilitating calreticulin’s surface localisation (102). Furthermore, 
CD59 has been found to be upregulated in both solid tumours and in some cancer 
cell lines. This could be a mechanism employed by the cancerous cells to shield 
themselves from complement-mediated damage (52). Conversely, an absence of 
CD59 has been observed for both leukemic cell lines and patient-derived leukaemia 
cells (103).  

CD59 also contains a glycation site within its active site, and it was found that CD59 
can be glycated at Lys66 (Lys41 in the mature protein) in the presence of glucose. 
This is referred to as glycation-inactivation since it abrogates the complement-
regulatory role of CD59. Consistent with this, erythrocytes from diabetic individuals 
were found to be more susceptible to MAC-mediated cytolysis than erythrocytes 
from healthy individuals. Furthermore, the inactivation of CD59 through glycation 
has been suggested to play a role in several diabetic complications. For instance, 
atherosclerosis, which is a well-known diabetic complication, was found to be 
accelerated in diabetic mice lacking CD59. Additionally, glycated CD59 colocalised 
with MAC deposits in tissues associated with diabetic complications (104). Soluble 
glycated CD59 can be found in both urine and blood, and it has been shown that 
glycated CD59 can serve as a sensitive biomarker for diabetics and their glycaemic 
control (105). Interestingly, the glycation motif has only been identified in human 
CD59 and not in other species (106).  
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Pathology 
A disease associated with CD59 is paroxysmal nocturnal haemoglobinuria (PNH), 
which is a rare acquired haematological disorder. Due to complement-mediated 
cytolysis of erythrocytes, afflicted individuals suffer from haemolytic anaemia. It 
develops as a result of a somatic mutation in a haematopoietic stem cell, which may 
then undergo clonal expansion. The somatic mutation occurs in a gene known as 
PIG-A (phosphatidylinositol glycan class A), the product of which is involved in the 
initial step of GPI-anchor synthesis. As a result, the biosynthesis of GPI anchors is 
abrogated. Clonal expansion of the aberrant cell harbouring the PIG-A mutation will 
lead to circulating cells in the blood devoid of GPI-anchored proteins. Most notable 
is the absence of CD59 and CD55 (107). The lack of these complement inhibitors 
renders the cells susceptible to complement-mediated lysis. The PNH-like 
symptoms exhibited by patients with congenital CD59 deficiency suggest that the 
absence of CD59 is more critical. Although the GPI-anchored complement 
inhibitors are absent on the surface of leukocytes as well, erythrocytes are 
particularly susceptible. Unlike the leukocytes, erythrocytes are also devoid of 
CD46 (107). The most common cause of death in PNH patients is 
thromboembolism, i.e. blood clots (108). Several factors may contribute to the 
thrombotic events in PNH patients, including the proinflammatory processes 
encompassing complement and platelet activation (109). PNH is effectively treated 
and managed with Eculizumab, a humanised antibody targeting C5, thus inhibiting 
the terminal complement pathway. Not only is it preventing haemolysis, but it is 
also markedly lowering the risk of thrombotic events in PNH patients (108).  

Additionally, six different mutations giving rise to congenital CD59 deficiency have 
been identified and described in patients. Five of these are located in exon sequences 
encoding the mature CD59 mRNA. Two of them, p.Ala41Alafs and p.Asp49Valfs, 
cause a frameshift, while the remaining three are missense mutations (110). The two 
frameshift mutations, p.Ala41Alafs and p.Asp49Valfs, result in truncated variants. 
Albeit containing an N-terminal signal peptide, they lack a GPI anchor and are 
consequently absent from the cell surface. Instead, they were found intracellularly 
and are either secreted or targeted for proteasomal degradation. Contrastingly, the 
missense mutants p.Cys89Tyr and p.Asp49Val were both present at the cell surface, 
yet known antibodies targeting CD59 could not recognise them, suggesting an 
abnormal protein structure. Furthermore, both p.Cys89Tyr and p.Asp49Val, as well 
as the frameshift variants, are incapable of inhibiting MAC-mediated 
cytolysis (111). The patients in which the p.Cys89Tyr, p.Asp49Val, p.Ala41Alafs 
and p.Asp49Valfs were identified all suffered from haemolytic anaemia. All but one 
patient was suffering from peripheral neuropathy, and many of them had recurrent 
strokes (111).   

Another homozygous missense mutation, p.Tyr29Asp, has been identified in a 
young girl who was first diagnosed with Guillain-Barré syndrome and later with 
systemic lupus erythematosus. CD59 was found to be absent on both erythrocytes 
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and leukocytes in the patient, and although she exhibited neuropathy, she did not 
present with PNH (112).  

The sixth mutation described was identified in a young boy who was first diagnosed 
with Guillain-Barré syndrome and later with atypical haemolytic uremic syndrome. 
Genome sequencing identified a homozygous mutation in a splice donor site in 
intron 1 (c.67 + 1G > T) of the gene encoding CD59. Consequently, CD59 could 
not be detected on erythrocytes, and essentially no mRNA expression could be seen. 
The patient is being treated with Eculizumab, which is now used as a therapeutic 
intervention for congenital deficiencies of CD59 (110).  

CD59 in mice 
Unlike humans, mice possess two CD59 genes as a result of gene duplication; these 
are named CD59A and CD59B (113, 114). Both are located on chromosome 2 and 
together, they span a region of 45.6 kb, with CD59A being located about 11.6 kb 
downstream of CD59B. The length of the CD59B and CD59A genes is 15- and 19 
kb, respectively. At both genomic- and amino acid level, the two genes or proteins 
are 60 % identical. At the level of mRNA, they are 83 % identical. Both genes are 
composed of four exons exhibiting different levels of homology (114). While exon 
1 of the two genes share no homology, exon 2 is identical. Exons 3 and 4 share 86- 
and 84 % homology, respectively (113). For both genes, the 5´untranslated region 
is contained within exon 1 and the beginning of exon 2. The rest of exon 2, along 
with exons 3 and 4, provide the coding sequence (115). Both CD59A and CD59B 
contain a N-glycosylation site. However, CD59A also contains a second potential 
N-glycosylation site at Asn94 (Asn71 in the mature protein), which explains its 
slightly larger molecular mass despite being eleven amino acids shorter than 
CD59B (116). Both CD59A and CD59B have been shown to inhibit MAC 
formation and protect against complement-mediated lysis (113, 117).  

A broad tissue expression for CD59A is and has been the general consensus. The 
tissue expression pattern for CD59B, however, has been debated. Although a broad 
expression pattern has been suggested (114), most reports argue a tissue-restricted 
expression pattern and show that CD59B is primarily expressed in testes and 
spermatozoa (113, 116, 117). Further complicating the gene structure and regulation 
of expression, an alternative exon 1 located slightly upstream of the “canonical” 
exon 1 was identified for CD59B. This alternative exon 1 is identical to exon 1 of 
CD59A. Furthermore, an alternative exon 1 for CD59A has been identified between 
the “canonical” exons 1 and 2. This alternative exon 1 of CD59A shares 97 % 
identity with the “canonical” exon 1 of CD59B. Consequently, two variants of each 
mouse CD59 gene can be expressed, differing only in their 5´untranslated region. 
Each of these two variants has a separate promoter region, conferring a particular 
expression pattern, one exhibiting a broad tissue expression while the other is 
seemingly restricted to the testes tissue (115).  
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Although preliminary studies suggested that CD59B was a more potent complement 
inhibitor than CD59A (114), a later study disputed this and showed that the 
contribution of CD59B in erythrocyte protection was irrelevant in the presence of 
CD59A. This could potentially be explained by the much higher presence of CD59A 
than CD59B on the surface of these cells. However, in the absence of CD59A, 
CD59B was shown to confer protection against complement cytolysis (116). 
Interestingly, though, even if erythrocytes from CD59A knockout mice exhibited 
increased susceptibility to complement-mediated lysis in vitro and the mice showed 
signs of intravascular haemolysis, the CD59A knockout mice were not 
anaemic (118). In contrast, CD59B knockout mice developed haemolytic anaemia 
and a strong PNH-like phenotype. Erythrocytes from CD59B knockout mice were 
also susceptible to complement orchestrated cytolysis (119). However, it was later 
revealed that the knockout of CD59B conferred a concomitant downregulation of 
CD59A in the mouse model, which may explain the contradictory results. In the 
CD59A knockout mouse model, CD59B was not found to be downregulated (115).  

Interestingly, inflammatory conditions such as tumour necrosis factor-a (TNF-a) 
and lipopolysaccharides have been found to upregulate CD59B as a protective 
response. This upregulation was mediated by serum response factor and nuclear 
factor-kappa B (NF-kB). This induced expression could not be seen for CD59A, 
whose constitutive expression was regulated by the transcription factor Sp1. In 
humans, Sp1 regulates normal expression of CD59, whereas NF-kB is involved in 
induced expression (120). Moreover, consistent with the idea that CD59B plays a 
role in reproduction based on its high expression in the testes and 
spermatozoa (117), male CD59B knockout mice progressively developed 
infertility (119). This was associated with impaired mobility, abnormal shape and 
reduced number of sperm cells. 

Intracellular complement 
What has been described thus far is considered the canonical extracellular function 
of complement. This includes its role in inflammation, opsonisation, and direct 
killing of pathogens through MAC formation. However, the view of complement 
has changed with the discovery of intracellular complement. Its intracellular 
presence comes as no surprise, as it needs to be produced and secreted by the cells 
to function extracellularly; the surprising discovery was that it has important 
functional roles within the cells. Although extracellular non-canonical roles of 
complement have also been identified, the focus here will be on non-canonical 
intracellular functions, which constitute an emerging area of research. Although 
some of the functions that will be described are arguably related to the canonical 
function, either the means of activation, source of complement, or function can be 
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considered non-canonical. In reference to intracellular active complement, the term 
“complosome” has been introduced. Worth noting, however, is that the concept of 
active intracellular complement is a controversial topic plagued by many 
questions (121, 122).  

Intracellular complement has been shown to affect a wide range of cellular 
processes, such as autophagy, metabolism, and gene expression. Much of the focus 
has concerned C3 and C5, including their cleavage products and the cognate 
anaphylatoxin receptors. Different modes of intracellular C3 and C5 activation have 
been reported. For example, the presence of intracellular alternative pathway 
convertases driving the generation of C5a has been reported for monocytes and 
macrophages during sterile inflammation. By acting on the C5aR1 present in 
mitochondria, the convertase-generated C5a altered mitochondrial function and 
promoted IL-1b production. Given the expression of C4 and C2 and the detection 
of C4b and C2b in monocytes, the authors of the study also suggested the 
plausibility of intracellular classical pathway convertases (123). Another 
mechanism for the intracellular generation of C5a has been reported to occur in 
colorectal cancer cells. According to this study, C5 present in endosomal or 
lysosomal compartments can be cleaved by cathepsin D. The resultant generation 
of C5a subsequently promoted b-catenin stabilisation through its activation of 
C5aR1. As  b-catenin then drives the expression of oncogenes, the intracellular 
generation of C5a was found to promote tumourigenesis (124).  

Similar to the case with C5, intracellular C3 stored in lysosomes can be cleaved into 
C3a and C3b by cathepsin L. In resting CD4+ T cells, for example, the intracellularly 
generated C3a will act on its cognate receptor on lysosomes, which promotes 
survival through low-level activation of mTOR. Additionally, upon engagement of 
the T cell receptor, the intrinsically produced C3b will act on CD46, which causes 
the cytoplasmic domain of the complement inhibitor to translocate to the nucleus. 
This results in metabolic changes that are needed for the induction of interferon-g 
(IFNg) producing Th1 cells (125, 126). The cytoplasmic domain of CD46 will 
induce the expression of both glucose- and amino acid transporters, which enables 
the T cells to meet the increased metabolic demand encompassing activation. 
Furthermore, in resting CD4+ T cells, CD46 is associated with Jagged1. Upon C3b 
engagement of CD46, Jagged1 is freed and can interact with Notch1, which 
contributes to the induction of Th1 cells. In addition to playing a costimulatory role 
in the induction of IFNg-producing Th1 cells, CD46 can also, in the presence of 
interleukin-2 (IL-2), contribute to a phenotypic switch of Th1 cells, wherein they go 
from producing IFNg to instead produce the immunosuppressive IL-10 (126).  
Similarly, CD46 also plays an important role in the function of CD8+ T cells by 
affecting their metabolism (125). Moreover, in CD4+ T cells, intracellular C5a 
engages the C5aR1, leading to the generation of reactive oxygen species (ROS). 
This, in turn, causes inflammasome activation and IL-1b secretion. In an autocrine 
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fashion, the secreted IL-1b promotes IFNg production and induction of Th1 cells. It 
is worth noting that the alternative C5a receptor, C5L2, present at the cell surface, 
negatively regulated inflammasome activation (127).  

Several studies have identified novel functions for the central complement system 
component C3. For instance, C3 has been found to interact with ATG16L1, which 
plays an important role in autophagy. Through this interaction, invasive bacteria 
opsonised with C3 are targeted for xenophagy, a type of autophagy specific for the 
degradation of pathogens (128). The process of autophagy and the role of ATG16L1 
in it will be described in detail in a later section. Another study found that cell-
intrinsic intracellular C3 can opsonise invasive bacteria. This did not affect the 
survival of the bacteria within the cells, but it did facilitate phagocytosis of the 
bacteria following their escape from the cells (129). Although this is related to its 
canonical function, the source of the opsonising C3 was non-canonical. Moreover, 
intracellular C3 has also been found to confer cytoprotective effects in pancreatic 
b-cells. These will be described later on in the context of complement in diabetes.

A non-canonical role for factor H has been identified in lung adenocarcinoma cells 
and in renal carcinoma cells. The intracellular factor H in these cells was localised, 
together with C3, in lysosomes and its presence was associated with a poor 
prognosis. Additionally, the intracellular factor H was found to affect viability, 
proliferation, gene expression and migration (130). Moreover, apoptotic cells have 
been found to actively internalise factor H, which then acts as a cofactor for 
cathepsin L-mediated cleavage of endogenous C3. This led to increased 
opsonisation of the apoptotic cells, thus facilitating phagocytosis (131).  

Moreover, an intracellular role for the alpha chain of C4BP has been reported in 
colorectal cancer cells. The C4BP alpha chain was found to interact with a member 
of the NF-kB pathway and regulate anti-apoptotic NF-kB signalling. Increased 
intracellular levels of the C4BP alpha chain sensitised the cancer cells to apoptosis 
induced by a chemotherapeutic agent (132). Another cancer-related non-canonical 
function of a complement inhibitor concerns CSMD1, which functions as a breast 
cancer suppressor. In triple-negative breast cancer cell lines, CSMD1 was found to 
interact with the epidermal growth factor receptor (EGFR), inhibit its activation and 
downstream signalling, and alter the intracellular trafficking of the receptor. 
Furthermore, this sensitised the cancer cells to chemotherapy (133).  

Intracellular CD59 has been implicated in T cell-mediated anti-tumour immunity. 
Through a direct interaction with Ras, CD59 regulates the subcellular localisation 
of Ras, thus affecting the Ras/MAPK signalling pathway, which plays a role in the 
proliferation and activation of T cells. Compared to wild type mice, tumour growth 
was suppressed in CD59 double knockout mice. This tumour suppression was 
mediated by T cells in the knockout mice (100). Another non-canonical complement 
function related to T cells concerns C1q. In addition to its presence on the cell 
surface, the receptor for the globular domain of C1q can also be found in 
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mitochondria. By acting on its cognate receptor, extrinsically generated C1q that is 
taken up can affect the metabolism and function of mitochondria in CD8+ T cells, 
which consequently affects the function of these T cells (121).  

As mentioned at the beginning of this section, the discovery of intracellular 
complement has been met with many questions. One such question is whether 
complement proteins present within the cells have distinct functions that are 
unrelated to their extracellular role or if canonical complement functions occur 
inside the cells (121). A major concern that has been raised is that the intracellular 
environment is very different from the extracellular one. As such, the proper folding 
of complement proteins may not be permitted within the cells, thus prohibiting their 
functions (122).  

In the case of C3, its extracellular function is linked to its structure, which depends 
on disulphide bonds that may not be allowed to form in the reducing environment 
of the cytosol. However, C3 was found to be resistant towards a reducing agent 
present in the cytosol, and it has been proposed that the folding of C3 may shield 
the disulphide bonds (121). Moreover, as a result of retrotranslocation and the use 
of an alternative translation start site, two distinct forms of cytosolic C3 have been 
observed, differing in their redox state. By using an alternative translation start site 
downstream of the signal peptide, this form is translated immediately to the cytosol 
and is, therefore, both reduced and non-glycosylated. Importantly, though, it still 
functions and was found to opsonise invading bacteria, which facilitated the 
subsequent phagocytosis once the bacteria escaped the cells (129). Evidently, forms 
of C3 differing from hepatic extracellular C3 can both exist and function 
intracellularly (122). Additionally, the fact that the intracellular environment differs 
from the extracellular one does not exclude the possibility that complement can 
function within the cell. Inside the cell, complement factors encounter a whole other 
set of proteins that are not present in the extracellular environment. As such, non-
canonical interactions may occur, and complement proteins may thus have distinct 
intracellular functions that are unrelated to their canonical extracellular functions. 
A prime example of this is the interaction between C3 and ATG16L1, which links 
C3 to the process of autophagy. Furthermore, complement may also function 
intracellularly by a different mechanism. For instance, the potential absence of 
convertases may be compensated for by cathepsins that mediate the cleavage 
activation of C3 and C5 (121).  

Another question that has been raised concerning intracellular complement is where 
it comes from. However, only two possible sources exist: intrinsic and extrinsic, 
meaning that complement is either expressed by the cells themselves or derived 
from the extracellular environment. With the exception of membrane-bound 
complement inhibitors and receptors, complement proteins are typically viewed as 
being secreted from the cells and present in the circulatory system. Proteins destined 
to be secreted possess a signal peptide that will guide the translated polypeptide into 
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the ER lumen, where protein folding will occur. Following subsequent 
modifications and processing in the ER and Golgi, the protein is trafficked to the 
plasma membrane in secretory vesicles and then released to the exterior space (121). 
This process will be exemplified and described in greater detail later on in the 
context of insulin processing.  

To use C3 as an example, four distinct mechanisms whereby it gains access to the 
intracellular space have been reported, three of which have already been touched 
upon. For instance, invasive bacteria opsonised by C3 can carry it into the 
cells (128). Proteins can also be retrotranslocated, meaning that they escape the 
secretory pathway to access the cytosol. This mode of accessing the cytosolic space 
has been proposed for both C3 and CD59 (129, 134). As described earlier, C3 can 
also be translated from an alternative start site downstream of the signal peptide. 
This form of C3 is thus translated straight into the cytosolic space (129). Lastly, a 
pathway by which C3(H2O) is taken up by cells has also been described. The 
internalised C3(H2O) constitutes a source for intracellular C3a, but it was also found 
to be recycled to the exterior environment (135). As such, many plausible 
mechanisms for complement to gain access to the cell interior exist, and these may 
differ depending on the complement protein, cell type and circumstances.  
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Diabetes mellitus 

Introduction 
Diabetes mellitus refers to a group of metabolic diseases characterised by an 
inability to regulate blood glucose levels (136). They revolve around insulin, a 
metabolic hormone acting to lower blood glucose levels (137). Insulin acts in 
concert with the functionally antagonistic hormone glucagon to regulate and 
maintain blood glucose homeostasis (137). Persistent hyperglycaemia, a state of 
elevated blood glucose levels caused by insufficient insulin secretion and/or 
impaired insulin action and function, is a hallmark of diabetes mellitus (136). Most 
of the time, diabetes cases can be broadly classified into type 1- and type 2 diabetes 
mellitus (T1D and T2D), yet additional subtypes have also been characterised (138). 
Some of the different subtypes of diabetes mellitus are described later on. Note that 
even though diabetes mellitus is not the only type of diabetes, the term diabetes will 
refer to diabetes mellitus throughout this thesis.  

The history of diabetes, or “the pissing evil”, as the 17th-century physician Thomas 
Willis so elegantly put it, seemingly dates back to ancient times. In Ebers papyrus, 
presumably dating back to around 1550 B.C., recordings of a disease involving 
polyuria can be found. This may represent an early description of diabetes 
symptoms. In a Hindu document from around 400 B.C., the Indian physician 
Sushruta described another symptom of diabetes, namely glycosuria or “honeyed 
urine”, as he phrased it in reference to its sweetness. Similar to Sushruta, the English 
physician Thomas Willis described the sweet taste of urine and brought attention to 
diabetes in Europe during the 17th century. During the 2nd century A.D., the Greek 
physician Aretaeus provided an impressive description of the disease for his time. 
He described the excessive urination and the chronic nature of the disease. He 
further described that it takes a long time for the disease to develop but that once it 
has been established, the patient is short-lived. Aretaeus is responsible for 
introducing the term “diabetes”, which comes from a Greek word and refers to the 
excessive urination characteristic of afflicted individuals (136, 139). At the end of 
the 18th century, in reference to the sweetness of urine, John Rollo introduced the 
suffix “mellitus”, which in Latin means honey (139).  

Today, we, of course, know much more about diabetes. However, a major 
breakthrough in the early 1920s warrants a mention of four pioneers in the field. In 
1921 and 1922, Fredrick Banting, John Macleod, Charles Best and James Collip 
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managed to successfully produce insulin for therapeutic use. Although not without 
controversy, Banting and Macleod received the Nobel Prize in medicine for their 
work in 1923 (136).  

According to the International Diabetes Federation (140), it was estimated that 
about 537 million adults worldwide had diabetes in 2021. This number is predicted 
to reach 783 million by the year 2045. According to their estimates, diabetes-related 
causes were responsible for about 6.7 million deaths in 2021 (140). That 
corresponds to almost 13 people per minute. Furthermore, the health expenditure 
globally in 2021 caused by diabetes in adults was estimated to be 966 billion US 
dollars, a cost that is predicted to increase (140). Diabetes thus represents a global 
societal burden, both in terms of health and in terms of economy. Insulin 
insufficiency, i.e. diabetes, can lead to a range of complications affecting various 
parts of the body. These complications include cardiovascular diseases, 
nephropathy, neuropathy, retinopathy (which can cause blindness), and the need for 
amputation of lower limbs (140). 

Islets of Langerhans and pancreatic b-cells 

The structure and function of pancreatic islets 
The pancreas is a multifunctional organ with key roles influencing metabolism. The 
pancreas has an important exocrine function mediated by acinar cells. These cells 
produce and secrete digestive enzymes into the pancreatic duct. The digestive 
enzymes make up the pancreatic juice that is released into the duodenum and aids 
in the digestion of macronutrients. In addition to its exocrine function, the pancreas 
also has an important endocrine function. The endocrine function of the pancreas is 
mediated by micro-organs known as pancreatic islets (137). These pancreatic islets, 
also known as islets of Langerhans, were first described by Paul Langerhans in 
1869 (141).  

The islets of Langerhans are highly vascularised clusters of endocrine cells that are 
scattered throughout the pancreas (142). The number of islets in a human pancreas 
has been estimated to range between 3.6 and 14.8 million with a combined volume 
of 0.5-1.3 cm3 (143). The islets of Langerhans are thought to constitute about 1-2 % 
of the pancreas (144, 145). Worth noting is that the size of islets does not assume a 
normal distribution, and only around 20 % of the islets have a diameter equal to or 
above 100 µm, yet they constitute around 75 % of the total volume of all islets (146, 
147). Furthermore, it has been stated that islets in the 90th percentile in terms of size 
are accounting for half of the total volume of b-cells (145). It has been estimated 
that an islet with a diameter of 150 µm contains around 1560 cells (148).  
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The endocrine cells of the pancreatic islets secrete hormones that dictate whole-
body metabolism. The islets are composed of five types of endocrine cells present 
at different proportions (137). The cell composition of islets can vary slightly, but a 
human islet contains about 30-40 % a-cells, 50-60 % b-cells and 10 % d-cells (149, 
150). g-cells (PP-cells) and e-cells (Ghrelin cells) make up the rest but are present 
in low numbers in adults (151, 152). Some noteworthy differences exist between 
human and rodent islets, both in terms of cellular composition and architecture. 
Mouse islets are composed of a higher proportion of b-cells and a lower proportion 
of a-cells in comparison to human islets. Additionally, in rodent islets, b-cells are 
present within the core, while the other islet cells are present at the periphery, 
forming a mantle around the b-cells. In contrast, the endocrine cells of human islets 
appear to be more randomly distributed within the islets (149, 150).  

Pancreatic a- and b-cells are crucial for the regulation of metabolism and blood 
glucose levels. b-cells secrete the anabolic hormone insulin and are thus of critical 
importance in the context of diabetes mellitus. Conversely, a-cells produce and 
secrete the catabolic hormone glucagon, which antagonises the effect of insulin. 
Insulin and glucagon have opposing effects and are regulated reciprocally. 
Pancreatic d-cells produce and secrete somatostatin, which has a paracrine function 
and inhibits both insulin- and glucagon secretion. PP-cells produce pancreatic 
polypeptide which can both stimulate the exocrine function of the pancreas and 
suppress appetite (153, 154). The fifth endocrine cell of the islets, the ghrelin- or e-
cells, produce ghrelin. Ghrelin seemingly has paracrine functions, affecting the 
secretion of other islet hormones (155).  

Insulin biosynthesis, secretion and function 

Insulin biosynthesis 
Insulin is secreted by pancreatic b-cells, and it is an anabolic hormone that lowers 
blood glucose levels by stimulating glucose uptake. Insulin is highly expressed by 
b-cells; insulin mRNA accounts for about 10-15 % of the total mRNA pool in these 
cells (156). The insulin mRNA is stabilised by an mRNA-binding protein, and this 
binding is induced by glucose (157). Furthermore, glucose also affects the 
expression and activity of three transcription factors (Pdx-1, NeuroD1 and MafA) 
that are specific to b-cells and play a key role in the regulation of insulin 
expression (158). In addition to affecting expression and mRNA stability, glucose 
also induces translation and synthesis of proinsulin (159).  

Upon translation of the insulin mRNA, an N-terminal signal peptide in the nascent 
preproinsulin is recognised by the Signal Recognition Particle, which then facilitates 
the translocation of the preproinsulin into the ER (160). Once it has entered the ER, 
the signal peptide of preproinsulin is cleaved off to form proinsulin. The proinsulin 
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subsequently adopts the proper folding in a chaperone-assisted manner (161). 
Insulin is composed of an A-chain and a B-chain. These polypeptide chains are held 
together by two disulphide bridges that are formed during the folding process of 
proinsulin in the ER. A third internal disulphide bond present within the A-chain is 
also formed (162).  

Folded and processed proinsulin is subsequently transported to the Golgi apparatus 
and is sorted and packaged into immature secretory granules at the Trans-Golgi 
Network (163). In this Zn2+ and Ca2+-rich environment, the proinsulin is present in 
hexamers, the structure of which is dependent on the presence of the divalent 
cations (164). The insulin granule maturation process involves acidification (163). 
This is orchestrated by the concerted action of an ATP-dependent H+ pump and a 
Cl- channel. While the proton pump acidifies the interior of the granule, the Cl- 
channel allows for Cl- uptake. This prevents the build-up of an electrical gradient, 
thus permitting further acidification (165). During insulin granule maturation, 
proinsulin is also processed into insulin (Figure 2). This is mediated by two 
prohormone convertases (PC1/3 and PC2) as well as carboxypeptidase E. PC1/3 and 
PC2 are calcium-dependent endoproteases with an optimal activity at pH 5.5. The 
intragranular environment with a Ca2+ concentration of up to 10 mM and a pH of 
about 5.5 is thus well suited for these endoproteases. PC1/3 and PC2 cleave off the 
C-peptide that links together the A- and B-chain of insulin (166). Basic residues are
subsequently trimmed off at the cleavage site by carboxypeptidase E (167). The
insulin hexamer has a much lower solubility than proinsulin hexamers. The
liberation of the C-peptide thus leads to the crystallisation of insulin within the
secretory granules (164). While the crystallised insulin constitutes the core, the
soluble C-peptide is localised to the periphery of the secretory granule’s
interior (168). Insulin and C-peptide are secreted at equimolar concentrations, and
it has been reported that C-peptide, upon secretion, aids in the dissociation of insulin
hexamers to generate biologically active insulin monomers (169).

In addition to insulin and C-peptide, other proteins and molecules present within the 
insulin granules are also co-secreted. For instance, islet amyloid polypeptide (IAPP) 
is also released at a varying ratio (168). IAPP will be described in more detail in the 
context of type 2 diabetes pathogenesis. Initially, it was estimated that mouse b-
cells contain about 13000 insulin granules (170), but a more recent study suggests 
around 9000 (171). 

Insulin secretion 
Following a meal, blood glucose levels are elevated, which represents the main 
stimulus for b-cells to secrete insulin. The mechanism by which plasma glucose 
promotes insulin secretion is termed “stimulus-secretion coupling” (137), and is 
illustrated in Figure 2. Pancreatic b-cells function as glucose sensors and maintain 
blood glucose levels within a suitable range by adjusting the amount of insulin 
released (154). Glucose is taken up by the b-cells through glucose transporters. 
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GLUT1 is the main glucose transporter in human b-cells, while GLUT2 is the 
transporter in murine b-cells (172). Upon entry into the b-cells, glucose is 
phosphorylated by glucokinase, also known as hexokinase IV. This leads to the 
formation of glucose-6-phosphate and constitutes the rate-limiting step in glucose-
stimulated insulin secretion. Several properties of glucokinase make it an important 
glucose sensor in pancreatic b-cells (145, 154). The phosphorylated glucose will 
undergo glycolysis to generate pyruvate, which is then transferred into the 
mitochondria, where it is used as a substrate for the tricarboxylic acid cycle. 
Glycolysis, the tricarboxylic acid cycle and subsequent oxidative phosphorylation 
are processes that together result in the formation of ATP (136).  

Similar to neurons, b-cells are electrically excitable cells with a resting membrane 
potential of about -70 mV (173). This membrane potential is maintained by an ATP-
sensitive octameric potassium channel composed of four Kir6.2 channel subunits 
and four regulatory subunits called sulfonylurea receptor 1 (SUR1) (163). Upon 
increased intracellular ATP levels resulting from the cellular respiration of glucose, 
the KATP channel closes (173, 174). ATP binding to Kir6.2 causes the channel to 
close, and SUR1 is thought to sensitise Kir6.2 to ATP-mediated inhibition (175). 
The closure of the KATP channel prohibits K+ efflux, causing membrane 
depolarisation. This membrane depolarisation, in turn, leads to the activation of L-
type voltage-dependent calcium channels. Consequently, due to the electrochemical 
gradient, Ca2+ starts flooding into the cell, where it will trigger insulin release (176).  

Insulin is released from b-cells in a biphasic manner with a rapid first phase lasting 
up to 10 minutes and a sustained second phase where the rate of insulin release is 
lower than during the first phase, but it lasts for a prolonged period of time (145). 
This biphasic pattern of insulin release reflects the existence of two separate insulin 
granule pools within the b-cells. About 1-5 % of the insulin granules constitute the 
readily releasable pool (RRP) and are primed, docked and release-competent. The 
insulin granules of the RRP do not need further modification or processing and are 
released during the first phase. The remaining >95 % of the secretory granules 
belong to the second pool, the reserve pool (163, 177). Following the depletion of 
the RRP during the first phase of insulin secretion, insulin granules from the reserve 
pool are recruited and released during the second phase (163). The requirement for 
mobilisation and priming of these reserve granules reflects the slower nature of the 
second phase (178). Furthermore, the recruitment and processing of the reserve pool 
granules to make them release-competent is both calcium- and ATP-
dependent (163). The second phase of insulin release can only be elicited by 
metabolic fuels, such as glucose (179). Potassium-stimulated insulin secretion, for 
instance, only triggers the first phase (171). Individuals with type 2 diabetes 
typically have an impaired first phase of insulin release (180, 181).  

Insulin granules can be transported on both microtubules and filamentous actin, and 
it has been reported that long-range trafficking occurs on microtubules while short-
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range trafficking depends on filamentous actin (178, 182-184). In its GTP-bound 
active form, Rab27A is associated with the granule membrane (185). It can either 
directly or indirectly interact with filamentous actin motor proteins of the myosin 
family by being in a complex with its effectors exophilin-8, granuphilin or 
rabphilin (182, 184, 186, 187). In a myosin-dependent fashion, the insulin granules 
are translocated to the plasma membrane along the actin filaments (184). Both Rab3 
and Rab27A are important for the formation, regulation and replenishment of the 
RRP and the generation of granules ready for immediate release. They exhibit both 
distinct and overlapping functions, and their concerted actions generate release-
competent insulin granules (185).  

At the core of the exocytotic machinery governing insulin release, we have the 
soluble N-ethylmaleimide-sensitive factor attachment protein receptors, or SNARE 
proteins for short. The SNARE proteins involved in insulin release are part of a 
superfamily of proteins with over 35 members that all contain a so-called SNARE 
domain (163). Target (t)- and vesicular (v)-membrane SNARE proteins together 
make up the SNARE complex that orchestrates insulin exocytosis (188). In b-cells, 
the two t-SNARE proteins SNAP-25 and Syntaxin-1 are localised on the plasma 
membrane, while the v-SNARE protein VAMP2, also known as synaptobrevin, is 
associated with the vesicular membrane (163). It should be noted, however, that 
Syntaxin-3, Syntaxin-4 and VAMP-8 have also been implicated as mediators of 
insulin exocytosis. These SNARE proteins contribute to the biphasic nature of 
insulin secretion, where Syntaxin-3 and VAMP-8 are involved in the release of so-
called newcomer granules that are recruited (188-190). Nevertheless, in addition to 
the SNARE complex constituents, several other proteins are also needed, including 
the accessory proteins Munc13 and Munc18, as well as the active zone protein 
RIM (178).  

Stable and successful docking of insulin granules requires an interaction between 
Rab3 and RIM2a (191). Rab3 can also bind Munc18, which in turn interacts with 
Syntaxin-1. The recruitment and clustering of Munc18 and Syntaxin-1 at the 
docking site is required for stable docking (192). The binding of Munc18 to 
Syntaxin-1 maintains the SNARE protein in a closed conformation unable to 
interact with VAMP2 and SNAP-25 (193, 194). Based on studies of neuronal 
SNARE complexes, subsequent priming of insulin granules is thought to require 
Munc13 which cooperates with Munc18 to facilitate proper assembly of the ternary 
SNARE complex with a stoichiometry of 1:1:1. This Munc-mediated assembly of 
Syntaxin-1, VAMP2 and SNAP-25 leads to a so-called “half-zippered” SNARE 
complex and causes Syntaxin-1 to be released from Munc18 (178, 195, 196). This 
half-zippered SNARE complex is thought to be stabilised by complexin, which 
thereby prohibits unstimulated exocytosis (197, 198). 
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Figure 2. Schematic illustrating the mechanism of glucose-stimulated insulin secretion. Glucose is taken 
up by the b-cell and converted into glucose-6-phosphate by glucokinase. The glucose is used to generate 
ATP through glycolysis, the tricarboxylic acid cycle and the electron transport chain. The increased 
cellular ATP levels lead to the closure of KATP channels, membrane depolarisation and opening of 
voltage-gated Ca2+ channels. The resultant influx of calcium will trigger insulin release through its effect 
on the SNARE complex. The figure further illustrates proinsulin processing into insulin during the insulin 
granule maturation process.  
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Several members of the exocytotic machinery have been found to interact with the 
L-type calcium channel, such as RIM, Munc13, Syntaxin-1, SNAP-25 and
synaptotagmin. The recruitment of these channels to sites with release-competent
insulin granules ensures that the granule and exocytotic machinery are highly
exposed to Ca2+ upon the opening of the voltage-gated calcium channels. This
allows insulin exocytosis to be both rapid and synchronised with depolarising
events (163, 199). In Ca2+-dependent exocytosis, synaptotagmin is likely serving the
function of Ca2+-sensor (163, 200). Synaptotagmin is a large family of proteins that
contain two Ca2+-binding C2 domains, yet not all members function as calcium
sensors (201). In addition to calcium, synaptotagmins can also bind
phospholipids (200). While the expression of synaptotagmin family members in b-
cells appears to vary between species, several of them have been suggested to be
involved in Ca2+-dependent exocytosis in b-cells (145, 163, 202-205). However, the
exact mechanism by which synaptotagmins trigger exocytosis in response to Ca2+ is
not entirely clear, and several models have been proposed (197, 206-208). One such
model, based on results obtained when studying neurons, suggests a competitive
binding between synaptotagmin-1 and complexin for the SNARE complex and that
in response to Ca2+, synaptotagmin-1 can dislodge complexin and trigger
exocytosis (197). Nevertheless, the influx of Ca2+ and subsequent activation of
calcium sensors allows for full zippering of the SNARE complex, thus causing the
secretory vesicle to fuse with the plasma membrane, which results in insulin
secretion (178).

Insulin function 
Secreted insulin circulates in the bloodstream and exerts its function by binding to 
its cognate receptor. The insulin receptor exists in two isoforms as a result of 
alternative splicing (209). Additionally, the insulin receptor is a tetramer composed 
of two a- and two b subunits. It is a tyrosine kinase receptor that, in response to 
ligand-induced activation, will undergo conformational changes, leading to 
transphosphorylation of the b subunits and activation of the kinase activity. 
Following its autoactivation, receptor substrates such as Shc and members of a 
protein family known as insulin receptor substrate (IRS) are recruited and activated. 
Shc will activate the Ras-MAPK signalling pathway, which causes changes in gene 
expression and promotes proliferation. Activated IRS proteins, however, will, in 
turn, activate a phosphatidylinositol 3-kinase (PI3K) that subsequently converts 
phosphatidylinositol-4,5-biphosphate (PIP2) into phosphatidylinositol-3,4,5-
triphosphate (PIP3). This will lead to the recruitment and activation of PDK1, which 
in turn activates protein kinase C (PKC) and Akt. PKC and Akt will then propagate 
the signal further and activate a variety of pathways. Many of the metabolic effects 
of insulin, including glycogenesis, lipid synthesis and regulation of glucose 
transport, stem from the activation of Akt and its downstream effects (210).  
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The liver, skeletal muscles and adipose tissues are insulin-sensitive tissues that play 
important roles in the regulation of blood glucose levels (211). One of the effects of 
insulin on adipose tissue and skeletal muscles is to greatly enhance glucose uptake 
from the bloodstream. The cells in these tissues express a glucose transporter named 
GLUT4, which normally resides intracellularly. However, in response to insulin, 
GLUT4 is translocated to the plasma membrane, which results in glucose uptake 
and lowering of blood glucose levels (212). The glucose taken up by the adipose 
tissue is used to generate glycerol-3-phosphate, which is a substrate for triglyceride 
synthesis. The main effects of insulin on the adipose tissue are to promote glucose 
uptake, suppress lipolysis and promote triglyceride synthesis. In doing so, insulin 
promotes adipogenesis. The adipose tissue is the body’s main fatty acid reservoir, 
and upon lipolysis, fatty acids are released into the circulation. The main effects of 
insulin on skeletal muscle, in addition to increasing glucose uptake, are to promote 
protein synthesis, induce glycogenesis and inhibit glycogen breakdown. Insulin also 
induces a shift from fatty acid oxidation to oxidation of glucose. The liver plays an 
important role in the regulation of both glucose- and insulin levels in the 
circulation (211). It was found that the liver can extract around 40-70 % of the 
secreted insulin (213), thus preventing hyperinsulinemia, which can lead to 
peripheral insulin resistance (211). Insulin acting on the liver inhibits 
gluconeogenesis, glycogenolysis and lipolysis. It also promotes glucose uptake, 
glycogenesis and lipogenesis (211, 214).  

Classification of diabetes mellitus subtypes 

Type 1 diabetes 
Type 1 diabetes (T1D) is generally considered a chronic autoimmune disorder, 
accounting for about 5-10 % of all diabetes cases (215). The prevalence, however, 
varies substantially between different parts of the world (216). Inulin deficiency and 
consequent hyperglycaemia due to b-cell loss are characteristics of T1D. It should 
be noted that around 10 % of T1D patients do not exhibit any signs of autoimmunity, 
which has led to the subclasses autoimmune-mediated (or type 1a) and idiopathic 
(type 1b) T1D. The aetiology of idiopathic T1D is not known, but genetic 
components play a major role (217, 218). The rest of this section will focus on 
autoimmune T1D.  

T1D is an insulin-dependent form of diabetes with an early onset. However, 
although it usually presents during childhood or early adulthood, it can develop at 
any age (219). T1D is characterised by the presence of autoantibodies targeting 
glutamic acid decarboxylase (GAD65 or GADA), insulin (IAA), zinc transporter 8 
(ZnT8), and insulinoma-associated protein 2 (IA-2). The first autoantibodies to 
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appear are usually IAA or GADA. The autoantibodies can be present months or 
even years before clinical presentation of T1D. Although the autoantibodies serve 
as good biomarkers for autoimmunity, they are not considered pathogenic (217). 
The aforementioned four autoantibodies are the ones most frequently observed in 
T1D patients. The risk for developing T1D is quite small if only one of these is 
present, but the risk increases dramatically if two or more of these autoantibodies 
are present (219).  

T1D diabetes is known to develop as a result of autoimmune-mediated destruction 
of pancreatic b-cells, but the exact pathological mechanism, as well as the trigger 
for autoimmunity, remains unknown. However, both genetic- and environmental 
factors are likely involved (217, 219). It is thought that the presence- and 
presentation of b-cell autoantigens lead to activation of T cells and B cells. b-cell 
stress may cause them to present autoantigens to cytotoxic T cells, leading to 
immune-mediated cell death. Although not major effectors, the B cell-derived 
autoantibodies may enhance the autoimmune response driven by T cells. A hallmark 
of T1D-associated b-cell destruction is islet infiltration by immune cells. The 
predominant immune cell found in the islets is CD8+ T cells, but CD4+ T cells, as 
well as B cells and macrophages, are also present (219).  

Genetic factors have been estimated to account for about 40-50 % of the 
susceptibility to developing T1D. More than 50 genomic loci have been found to 
contribute to the risk for T1D (220). The region containing the human leukocyte 
antigen (HLA) class II genes confers a major risk for developing T1D. Two loci in 
particular, namely HLA-DR and HLA-DQ, are of major importance. Both 
haplotypes conferring susceptibility and haplotypes conferring protection have been 
identified. For instance, the haplotypes DR3-DQ2 and DR4-DQ8 are associated 
with an increased risk for T1D, while the haplotype DR15-DQ6 is strongly 
protective (218, 219). Out of the non-HLA-related genetic risk factors for the 
development of T1D, the strongest candidates are polymorphisms in the genes 
encoding insulin (INS) or a protein tyrosine phosphatase present in 
lymphocytes (PTPN22) (219).  

In terms of environmental factors, viral infections have been implicated in the 
pathogenesis. Enteroviruses, including Coxsackievirus B, are thought to play a 
role (221-223). Coxsackievirus B4 has been isolated from islets of T1D patients 
with a recent onset, wherein b-cells exhibited signs of infection (224).  

Type 2 diabetes 
Type 2 diabetes (T2D) represents the predominant form of diabetes, thought to 
account for about 90 % of all diabetes cases (215, 225). While T1D used to be 
referred to as juvenile-onset diabetes or insulin-dependent diabetes, T2D was 
previously known as non-insulin-dependent diabetes or adult-onset diabetes (215). 
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Due to the generally slow progression of the disease, people can be prediabetic and 
asymptomatic for many years before it is detected. In fact, it has been estimated that 
almost 45 % of diabetic individuals were unaware of their condition. Despite being 
asymptomatic, people with prediabetes or undiagnosed T2D may still develop 
diabetic complications (226).  

T2D is a chronic and heterogeneous metabolic disorder. In addition to genetic 
predisposition, a multitude of environmental factors have been implicated in T2D 
development. These include, for instance, diet, physical activity and smoking (225, 
227). The most prominent risk factor for developing T2D is obesity, which is linked 
to metabolic aberrations promoting insulin resistance. Insulin resistance, together 
with b-cell dysfunction and insufficient insulin release are characteristics of T2D, 
and their conjoint effect leads to hyperglycaemia (225). Additionally, both T2D and 
obesity are characterised by low-grade, chronic inflammation, and T2D has even 
been described as an inflammatory disorder (228-231). Not only is inflammation 
implicated in the pathophysiology of T2D, but proinflammatory markers are also 
predictive of the disease (228).  

Initially, in order to cope with insulin resistance, the endocrine pancreas adopts 
compensatory mechanisms to counter the imminent threat of overt hyperglycaemia. 
This adaptation involves both an increased output of insulin from b-cells and an 
expansion of b-cell mass (232, 233). If or when the adaptive response becomes 
inadequate, hyperglycaemia develops, and T2D progresses. This leads to b-cell 
dysfunction and a decrease in b-cell mass (232). Concordant with a decrease in b-
cell mass in T2D (234-236), increased b-cell apoptosis has been identified in 
T2D (235, 237, 238). Additionally, compared to controls, the total islet mass was 
found to be reduced in individuals with T2D, and their islets tended to be smaller 
than those from non-diabetic controls (239). However, apoptosis does not alone 
account for insulin deficiency, b-cell dysfunction also plays a role (232). 
Additionally, apoptosis might not be the only factor contributing to a loss of b-cell 
mass (232, 233). Nevertheless, there is a decrease in functional b-cell mass leading 
to an impaired insulin secretory response and hampered glucose clearance. The 
persistent hyperglycaemia contributes to further injury to the functioning b-cell 
mass, generating a vicious cycle proposed to drive the transition from an 
asymptomatic state of T2D to clinical manifestation (232).  

Some of the mechanisms underlying b-cell dysfunction and a reduction in b-cell 
mass in the context of T2D progression are further elaborated upon later. Still, they 
include metabolic-, oxidative-, inflammatory-, and ER stress, for instance (225).  

Moreover, in addition to negatively impacting the uptake of glucose in adipose 
tissue, liver and muscle, insulin resistance promotes hepatic gluconeogenesis, which 
adds to the insult and further aggravates the hyperglycaemic state (225). Impaired 
glucose tolerance and T2D are associated with a loss of 1st phase insulin release, 
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which otherwise plays a vital role in suppressing gluconeogenesis. The loss of 1st 
phase insulin release is a sign of T2D development (240). Additionally, it has been 
shown that impaired glucose tolerance and the progression into T2D are associated 
with a decrease in b-cells’ sensitivity to glucose. The sensitivity of b-cells to glucose 
was significantly reduced in individuals with impaired glucose tolerance compared 
to individuals with normal glucose tolerance and was even further reduced in type 
2 diabetics (241).  

The insulin resistance associated with T2D and obesity generally stems from 
interference with the signalling pathway downstream of the insulin receptor. Several 
triggers, including mitochondrial dysfunction and generation of reactive oxygen 
species (ROS), ER stress and the unfolded protein response, proinflammatory 
cytokines, and accumulation of ectopic lipids in the liver and muscles, can promote 
insulin resistance. These triggers lead to the activation of various kinases, such as 
PKC and c-Jun N-terminal kinases, that can phosphorylate serine residues in IRS. 
In addition to prohibiting IRS activation through tyrosine phosphorylation, it can 
also promote IRS degradation (227). This will impair insulin receptor signalling, 
which, as described earlier, goes through IRS. Insulin receptor signalling normally 
increases glucose uptake by promoting GLUT4 translocation to the plasma 
membrane.  

Diagnosis 
The clinical tests employed to diagnose diabetes measure blood glucose levels in 
different ways. The guidelines and criteria for a diagnosis of diabetes according to 
the American Diabetes Association will be described here. Fasting blood glucose 
levels, measured following an at least 8-hour fasting period that is equal to, or above, 
7 mmol/L is a sign of diabetes. Fasting blood glucose levels in the range of 5.6-
6.9 mmol/L is a sign of impaired fasting glucose and prediabetes. A random blood 
glucose test, irrespective of fasting or time of the day, can be used for diagnosis if 
accompanied by diabetic symptoms such as unintended weight loss, polyuria or 
polydipsia. For a random blood glucose test, the cut-off for a diagnosis of diabetes 
is a blood glucose concentration of at least 11.1 mmol/L. Another test, the oral 
glucose tolerance test, requires the patient to take an oral glucose load corresponding 
to 75 grams of glucose dissolved in water. Blood glucose levels measured two hours 
later that are in the range of 7.8-11.0 mmol/L is a sign of prediabetes and impaired 
glucose tolerance. Blood glucose levels above 11.0 is a sign of diabetes. A 
commonly used test relies on the non-enzymatic glycation of haemoglobin upon 
glucose exposure. Glycated haemoglobin, or HbA1c, reflects the average blood 
glucose levels during a period of up to about 120 days, corresponding to 
erythrocytes’ lifespan. It provides an average of haemoglobin in erythrocytes that is 
bound to glucose and is given in percentage. While HbA1c in the range of 5.7-6.4 % 
is considered a sign of prediabetes, the cut-off for a diabetes diagnosis is HbA1C 
equal to, or above, 6.5 % (218).   
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Type 2 diabetes subtypes 
The conventional classification of diabetes subtypes is essentially based on the 
presence of autoantibodies to primarily distinguish between T1D and T2D. Latent 
autoimmune diabetes in adults (LADA, described later) is a third subtype and is 
characterised by the presence of GADA autoantibodies. Albeit phenotypically 
resembling T2D early on, it progressively becomes more like T1D with time. 
Moreover, the monogenic forms of diabetes are identified and classified based on 
genetic testing. However, T2D represents a highly heterogeneous disease, and a 
more precise classification would be clinically advantageous. Not only could 
treatment regimens be tailored to each patient, but patients at risk for particular 
diabetic complications could also be identified and treated accordingly.   

A novel classification of T2D subgroups has been proposed based on results from a 
cluster analysis. The study identified five distinct patient clusters, the first one being 
“severe autoimmune diabetes” (SAID), which had some overlap with both T1D and 
LADA. Patients in this cluster were characterised by an early onset of diabetes, 
insulin deficiency and being positive for GADA. The second cluster, termed “severe 
insulin-deficient diabetes” (SIDD), was also characterised by an early onset and 
poor insulin secretion. However, these patients were not positive for GADA. The 
third cluster was characterised by high insulin resistance, hence the name “severe 
insulin-resistant diabetes” (SIRD). The fourth cluster was named “mild obesity-
related diabetes” (MOD), and the patients therein were obese yet not insulin-
resistant. Patients in the fifth and last cluster were distinguished by their higher age 
compared to other clusters. This cluster was called “mild age-related diabetes” 
(MARD) and exhibited only mild metabolic disorder, similar to MOD.  

The two clusters SAID and SIDD were both characterised by a relatively low BMI, 
while SIRD was characterised by a high BMI. Moreover, while patients in the SIDD 
cluster were more prone to exhibit early signs of retinopathy, the patients in the 
SIRD cluster suffered the highest risk of developing both chronic kidney disease 
and diabetic kidney disease (242).  

Pathophysiology 
The metabolic perturbation occurring in T2D can lead to chronic hyperglycaemia 
and chronic hyperlipidaemia, both of which can contribute to b-cell dysfunction. 
This is referred to as gluco- and lipotoxicity, respectively (243). Palmitate has been 
found to induce carboxypeptidase E degradation. This leads to improper processing 
of insulin, and the ensuing ER stress, leading to cell death, is likely a consequence 
of the accumulation of proinsulin (244). Palmitate has also been found to induce ER 
Ca2+ depletion, thus impeding the functional integrity of the ER. As the protein 
folding capacity of the ER is compromised, the unfolded protein response is 
induced (245, 246). Moreover, exposure to free fatty acids was accompanied by a 
downregulation of the anti-apoptotic protein Bcl-2 in islets and induction of 
caspase-mediated cell death (247). Similarly, another study found that elevated 
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glucose levels in combination with palmitate promoted caspase-3 activation and b-
cell death (248). Elevated levels of free fatty acids can also contribute to insulin 
resistance, which increases the demand for insulin output from b-cells. This, in turn, 
can lead to ER stress. Free fatty acids can also lead to the generation of ROS in b-
cells. This can lead to mitochondrial dysfunction and apoptosis (249).  

When it comes to glucotoxicity, it has, for example, been shown that it causes 
alterations in the expression of Bcl family members, leading to an imbalance 
between pro- versus anti-apoptotic signals that favour apoptosis, thus leading to b-
cell death (250). b-cells are inherently at risk for developing ER stress due to the 
demand for high levels of insulin biosynthesis, especially when coping with insulin 
resistance. The ER stress imposed on the b-cells may lead to activation of the 
unfolded protein response. If ER homeostasis cannot be restored by the ensuing 
stress response, apoptosis is induced (249). The overstimulation conferred by 
prolonged hyperglycaemia can thus lead to ER stress, activation of the unfolded 
protein response and, eventually, cell death (251). Moreover, glucotoxicity can also 
lead to the generation of ROS, which causes oxidative stress, cellular damage and 
b-cell dysfunction. Owing to the low expression of antioxidant enzymes, b-cells are
particularly sensitive to oxidative stress (251, 252).

Inflammation also contributes to b-cell dysfunction. The proinflammatory cytokine 
interleukin-1b (IL-1b) exerts dual opposing effects on pancreatic b-cells. Limited 
exposure to IL-1b, both time-wise and concentration-wise, can have beneficial 
effects. Under such circumstances, IL-1b can augment insulin secretion, promote 
proliferation and have an anti-apoptotic effect. Conversely, high concentration 
and/or prolonged exposure to IL-1b causes b-cell dysfunction and promotes 
apoptosis (253). An interesting side note is that a synergistic effect of insulin and 
IL-1b in glucose clearance has been described. The mechanism entailed IL-1b 
release from macrophages in response to glucose, which potentiated insulin 
secretion. By activating its cognate receptor on macrophages, insulin stimulated 
glucose uptake and metabolism, which led to the generation of ROS and activation 
of the NLRP3 inflammasome. This, in turn, led to more IL-1b release, thus forming 
a loop promoting glucose clearance (254). However, in b-cells, hyperglycaemia can 
also induce the expression of both IL-1b and FAS, which is a pro-apoptotic 
receptor (255, 256). The IL-1 receptor is highly expressed by b-cells and the 
released IL-1b can thus act in an autocrine fashion, promoting autostimulation (257, 
258). This leads to activation of the transcription factor NF-kB, which drives further 
expression of both IL-1b and FAS (255, 257). This forms a loop wherein the 
glucose-induced expression of IL-1b and FAS promotes b-cell apoptosis (255, 256). 
Additionally, free fatty acids, such as palmitate, can also promote IL-1b 
release (228). By acting on Toll-like receptors 2 and 4, free fatty acids can modulate 
the activity of NF-kB and promote the expression of cytokines and 
chemokines (258-260). This, in turn, results in the recruitment of proinflammatory 
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macrophages that further propagate the local inflammation, leading to b-cell 
dysfunction (260). It has also been proposed that the proinflammatory cytokines IL-
1b and IFNg can downregulate the expression of sarcoendoplasmic reticulum Ca2+ 
ATPase, which loads the ER with Ca2+. Consequently, the ER gets depleted of Ca2+, 
leading to ER stress and potentially b-cell death (261). Moreover, if the unfolded 
protein response cannot resolve the ER stress imposed on the b-cells by 
hyperglycaemia and/or hyperlipidaemia, it cannot only trigger apoptosis but it can 
also promote inflammation. The unfolded protein response can activate 
transcription factors, including NF-kB, that regulate the expression of various 
proinflammatory cytokines and chemokines (262). Additionally, the oxidative stress 
stemming from nutritional overload can lead to the activation of stress pathways 
involving, for example, JNK. These pathways can upregulate the expression of 
proinflammatory cytokines (263).  

As described earlier, IAPP is co-secreted with insulin from pancreatic b-cells. IAPP, 
also known as amylin, is a polypeptide hormone with many functions. For instance, 
IAPP has been found to play a role in controlling both satiety and gastric emptying. 
Furthermore, IAPP is also involved in regulating glucose homeostasis. In addition 
to suppressing the release of glucagon, IAPP has also been suggested to inhibit 
insulin release (264). IAPP is prone to aggregate and form amyloid deposits that are 
cytotoxic and contribute to the progression of T2D. The precise trigger for amyloid 
formation is not entirely clear, and the exact pathological mechanism by which it 
promotes b-cell death remains to be delineated. However, several toxic effects have 
been proposed (264-266). For example, IAPP has been suggested to cause b-cell 
death by disrupting the membrane integrity of the cells (267, 268). Additionally, ER 
stress can cause an accumulation of pro-IAPP, which can activate the unfolded 
protein response. Not only can this stress be damaging by itself, but pro-IAPP can 
also aggregate and form fibrils, which can damage the cell from within (264-266). 
Moreover, IAPP amyloids can also activate the NLRP3 inflammasome, which leads 
to the production of IL-1b. This proinflammatory cytokine contributes to the 
progression of T2D and can induce b-cell apoptosis (269). It has also been suggested 
that IAPP can impair autophagy in b-cells, which otherwise serves a protective role 
against the toxic effects of IAPP (270). Worth noting is that rodent IAPP does not 
aggregate and form amyloids (264, 265).  

As described above, T2D is associated with a decrease in b-cell mass. This can, in 
part, be attributed to b-cell apoptosis, yet the relatively low rate of apoptosis cannot 
account for the total decrease in b-cell mass (271). A phenomenon termed 
dedifferentiation has emerged as a potential key contributor to the deterioration of 
b-cell mass in T2D. Dedifferentiation has been demonstrated in humans and animal 
models and is now reckoned to play a role in the pathogenesis of T2D (272-275). In 
the process of dedifferentiation, b-cells lose their identity, become less 
differentiated, and can even revert to a progenitor-like state. While physiological 
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glucose levels have been implicated in the regulation of a differentiated b-cell 
phenotype, chronic hyperglycaemia is considered a driver of dedifferentiation. 
Several transcription factors, including MAFA, PDX-1, PAX6, FOXO1 and 
NKX6.1, play an important role in regulating the expression of b-cell-enriched 
genes and preserving b-cell identity. Diabetes and glucotoxicity are associated with 
an altered expression and/or nuclear localisation of these transcription factors (271). 
In addition to reverting to a less differentiated state, there is also evidence of so-
called transdifferentiation, wherein b-cells undergo conversion into other endocrine 
cells. b-cell transdifferentiation into both a- and d-cells has been reported (274-
277). Conversely, transdifferentiation of both a- and d-cells into insulin-positive b-
like cells has also been reported. This plasticity of endocrine cells within the 
pancreatic islets is intriguing (278, 279). Furthermore, at the periphery of pancreatic 
islets, the presence of cells termed “virgin b-cells” has been reported. These cells 
are transcriptionally and functionally immature b-cells that can be described as an 
intermediate of a- and b-cells (280).  

Latent autoimmune diabetes in adults 
Latent autoimmune diabetes in adults (LADA) can be described as an intermediate 
of T1D and T2D with features characteristic of each of these two forms of diabetes. 
Similar to T1D, LADA is autoimmune-mediated, yet the adult-onset of the disease 
resembles T2D (281). Additionally, LADA patients exhibit some degree of insulin 
resistance but not at the level observed for T2D patients (282). Despite being 
pathologically closer to T1D, LADA patients are often wrongfully diagnosed with 
T2D (281). Somewhere in the range of 3-12 % of all adult diabetes cases have been 
estimated to be LADA. LADA is characterised by the presence of autoantibodies, 
similar to T1D. However, it progresses slower and milder than T1D. Patients with 
LADA remain insulin-independent longer than patients with T1D but become 
insulin-dependent faster than individuals with T2D (282). C-peptide levels in 
LADA patients are usually lower than in people with T2D but higher than in 
individuals with T1D (281). In a study assessing the presence of autoantibodies in 
LADA patients, only 24 % of those positive for an autoantibody were positive for 
at least two. Furthermore, 90 % of the patients exhibiting the presence of 
autoantibodies were positive for GADA. Autoantibodies against IA-2A and ZnT8A 
constituted the remaining 10 % (283).  

Monogenic diabetes 
Monogenic diabetes is estimated to account for about 1-5 % of all diabetes cases. 
However, monogenic diabetes is estimated to be undiagnosed in ³80 % of all cases. 
As implied by the name, they are caused by mutations in a single gene and over 50 
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causative genetic variants have been identified (284). Despite this heterogeneity in 
the group, it is characterised by diabetic onset at an early age (285). The mutations 
typically affect either the function or development of pancreatic islets. The two main 
variants of monogenic diabetes are neonatal diabetes mellitus and maturity-onset 
diabetes of the young (286).  

Neonatal diabetes mellitus 
Neonatal diabetes mellitus is a rare congenital affliction with an estimated 
occurrence of 1 in about 90,000-160,000 births. It presents very early in life, and 
the traditional cut-off is within six months of age. However, it has now been shown 
that it may take up to twelve months for it to present.  

Based on the phenotypic properties, neonatal diabetes mellitus can be classified into 
three groups: syndromic, transient and permanent. The number of genetic causes 
identified exceeds 20, with the two most common being mutations in KCNJ11 and 
ABCC8. Both of these mutations affect the KATP channel in b-cells, and together, 
they constitute over 50 % of all neonatal diabetes mellitus cases (287).  

Maturity-onset diabetes of the young (MODY) 
While the cut-off for neonatal diabetes mellitus presentation is within the first six 
months, MODY typically presents within the first 25 years of life. The most 
common variants are HNF1A-MODY (MODY3) and GCK-MODY (MODY2).  

HNF1A-MODY involves a mutation in the gene encoding hepatocyte nuclear factor 
1 homeobox A (HNF1A) (286). HNF1A is a transcription factor involved in the 
regulation of genes that are important for the function and development of b-
cells (288). However, despite the defects in b-cell function, HNF1A-MODY usually 
presents in early adulthood. HNF1A also controls the expression of sodium-glucose 
cotransporter 2, which plays a role in the reabsorption of glucose in the proximal 
tubules of the kidney. The lower expression of the transporter leads to an increase 
in glucosuria, which masks the hyperglycaemic state caused by b-cell defects (286).  

GCK-MODY is a mutation affecting the enzyme glucokinase. Glucokinase 
functions as a glucose sensor in pancreatic b-cells, and impairments raise the 
threshold for glucose-stimulated insulin secretion. It mediates glucose conversion 
into glucose-6-phosphate, which is the initial step for both glycogenesis and 
glycolysis. Consequently, GCN mutations result in defective glycolysis, a decrease 
in intracellular ATP levels and thus impairments in stimulated insulin release (286).  

Gestational diabetes 
In the absence of a prior diagnosis of diabetes, hyperglycaemia and poor blood 
glucose regulation that presents during pregnancy is termed gestational diabetes. 
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Both insulin resistance and impaired  b-cell function contribute to the disorder. It is 
estimated to affect around 14 % of all pregnancies (289). The exact pathogenesis is 
not entirely clear but appears to involve environmental, genetic and metabolic 
factors (290). Both maternal age and obesity are among the risk factors for 
gestational diabetes. Pregnancy comes with metabolic changes, including insulin 
resistance, which may exacerbate a pre-existing decline in insulin sensitivity. The 
growing insulin resistance leads to an increased demand for insulin output from b-
cells, which in turn leads to b-cell stress and, eventually,  b-cell dysfunction. 
Additionally, genes associated with an increased susceptibility often relate to the 
function of b-cells and the metabolic stress encompassing pregnancy may expose 
even minor defects in b-cell function. Although gestational diabetes is, in itself, a 
pregnancy complication, it may also cause further pregnancy-related complications 
such as preeclampsia and a need for caesarean section. Following the birth of the 
child, gestational diabetes is often resolved. However, both the mother and child 
suffer an increased risk of developing type 2 diabetes and cardiovascular disease 
later in life (289).  

Links between diabetes and the complement system 
Several links between diabetes and complement have been identified, both 
pertaining to diabetes progression and to the pathogenesis of diabetic 
complications (104, 291). Inflammation plays a well-recognised role in T2D and is 
involved in driving insulin resistance (228, 292). By virtue of its proinflammatory 
properties, the complement system can fuel the diabetes-related inflammation (291). 
Additionally, diabetes can also perturb complement regulation and activation. As a 
result of diabetes-associated hyperglycaemia, cell surface molecules may undergo 
modifications in the form of non-enzymatic glycations, which result in advanced 
glycation end products (AGE) (293). AGE may function as neo-antigens capable of 
complement activation. For example, AGE may be recognised by MBL, leading to 
complement activation via the lectin pathway (294). Additionally, AGE may be 
recognised by autoantibodies, which could then trigger the classical pathway of 
complement activation (295).  

The complement system has also been implicated in the pathology of various 
diabetic complications, including diabetic nephropathy, retinopathy, neuropathy 
and diabetic cardiovascular complications. The complement system’s involvement 
was initially indicated by the presence of complement activation fragments as well 
as MAC deposition in these tissues. In addition to cytolysis, the MAC can also 
trigger various signalling pathways that play a well-recognised role in mediating 
tissue damage in tissues afflicted by diabetic complications. Furthermore, as 
described in the context of CD59, hyperglycaemia can lead to glycation inactivation 
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of CD59, rendering it unable to inhibit MAC-formation. Glycated CD59 has been 
found to colocalise with MAC deposits in tissues of diabetic individuals, including 
nerves and kidneys (104). Glycated CD59 may also serve as a good biomarker for 
diabetes, especially gestational diabetes (296).  

For both obesity and T2D, chronic low-grade inflammation is recognised as a key 
pathological feature. This inflammation occurs in the peripheral tissues acted upon 
by insulin, such as the adipose tissue (297). In adipose tissue, this inflammation is 
considered a driving force for insulin resistance (298), and the alternative pathway 
is seemingly highly involved in this process. Adipose tissue is a major site of 
factor D (also known as adipsin) expression (299). However, adipose cells also 
express both factor B and C3. As such, adipose cells and tissue express all three 
factors needed for alternative pathway activation. Consequently, adipose cells are 
able to induce alternative pathway activation on their own, leading to the generation 
of factor B and C3 cleavage fragments, such as the anaphylatoxin C3a (300). In 
mice, proinflammatory macrophages have been shown to infiltrate the adipose 
tissue in a C3aR-dependent manner. Furthermore, the adipose tissue macrophages, 
as well as the adipocytes themselves, express high levels of C3aR (301). The 
infiltrating macrophages produce proinflammatory cytokines such as TNFa (298), 
which is known to promote insulin resistance (302, 303). Additionally, adipocytes 
themselves also produce TNFa and the expression is upregulated in obese and 
diabetic rodent models (302), as well as in obese humans (303).  

The alternative complement pathway and adipocyte-derived factor D also influence 
b-cell metabolism and function. Factor D knockout mice on a high-fat diet exhibit 
impaired glycaemic control and defective insulin release. Interestingly, though, both 
insulin secretion and glycaemic control could be improved in obese diabetic mice 
by reintroducing factor D expression. The effect on insulin secretion was found to 
be mediated by C3a. C3a was found to augment insulin release in the presence of 
other secretory stimuli by acting on the C3aR. The underlying mechanism involved 
an increase in cellular respiration and ATP levels, as well as changes in intracellular 
calcium levels (299). As such, the alternative pathway can be linked to both insulin 
secretion and insulin resistance.  

Moreover, it has been found that uptake of glucose and fatty acids by adipocytes is 
promoted by C3a and C5a (304). It has also been suggested that C3a-desArg can 
stimulate triglyceride synthesis in adipocytes by acting on the anaphylatoxin 
receptor C5L2 (305, 306). However, this has been disputed by others (307). 

Interestingly, in a proteomic study of serum samples from T2D individuals and 
healthy individuals, several complement proteins, such as C4BP and C3, were 
upregulated in diabetic individuals. In fact, in T2D individuals, the most upregulated 
pathway was identified as the complement system. Factor D, however, was found 
to be enriched in the healthy non-diabetic group compared to the T2D group (308).  
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IAPP has been found to trigger complement activation (309, 310). However, C4BP 
is also capable of binding IAPP, and it was found to limit IAPP-induced complement 
activation (309). C4BP was also found to provide a cytoprotective effect by 
promoting IAPP fibril formation, thus limiting the cells’ exposure to the cytotoxic 
IAPP oligomers capable of lysing cells (311). Additionally, the actions of C4BP 
preserve the viability and function of b-cells by restraining IAPP-induced 
inflammation. When phagocytosed by macrophages, IAPP can trigger 
inflammasome activation by disrupting the integrity of the phagolysosome. 
However, IAPP-induced inflammasome activation was inhibited in the presence of 
C4BP, which thereby prevented inflammasome-generated IL-1b that otherwise 
negatively impacts b-cell viability and function. The fact that C4BP is produced by 
the islets themselves is indicative of the importance of C4BP in limiting the IAPP-
induced inflammation (312).  

Moreover, intracellular C3 has been found to serve a protective role in pancreatic 
b-cells by interacting with ATG16L1 and facilitating autophagy. Autophagy, which
is described in greater detail later on, plays an essential homeostatic role in cells and
confers protection against cellular stress. b-cells lacking C3 exhibited defective
autophagy and were more sensitive to known b-cell stressors, such as IAPP and
lipotoxicity. Consequently, the upregulation of C3 in pancreatic islets observed in
T2D was suggested to be a protective mechanism employed by the islets (313).
Additionally, intracellular C3 also serves a protective role against IL-1b-induced
apoptosis in b-cells. The pro-survival function of intracellular C3 in this context is
twofold as it both suppresses pro-apoptotic signalling downstream of the IL-1
receptor and it indirectly, through an interaction with Fyn-Related Kinase, promotes
increased activation of Akt (314). As will be described later on, Akt signalling
promotes survival.
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Cancer 

Introduction 
Cancer predates the human race by many millions of years, as indicated by studies 
showing that even dinosaurs were afflicted by it (315). Given that, it comes as no 
surprise that humans have been plagued by cancer since ancient times. The oldest 
recordings that are thought to describe cancer in humans come from Egyptian papyri 
writings dating back to around 1500 BC. One of these writings, the Edvin Smith 
papyrus, contains what is thought to be the first description of breast cancer. 
Moreover, Peruvian and Egyptian mummies dating back around 3500 years have 
provided the earliest evidence of human cancer growth. Modern techniques have 
also evidenced disseminated prostate cancer in a Scythian king thought to have lived 
around 700 years BC. Descriptions of cancer originating from antiquity have also 
been discovered (316). Scholars of this era, such as Hippocrates and Galen, used the 
terms onkos, karkinos and karkinomas in reference to cancerous malignancies. The 
Greek words karkinos and karkinomas translate to “crab” and “crab-like”, 
respectively. This naming is thought to stem from a resemblance of cancer with 
crabs, either that it can be aggressive and persistent just like crabs or that swollen 
blood vessels surrounding the tumour resemble crab legs. The term karkinos was 
eventually adopted and changed into the Latin word cancer (316, 317).  

Today, we know much more about cancer than the scholars active during antiquity, 
both in terms of pathogenesis and treatment. However, cancer constitutes a global 
health issue. Due to population ageing, risk-associated habits and behaviour, as well 
as the exposure to carcinogens present in our surroundings, recent decades have seen 
a rise in the prevalence of cancer (316). It has been estimated that, in 2020, 19.3 
million new cases of cancer were diagnosed worldwide. Additionally, it was 
estimated that about 10 million people died of cancer the same year (318).  
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What is cancer? 
Cancer is not a single disease; instead, it is an umbrella term used for a large number 
of distinct diseases. In fact, over 100 different cancers have been identified, and a 
particular organ can also present with distinct tumour subtypes (319). Based on the 
definitions of cancer provided by multiple different sources (320), it can be 
described as a group of diseases characterised by unhinged proliferation of abnormal 
cells. These cancer cells may be capable of forming tumours, invade the surrounding 
tissue and even colonise distant parts of the body in a process called metastasis.  

Four distinct theories for the origin of cancer cells have been proposed. The first 
theory concerns somatic mutations and postulates that cancer cells arise as a result 
of accumulating mutations in so-called tumour suppressor genes and oncogenes. 
Another theory, referred to as “the bad luck theory”, suggests that cancer cells 
develop as a result of random DNA replication-induced mutations in stem cells that, 
upon self-renewal, will give rise to malignant daughter cells and eventually cancer. 
A third theory proposes that disruption of tissue homeostasis and aberrant 
interactions between the tissue parenchyma and tissue stroma leads to dysplasia and, 
eventually, cancer. The fourth theory, the “ground state” theory, essentially 
combines elements of the aforementioned three theories and incorporates both 
intrinsic and extrinsic factors that converge on cells and drive the generation of 
cancer (321).  

Hallmarks of cancer 
In 2000, Douglas Hanahan and Robert Weinberg described six characteristic 
features of cancer, the acquisition of which was attributed to genome instability and 
susceptibility to mutations (319). Since then, the list of so-called cancer hallmarks 
has grown, and new candidates have been proposed (322, 323). Each of these 
hallmarks will be briefly described here. The hallmarks of cancer and the features 
enabling the acquisition of these hallmarks are summarised in Figure 3. 

Sustained proliferation 
A key characteristic of cancer cells is their propensity for sustained proliferation. 
The sustained signalling that promotes proliferation can be achieved in various 
ways. Not only can they produce and release growth factors that, in an autocrine 
fashion, will stimulate proliferation, but they can also signal to the tumour stromal 
cells to provide growth factors. Additionally, cancer cells may also upregulate 
growth factor receptors. Sustained signalling promoting proliferation can also be 
achieved through gain-of-function mutations in components of the signalling 
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pathways downstream of these receptors or through loss-of-function mutations in 
negative regulators of these pathways (319, 322).  

Resisting growth suppression 
A second cancer hallmark, which is somewhat linked to the one already described, 
concerns cancer cells’ ability to evade growth suppressors. Many tumour 
suppressors that negatively regulate proliferation have been identified. Two well-
characterised examples of such tumour suppressors are retinoblastoma-associated 
protein and P53. They function as gatekeepers of the cell cycle, and upon 
unfavourable conditions, they inhibit progression through the cell cycle. P53 can 
also initiate an apoptotic program. In many human cancers, the pathway involving 
retinoblastoma-associated protein is defective, which allows for sustained 
proliferation (322). Similarly, mutations causing dysfunction of the P53 protein 
have been observed in more than half of human cancers, but the frequency of P53 
mutations differs substantially among different types of cancer (319, 324).  

Cell death resistance 
The third hallmark concerns cancer cells’ ability to resist apoptosis. Apoptosis is 
regarded as a natural defence against cancer development and can be triggered by 
different stressors that cancer cells are exposed to. For instance, the tumour 
suppressor P53 can trigger apoptosis in response to DNA damage. However, as 
mentioned, P53 is often lost or dysfunctional in cancer cells, which represents one 
way by which these cells evade programmed cell death. Additionally, apoptosis is 
regulated by Bcl-2 family members. This family comprises both pro-apoptotic and 
anti-apoptotic members, the balance of which will determine the cell’s fate. Tumour 
cells can resist cell death by increasing and/or decreasing the expression of anti-
apoptotic and pro-apoptotic regulators, respectively (319, 322). Autophagy, which 
will be described later, represents another pro-survival mechanism.  

Replicative immortality 
Replicative immortality represents another hallmark of cancer cells and refers to 
their ability to bypass the Hayflick limit. In contrast to the limitless proliferative 
capacity of cancer cells, normal cells can only progress through the cell cycle a fixed 
number of times before entering a non-proliferative senescent state. Cells that are 
able to break this barrier will enter a crisis phase, leading to cell death. 
Chromosomal ends are protected by telomeres, which are composed of thousands 
of repeats of a hexanucleotide sequence. These telomeres are shortened with each 
replication. In the absence of telomeres, chromosomes can fuse, leading to cell 
death. The Hayflick limit is determined by the length of telomeres, which is 
maintained in up to 90 % of all malignant cells through the upregulation of an 
enzyme called telomerase that extends the telomeres. The rest instead employs a 
recombination-based mechanism called “alternative lengthening of telomeres”. 
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Irrespective of the mechanism used, the cancer cells can progress through an infinite 
number of cell cycles as the length of the telomeres is maintained (319, 322).  

Angiogenesis 
Similar to other tissues, tumours are dependent on the supply of oxygen and 
nutrients from the vasculature. Neovascularisation in tumours accommodates this 
need and constitutes another hallmark of cancer. Angiogenesis is regulated by a so-
called “angiogenic switch” that, based on the balance between proangiogenic and 
antiangiogenic factors, will be either on or off. In the context of tumour progression, 
the switch tends to be constitutively turned on, causing new, typically somewhat 
aberrant blood vessels to be formed continuously. Oncogene signalling can cause 
an upregulation of vascular endothelial growth factor expression, which is a key 
proangiogenic factor (319, 322). Additionally, the inflammatory tumour 
microenvironment can also act to promote angiogenesis (325).  

Invasion and metastasis 
The invasive and metastatic properties of cancer cells constitute another hallmark. 
These characteristics are associated with a number of cellular changes, such as 
alterations in the expression of adhesion molecules. Typically, adhesion molecules 
facilitating cell-to-cell contacts, such as E-cadherin, and those facilitating anchoring 
to the extracellular matrix are downregulated in cancer cells. Adhesion molecules 
that instead are associated with migratory processes, such as N-cadherin, tend to be 
upregulated (322). The process of invasion and metastasis can be depicted with a 
couple of sequential steps. Following the initial transformation into a cancerous cell, 
the formation of a primary tumour and the encompassing angiogenic processes, 
local tissue invasion can ensue. Eventually, the cancer cells will enter the circulatory 
system, detach, and then spread by means of the vascular system. Upon circulatory 
arrest, the cancer cells can, through extravasation and invasion of the new tissue, 
begin to colonise the new environment. New tumours can then eventually be 
established through proliferation and vascularisation (326).  

The epithelial-mesenchymal transition is a developmental program orchestrated by 
a set of transcription factors and plays an important role in facilitating invasion and 
metastasis. In addition to morphological changes, this developmental program is 
associated with a downregulation of E-cadherin and loss of intercellular adhesions, 
apoptosis resistance, expression of enzymes capable of degrading the extracellular 
matrix, and heightened motility. All of these traits contribute to increased 
invasiveness (322).  

Metabolic reprogramming 
The aforementioned cancer hallmarks were described by Hanahan and Weinberg in 
2000 (319). However, since then, additional hallmarks have emerged and been 
proposed. This includes metabolic reprogramming and something referred to as the 



 

    67 

Warburg effect. Even under aerobic conditions, glucose utilisation in cancer cells 
leads to the generation of lactate rather than pyruvate. As such, far less ATP is 
produced per molecule of glucose, which may seem counterintuitive as cancer cells 
need a lot of energy to support their high growth rate. However, glucose uptake is 
enhanced in tumours, and although aerobic glycolysis is an inefficient way of 
generating ATP, it is a fast way of generating ATP. Additionally, it has been 
proposed that the glycolytic intermediates can be used for the biosynthesis of 
macromolecules needed for growth (322, 327).  

 

 

Figure 3. Hallmarks of cancer and the characteristic traits enabling the acquisition of the hallmarks. The 
most recently proposed hallmarks and enabling characteristics are shown in blue, while the previously 
established ones are shown in red.  
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Immune evasion 
Another hallmark that has emerged is cancer cells’ ability to evade the immune 
system. The immune system, including CD4+ and CD8+ T cells, normally prohibits 
the development of cancer. However, chronic inflammation can promote the 
development of cancer. Cancer cells and tumours can manipulate the immune 
system in their favour by various means, including the production of 
immunosuppressive cytokines. They can also recruit immunosuppressive immune 
cells such as regulatory T cells. The production of transforming growth factor-b, 
also promotes the conversion of helper T cells into immunosuppressive regulatory 
T cells. Furthermore, an impaired antigen presentation capability, leading to the 
absence of tumour antigens, impedes the anti-tumour immune response. The lack of 
costimulatory molecules on tumour cells also affects the anti-tumour response of T 
cells and promotes tolerance. Tumour cells can also induce tolerance through the 
expression of immune inhibitors such as PD-L1 (328).  

Newly proposed cancer hallmarks 
Recently, phenotypic plasticity and cellular senescence were proposed as potential 
hallmarks (Figure 3). Senescence refers to a state of arrested cellular proliferation 
and is generally thought to confer protection against cancerous cells. However, these 
cells can secrete various chemokines, cytokines and other bioactive molecules that, 
in a paracrine manner, can affect nearby cancer cells. When it comes to phenotypic 
plasticity, it refers to an ability to either dedifferentiate and revert into a progenitor-
like state or transdifferentiate and thereby switch to a different developmental path. 
In doing so, cancer cells can adopt a phenotype that is distinct from the cell that 
originally gave rise to the cancer cells (323).  

Acquisition of the cancer hallmarks 
The originally described trait of cancer cells that enables the acquisition of the 
various hallmarks was genome instability and a propensity for acquiring mutations 
that confer a selective advantage. The increased mutational rate exhibited by cancer 
cells can be achieved through impaired maintenance of genome integrity. Defects 
in a variety of factors involved in either DNA damage detection, activation of DNA 
repair mechanisms, or that are part of the DNA repair machinery themselves have 
been reported. An example of this is P53, which stops the cell cycle upon DNA 
damage but is lost in many cancers. Inflammation has emerged as another trait 
enabling the development of cancer hallmarks. For instance, ROS can be released 
by inflammatory cells and have a mutagenic effect on cancer cells, thereby 
promoting the accumulation of mutations. Inflammation can also induce cancer 
progression by supplying the tumour microenvironment with factors promoting 
growth, survival, angiogenesis, etc, thus contributing to the acquisition of the 
various hallmarks (319, 322). Recently, both epigenetic changes and the 
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microbiome were proposed as potential traits enabling the acquisition of cancer 
hallmarks (323).  

Breast cancer 
It has been estimated that globally, in 2020, 2.3 million new breast cancer cases in 
women were diagnosed. This corresponds to 11.7 % of all new cancer cases 
globally, making breast cancer in women the most frequently diagnosed type of 
cancer that year. The same report also estimated that, in addition to having the 
highest incidence among new cancer cases worldwide, breast cancer in women 
represents the fifth most common cause of cancer-related deaths. Among women in 
2020, breast cancer was both the most frequently diagnosed type of cancer and the 
primary cause of cancer-related deaths (318). 

Risk factors for developing breast cancer include an older age at first pregnancy, 
menarche at a younger age, delayed menopause, alcohol, obesity and diabetes. 
Mutations in BRCA1 and BRCA2, two tumour suppressor genes, are also associated 
with a high risk of developing breast cancer. These high-penetrance genes encode 
DNA repair proteins. Another tumour suppressor, P53, has been found to be mutated 
in 41 % of breast cancer tumours. In a subtype of breast cancer called basal-like 
breast cancer (described later on), the prevalence of P53 mutations is 84 % (329). 
Moreover, the terminal ductal lobular unit is the site from which the majority of 
breast cancer originates (330). Common metastatic sites in advanced breast cancer 
include axillary lymph nodes, bone, liver and lungs (329).  

Classification 
Breast cancer can be categorised both histologically and molecularly, which dictates 
treatment regimens and provides prognostic information (329). With regard to 
clinical presentation, morphology and behaviour, invasive breast cancer tumours 
exhibit a broad heterogeneity. Histologically, at least 18 distinct types of invasive 
breast cancer can be distinguished, according to the World Health Organization. 
Based on various features, such as growth- and cytological patterns, around one-
quarter of invasive breast cancers can be classified as particular histological 
subtypes. However, tumours that histologically cannot be classified as a special 
subtype are diagnosed as invasive ductal carcinoma, also referred to as “no special 
type”. This subgroup constitutes up to 80 % of invasive breast cancers (331).  

Although an updated version takes gene expression and biomarkers into account, a 
breast cancer staging system based on anatomical features proposed by the 
American Joint Committee on Cancer has been accepted internationally. Also 
referred to as TNM staging, it entails an assessment of tumour size (T), the degree 
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to which the cancer has spread to lymph nodes (N), and the presence or absence of 
distant metastasis (M). Each factor is given a categoric rank of increasing severity, 
which is then grouped to give an overall anatomic stage. This ranges from stage 0 
to stage IV, with an increasingly worse prognosis (331, 332). In addition to a staging 
system, a histological grading system can also be used. The Nottingham grading 
system is a well-established system for histological grading of breast cancer. A score 
ranging from 1 to 3 with decreasing favourability is assigned to each of three distinct 
morphological features: the mitotic count, tubular formation, and nuclei 
morphology in terms of shape and size. The score is then combined to give an 
overall grade ranging from 1 to 3 (331).  

Independent of the histological subgroup, breast cancer can also be classified into 
molecular subtypes. Based on gene expression data, Perou et al. identified four 
distinct breast cancer subtypes (333). The identification of these subtypes, referred 
to as intrinsic subtypes, led to a shift in the clinical approach to managing breast 
cancer, going from one dictated by tumour burden to one that is more biology-
oriented. A surrogate classification system based on the intrinsic subtypes as well 
as histological characteristics is typically used in the clinic today (329). The intrinsic 
subtypes are luminal A, luminal B, human epidermal growth factor receptor 2 
(HER2)-enriched, and basal-like breast cancer. Luminal A breast cancer is 
characterised by the expression of oestrogen and progesterone receptors as well as 
the lack of HER2. This subtype is slow-growing, has a lower clinical grade and 
typically has a good prognosis. Luminal B tumours also express the oestrogen 
receptor, but typically at a lower level than luminal A tumours. Additionally, they 
may lack the progesterone receptor and can either be positive or negative for HER2 
expression. The luminal B subtype typically has a higher grade and poorer prognosis 
than luminal A. The luminal molecular subtypes together constitute the majority of 
breast cancers. HER2-enriched breast cancer is characterised by an absence of both 
the oestrogen receptor and the progesterone receptor whilst having a high expression 
of HER2. HER2-enriched breast cancers exhibit faster growth than luminal breast 
cancers, have a high grade and are associated with a poor prognosis. Basal-like 
breast cancer is a triple-negative breast cancer, which refers to the lack of all three 
receptors characterising the other subtypes, i.e. the oestrogen receptor, progesterone 
receptor and HER2. Additionally, basal-like breast cancer is associated with a high 
grade and a poor prognosis. While basal-like breast cancer represents only about 
15 % of all breast cancers, it represents up to 80 % of all triple-negative breast 
cancers. Triple-negative breast cancer constitutes a heterogenic group that can be 
further classified into six or more distinct subgroups (329, 331, 334, 335). Both 
triple-negative and HER2-enriched breast cancer have a higher proliferation, death 
rate and immunogenicity than the luminal subtypes (329).  

In addition to the well-established subtypes luminal A, luminal B, HER2-enriched, 
and basal-like, other proposed subtypes have been described. This includes, for 
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example, claudin-low breast cancer, which tends to be triple-negative and has a poor 
prognosis (334).  

Treatment and prognosis 
Breast cancer detected at an early stage is curable in about 70-80 % of cases, but 
due to distant recurrence, around 20-30 % of early breast cancer patients ultimately 
succumb to metastatic disease. The primary cause of death in breast cancer is 
metastasis. In contrast to early-stage breast cancer, advanced metastatic breast 
cancer is regarded as incurable with the treatment options available today. As such, 
patients receive palliative treatment. Metastatic breast cancer can either be present 
at the time of diagnosis or result from disease recurrence. In the case of the latter, it 
tends to have increased resistance to treatments and be more aggressive. Although 
most of the oncogenic drivers of the primary tumour are retained in metastases, 
subclonal differences may be present. Metastases can develop new drivers as they 
acquire mutations that distinguish them from the primary tumour. These alterations 
can develop following the introduction of treatment pressure. Moreover, alterations 
in growth dependence can also occur as the metastasising cancer cells adapt to the 
new environment. Despite possible differences between the primary tumour and the 
metastases, the treatment is usually based on the characteristics of the primary 
tumour. However, breast cancer metastases may develop resistance to treatment. 
For instance, as many as 30 % of hormone receptor-positive breast cancers can 
become resistant to endocrine therapy. Luminal-like primary tumours can spawn 
metastases that have undergone subtype switching into triple-negative or HER2-
enriched breast cancers that are resistant to endocrine therapy. A characteristic of 
breast cancer is a long interval following surgery, during which a patient may 
relapse. The time until disease recurrence can range between months and decades. 
This feature of breast cancer has been suggested to be caused by tumour dormancy. 
In fact, breast cancer cells are able to remain in a dormant state for decades before 
emerging and causing metastatic recurrence (329, 336, 337).  

Besides the lymph nodes, the most common metastatic sites of breast cancer are 
bone, brain, liver and lungs, yet the molecular subtypes exhibit distinct propensities 
for these various tissues. In triple-negative breast cancer, the incidence of metastatic 
recurrence peaks within the first 2-3 years, and it commonly metastasises to the 
lungs and brain. Similarly, HER2-enriched breast cancer also metastasises to the 
brain despite the progress made with HER2-targeting therapies. As for triple-
negative breast cancer, an early recurrence within the first few years is also seen for 
the HER2-enriched subtype. The luminal subtypes, on the other hand, have a better 
prognosis as they exhibit a low rate of recurrence during the first half-decade. Both 
luminal A and luminal B breast cancers are prone to metastasising to the bone (329, 
336, 337).  
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For early-stage breast cancer, absent metastases, surgical removal of the primary 
tumour is the main treatment option. Conversely, surgery is a controversial option 
for late-stage metastatic breast cancer. However, radiation therapy is considered 
beneficial for both late-stage metastatic breast cancer and postoperatively in early-
stage breast cancer. Moreover, factors such as the intrinsic subtype and tumour 
burden will dictate the treatment strategy. Chemotherapy is the standard treatment 
for triple-negative breast cancer and may, depending on the circumstances, also be 
used for the other subtypes. The standard treatment for HER2-positive breast cancer, 
both HER2-enriched and luminal-like, is anti-HER2 therapy. Moreover, regardless 
of the presence or absence of HER2, endocrine therapy is used for luminal breast 
cancers that are hormone receptor-positive. For patients carrying BRCA mutations, 
poly (ADP-ribose) polymerase inhibitors can be used. Immunotherapy represents 
another treatment option that can be employed against breast cancer (329).  

The epidermal growth factor receptor 
The human epidermal growth factor receptor (EGFR) family is composed of four 
members, called ErbB1-4 or HER1-4 (338). The second member of this family, 
HER2, was introduced previously in the context of molecular classification of breast 
cancer. The first member of this family, ErbB1, is generally referred to as EGFR 
and will henceforth be referred to as such here as well. As the EGFR is of particular 
relevance in this thesis, much of the focus will be on it rather than the other family 
members. 

The ErbB family of receptors are tyrosine kinase receptors. Ligand-induced EGFR 
activation entails structural rearrangements and dimerisation. Both homodimers and 
heterodimers can be formed. The dimerisation of the receptors leads to subsequent 
transautophosphorylation of the cytoplasmic tyrosine kinase domain (339). This, in 
turn, enables the activation of downstream signalling pathways, which are described 
later on. Albeit capable of being phosphorylated and triggering downstream 
signalling, ErbB3 lacks a kinase domain, and homodimers, therefore, have limited 
potential for autophosphorylation. Additionally, no ligand-binding domain is 
present in HER2, and as such, EGFR and ErbB4 are the only fully functional 
receptors of this family (338, 340). Several ligands have been identified for EGFR 
and ErbB4. For EGFR, these include the epidermal growth factor, amphiregulin, 
epigen, betacellulin and transforming growth factor-a. ErbB4 can also be activated 
by epigen and betacellulin, as well as epiregulin and neuregulin 1-4. Neuregulin 1 
and 2 can also activate ErbB3 (338).  

Nearly all types of cells express members of the ErbB family, apart from 
haematopoietic cells. It has been estimated that normal cells express around 40-100 
thousand copies of the EGFR. However, it is overexpressed in many cancers, 
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including breast cancer, and these cells may have over a million molecules of the 
receptor (340, 341). Although overexpression of the EGFR has been seen in all 
breast cancer subtypes, it is more frequently observed in triple-negative breast 
cancer (342). In fact, the EGFR is overexpressed in the majority of cases with triple-
negative breast cancer (343). 

EGFR signalling  
Following ligand-induced receptor activation, dimerisation and 
transautophosphorylation to activate the cytoplasmic kinase domain, the 
downstream signalling pathways can be induced. Depending on the activating 
ligand, the downstream effects of receptor activation differ. This may be due to a 
preference for a particular dimerisation partner, depending on the ligand. The EGFR 
activates a complex signalling network of several interlinked pathways known to 
inhibit apoptosis and promote migration, growth, proliferation and differentiation. 
In cancer, the downstream signalling pathways promoting these processes are often 
dysregulated. Combined with the EGFR mutations occurring in cancer, as well as 
the aforementioned overexpression of the receptor in cancer cells, it has become an 
appealing therapeutic target. The signalling pathways activated by the EGFR 
include PI3K-Akt-mTOR, RAS-ERK MAPK, PLC-g1-PKC, SRC, JAK-STAT and 
JNK (340). The first two will be briefly described here.  

The RAS-ERK MAPK pathway starts with the two adaptors GRB2 (growth factor 
receptor binding protein 2) and SHC (Src homology and collagen) being recruited 
to the activated EGFR. SHC becomes phosphorylated and associates with GRB2, 
which in turn binds SOS (son of sevenless). SOS subsequently activates RAS, which 
can then interact with RAF-1. RAF-1 is then activating MEK1/2 (mitogen-activated 
protein kinase (MAPK) kinase 1/2) directly. MEK1/2 are then finally activating the 
MAPKs ERK1/2. ERK1/2 have over a hundred downstream target substrates that 
they phosphorylate to induce a wide range of effects. ERK1/2 can, for instance, 
regulate the synthesis of pyrimidines, ribosome synthesis, and translation of 
proteins, as well as inhibit apoptosis (340).  

The PI3K-Akt-mTOR pathway regulates, for instance, cell size, proliferation, 
metabolism and survival. Due to mutations in EGFR, PI3K and Akt, this pathway 
tends to be hyperactivated in cancer (340). Adding to the insult, the negative 
regulator of PI3K activity PTEN (phosphatase and tensin homolog) is one of the 
tumour suppressor genes with the highest frequency of mutations in cancer (344). 
Downstream of the EGFR, a class I PI3K is activated and recruited to the receptor. 
PI3K will then phosphorylate PIP2, which results in the formation of PIP3 (340). The 
suppressor PTEN functions by dephosphorylating PIP3 (344). Onwards, PIP3 causes 
the serine/threonine kinase Akt, also known as protein kinase B, to translocate to 
the plasma membrane. Akt then binds PIP3 and is phospho-activated by PDK1 and 
mTORC2. Akt has a multitude of downstream target substrates and is known to 
regulate growth, proliferation, survival, protein synthesis, metabolism and 
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migration through them. A major outcome of Akt activation is the ensuing activation 
of mTORC1. Akt can both phosphorylate mTOR directly and phosphorylate the 
mTORC1 suppressor tuberous sclerosis 2 (TSC2), thereby relieving mTORC1 of 
the suppression and promoting its activation. When activated, mTORC1 plays an 
important role in stimulating growth and protein synthesis (340). Worth noting is 
that ERK1/2 can also promote mTORC1 activation by phosphorylating TSC2 (345). 

As described in the context of cancer hallmarks, an altered metabolism is a 
characteristic feature of cancer cells. The Warburg effect, which refers to cancer 
cells’ propensity for lactate generation rather than oxidative phosphorylation, 
creates an increased demand for glucose uptake. Akt has been described as a key 
figure driving the metabolic shift in cancer cells and inducing the Warburg 
effect (346). This may be facilitated by its ability to upregulate and maintain the 
number of glucose transporters present on the cell surface, which leads to increased 
glucose uptake (347). 

Worth noting is that an overexpression of EGFR is not associated with a constitutive 
activation of Akt (348). In HER2-overexpressing breast cancer cells, however, Akt 
has been found to be constitutively active even when serum and growth factors are 
absent (349).   

Nuclear translocation of EGFR can occur in response to epidermal growth factor 
stimulation as well as to various stressors such as UV and hydrogen peroxide. An 
increased presence of nuclear EGFR has been observed in various cancers. When 
present in the nucleus, the EGFR is involved in the transcriptional regulation of 
genes encoding factors that mediate cell cycle progression (340).  

EGFR regulation 
The regulation of EGFR signalling involves internalisation of the receptor. The 
EGFR can be internalised through both clathrin-mediated endocytosis and non-
clathrin-mediated endocytosis. The latter operates in the presence of high epidermal 
growth factor concentration and plays an important role in long-term repression of 
receptor signalling through lysosomal degradation of the receptor (339). It has also 
been suggested that the mode of internalisation depends, to at least some extent, on 
the ligand that induced activation of the receptor (350). In clathrin-mediated 
endocytosis, clathrin-coated pits containing the receptors will pinch off to form 
endocytic vesicles. Following a subsequent fusion between the vesicles and early 
endosomes, the fate of the receptors will be determined. The receptor can either be 
directed for lysosomal degradation or recycled back to the plasma membrane (351). 

The ubiquitin ligase Cbl (Casitas B-lineage lymphoma) will ubiquitinate the EGFR, 
a process thought to be important for the translocation of EGFR to clathrin-coated 
pits. The binding of Cbl to the EGFR can occur either directly or via the adaptor 
protein GRB2. The ubiquitination of EGFR will eventually target it for lysosomal 
degradation. The fate of the receptors in the early endosomes depends on the 
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stability of the ligand-receptor complexes, which in turn depends on the acidic pH 
in the endosomes (351). Additionally, both the type of receptor dimer and the 
activating ligand affect the fate of the receptors. For example, the relatively stable 
EGFR homodimers will remain associated with each other and be sorted for 
lysosomal degradation. Conversely, the less stable EGFR-HER2 heterodimer will 
dissociate in the early endosomes, leading to receptor recycling to the plasma 
membrane (352).  

As described earlier, several ligands for the EGFR have been identified. These 
different ligands will also affect the outcome of EGFR internalisation. Following 
activation with betacellulin or heparin-binding EGF-like growth factor, all EGFRs 
will be directed for lysosomal degradation. Contrastingly, a complete recycling of 
the receptors occurs following activation with epiregulin or transforming growth 
factor-a. Similarly, amphiregulin also promotes receptor recycling. When it comes 
to receptor activation by the epidermal growth factor, some of the EGFRs will be 
recycled, but most will be directed to the lysosomes for degradation (353).  

An imbalance between the two fates of the receptor, recycling versus degradation, 
has been observed in cancers. Abnormal EGFR trafficking may stem from either 
overexpression or mutations (339).  

Non-canonical functions of the EGFR 
The aforementioned ligand-induced activation and induction of downstream 
signalling pathways is regarded as the canonical function of the EGFR. However, 
the EGFR also has non-canonical functions, some of which are independent of its 
kinase activity (339). That the EGFR has kinase-independent functions was first 
suggested when it was found that EGFR knockout mice suffer from developmental 
defects and are not viable (354-356) but that mice expressing a kinase-dead mutant 
EGFR variant are viable (357). Using cells expressing kinase-dead mutant EGFR 
variants, it has been found that independent of its kinase activity, the EGFR can 
promote cell survival (358), DNA replication (359), and expression of certain 
genes (360). Additionally, in cancer cells, the EGFR can also stabilise a glucose 
transporter at the plasma membrane in a manner that does not depend on its kinase 
activity. This maintains glucose uptake in the cancer cells and promotes their 
survival (361). Another identified kinase-independent function of EGFR is related 
to autophagy and will be described later in the context of autophagy in cancer. 
Additional non-canonical functions of the EGFR include its internalisation in 
response to stress. Stressors such as tyrosine-kinase inhibitors, UV, cisplatin, 
hypoxia, oxidative stress, et cetera can trigger EGFR internalisation. Depending on 
the stressor, this can lead to endosomal arrest, nuclear translocation, degradation or 
recycling of the EGFR. In most cases, however, it leads to the induction of 
autophagy (362).  
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It is possible that there are more non-canonical and kinase-independent functions of 
the EGFR yet to be discovered. These non-canonical functions may have been 
underappreciated in the context of EGFR targeting cancer treatments. Given its 
overexpression in many cancers and the downstream effects of the signalling 
pathways it activates, the EGFR has been an attractive therapeutic target. 
Consequently, various EGFR targeting agents have been assessed for their 
therapeutic effect. However, despite efficiently inhibiting the ligand-induced kinase 
activity of the receptor, these agents have had limited effect on most tumours. This 
may very well be due to the non-canonical and kinase-independent functions of the 
receptor (362). 

The complement system and cancer 
The role of complement in cancer is complex, dualistic and context-dependent (76). 
Complement is activated by pattern recognition molecules recognising, for example, 
aberrant sugar motifs, dying cells and immunoglobulins (76, 363). The genetic and 
morphological changes associated with carcinogenesis, leading to alterations in 
glycosylation and the presence of tumour antigens, result in immunogenic cells 
distinct from normal cells. Such damage-associated molecular patterns may be 
recognised by the complement system, triggering its activation (363, 364). 
Originally, complement was thought to confer protection against tumours through 
the formation of MAC, an idea prompted by the deposition of complement 
components in tumour tissues (365). Theoretically, if allowed to run its entire 
course, the complement system could eliminate malignant cells through MAC 
formation and complement-mediated cytotoxicity. However, most cancers express 
high levels of complement inhibitors, and the terminal pathway inhibitor CD59 is, 
in most tumour types, one of the complement genes with the highest expression. 
This may reflect an adaptation employed by cancer cells to escape complement-
mediated cytolysis (76). Of note, though, sublytic MAC abundance can have 
tumour-promoting downstream effects by activating oncogenic signalling pathways 
promoting proliferation and inhibiting apoptosis (366, 367).  

However, as described in a previous section, complement promotes inflammation 
by means of the anaphylatoxins C3a and C5a. As also described previously, 
inflammation is recognised as a characteristic feature of cancer, enabling the 
acquisition of cancer hallmarks (322). Chronic inflammation not only predisposes 
an individual to develop cancer, but an inflammatory environment can also promote 
the progression of the disease (325). Using mouse models, both pro-tumoural (365, 
368-378) and anti-tumoural (379-381) effects of complement have been observed
for various cancers. Many of the identified pro-tumoural effects were mediated by
the C3aR and C5aR1, the receptors for the inflammatory anaphylatoxins (365, 369,
370, 376-378).
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As described in the section concerning complement, the complement 
anaphylatoxins can promote vascularisation, leukocyte recruitment and release of 
inflammatory mediators. In the context of tumours, locally produced anaphylatoxins 
similarly influence leukocyte recruitment (76). For instance, myeloid-derived 
suppressor cells can be recruited to the tumour microenvironment by C5a. These 
cells will then suppress CD8+ T cells, thus promoting tumour growth. C5a was also 
found to augment the suppressive capability of the myeloid-derived suppressor 
cells (365). Moreover, C3aR signalling has been found to restrict the recruitment of 
neutrophils and CD4+ T cells, thereby having a pro-tumoural function (370). C3aR 
signalling can also favour tumour progression by affecting the cytokine profile of 
CD4+ T cells (378). Additionally, C3a and C5a induced signalling through the 
anaphylatoxin receptors expressed by tumour-infiltrating CD8+ T cells inhibits their 
IL-10 expression and, thereby, the autocrine IL-10 stimulation of their cytolytic 
activity. Furthermore, the tumour infiltrating CD8+ T cells express C3 themselves, 
which can act in an autocrine fashion to inhibit IL-10 production (382). In addition 
to affecting the recruitment and activity of leukocytes, C3a and C5a also play a role 
in neovascularisation (76, 377). The complement anaphylatoxins can also mediate 
effects that are unrelated to inflammation. Some cancer cells express anaphylatoxin 
receptors themselves, which allows for autocrine stimulation as these cells can also 
express either C3, C5, or both (76). Cancer cell-derived C3 and C5 can be activated 
locally and act on the cancer cells in an autocrine manner, activating signalling 
pathways that promote proliferation (369). By inducing the expression of 
metalloproteinases, enhancing migration and promoting angiogenesis, C5a can also 
promote metastasis (76).  

When complement gene expression was assessed in various solid human tumours, 
all cancer types evidently expressed high levels of C3 as well as classical pathway 
components. Conversely, whilst some exhibited a heterogenous expression level, an 
overall low expression of genes related to the lectin pathway was observed for most 
cancers. The alternative pathway genes encoding factor B and factor D were lowly 
expressed in some cancers but higher in others. Moreover, when comparing the 
complement gene expression levels in tumourous and matched normal tissues, most 
complement genes were found to be upregulated in about half of the different types 
of tumours. In the remaining types of cancers assessed, complement was found to 
be downregulated. When the expression of complement genes related to the 
alternative and classical pathways were assessed for their prognostic impact in 
different types of cancers, four distinct groups were observed. Two of the groups 
directly contrasted each other and contained tumour types where the expression of 
these complement genes was associated with either a good or a bad prognosis. A 
third group contained tumour types where the expression of C3 was associated with 
a favourable prognosis. In the fourth group of tumours, no discernible prognostic 
pattern could be identified (76). Taken together, the diverse context-dependent 
effects of various complement proteins in different types of malignancies warrant 
further investigation and consideration.  
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Autophagy 

Christian de Duve first coined the term “autophagy” in 1963, which translates to 
“self-eating” in Greek (383). The initial spark in the research field came from his 
discovery of the lysosome a few years earlier, in 1955 (384). However, it was not 
until Miki Tsukada and Yoshinori Ohsumi managed to identify 15 autophagy-
related genes in yeast in 1993 that the research field really gained popularity (385). 
For his work related to autophagy, Yoshinori Ohsumi received the Nobel Prize in 
Physiology or Medicine in 2016.  

Introduction 
Autophagy refers to a cellular mechanism whereby cytoplasmic constituents are 
targeted for lysosomal degradation (386). The process of autophagy is, 
evolutionarily, highly conserved and occurs in all eukaryotes (387). Autophagy 
serves a crucial homeostatic function in cells and is constantly operating at low 
levels but can be further induced in response to cellular stress (388, 389). A wide 
range of cellular constituents and components can be degraded by autophagy, 
including protein aggregates, lipid droplets, ribosomes, intracellular pathogens and 
organelles such as peroxisomes, endosomes, ER and mitochondria (388, 390). The 
degradation of excess- and/or damaged organelles is crucial for cellular homeostasis 
and organelle integrity to be maintained, and it protects cells from potential harm. 
For instance, autophagic degradation of dysfunctional mitochondria prohibits their 
production of ROS, which can damage the cells (388). The degradation products 
resulting from autophagy, such as amino acids, are eventually recycled to the 
cytoplasm, where they can be used for energy production or macromolecule 
biosynthesis (391, 392).  

Autophagy serves as an adaptive response induced by cellular stress. It is triggered 
by, for example, nutrient or growth factor deprivation, ER stress, oxidative stress, 
hypoxia, and the presence of protein aggregates, intracellular pathogens or damaged 
organelles (393). Autophagy generally functions as a protective mechanism 
promoting cell survival and host health. However, depending on the circumstances, 
such as a pathological setting, autophagy can have either positive or negative 
effects (389). Additionally, autophagy is also linked to cell death, and both 
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autophagy-dependent and autophagy-mediated modes of cell death have been 
described (394).  

Different types of autophagy have been characterised and described, namely 
chaperone-mediated autophagy, microautophagy and macroautophagy. A major 
difference between the three is how the autophagic cargo that is to be degraded is 
delivered to the lysosome (389, 391). Chaperone-mediated autophagy depends on 
chaperones, such as heat shock cognate 71 kDa protein (HSC70), for directing 
proteins to the lysosome. Unlike microautophagy and macroautophagy, proteins are 
the only substrate that can be degraded via chaperone-mediated autophagy. The 
cytosolic chaperone HSC70 recognises and binds a particular amino acid sequence 
motif present in about 40 % of all mammalian proteins. HSC70 directs the target 
protein to the lysosome, where it is translocated across the lysosomal membrane by 
lysosome-associated membrane protein type 2A (395). In microautophagy, the 
endosomal or lysosomal membrane invaginates and engulfs the cytoplasmic 
material that is to be degraded. The membrane invagination will then be pinched 
off, generating a microautophagic body within the endosome or lysosome (396).  

Macroautophagy is of particular interest in this thesis, and its mechanism will be 
described in detail in the following section. In literature, the term autophagy 
generally refers to macroautophagy, and similarly, in this thesis, the term autophagy 
will henceforth refer to macroautophagy. 

Macroautophagy 
Autophagy is initiated at a phosphatidylinositol 3-phosphate (PI3P)-rich ER 
subdomain called the omegasome (390). Initiation entails the recruitment of 
autophagy-related (ATG) proteins and nucleation of a cup-shaped isolation 
membrane termed phagophore (397). The omegasome serves as a platform for 
phagophore formation (398). Following the nucleation of the phagophore, the 
autophagy machinery governs the growth of the phagophore, which will eventually 
be sealed. This results in the formation of a double-layered membranous 
compartment known as the autophagosome, in which cytosolic constituents are 
sequestered (Figure 4). Once formed, the autophagosomes will fuse with 
lysosomes, resulting in the formation of autolysosomes and degradation of the 
sequestered autophagic cargo (397). Autophagosomes may also fuse with 
endosomes, forming intermediate structures called amphisomes that will 
subsequently fuse with lysosomes (399). As described above, the degradation 
products resulting from the fusion with lysosomes are then recycled to the 
cytoplasm. Worth noting is that the autophagosome is not formed from pre-existing 
membranous compartments through membrane budding but is instead synthesised 
de novo (400). Several different membrane sources for the formation of the 
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autophagosome have been proposed, including the ER, Golgi apparatus and 
endosomes (401). However, local phospholipid synthesis in close proximity to the 
autophagosome formation site has also been reported (402, 403). 

Autophagy can be both selective and non-selective. Non-selective, or bulk, 
autophagy can be triggered by starvation and results in non-specific engulfment of 
cytoplasmic constituents (397). Fatty acids and amino acids resulting from the 
lysosomal degradation are then recycled and reused by the cell (389). In selective 
autophagy, specific targets are enwrapped by the elongating phagophore. Different 
terms are used depending on the autophagic cargo, such as mitophagy for 
mitochondria, aggrephagy for aggregated proteins, xenophagy for intracellular 
bacteria, and so on. Selective autophagy depends on so-called selective autophagy 
receptors (SARs) that can be either membrane-bound or soluble. It also depends on 
the microtubule-associated protein light chain 3 (LC3) subfamily of proteins, which 
includes LC3A, LC3B and LC3C (386). As described later, LC3 can be cleaved and 
lipidated to generate LC3-II, which is incorporated into the growing 
phagophore (397). LC3-II functions as an adaptor, recruiting proteins harbouring a 
motif called LC3-interacting region, which is present in SARs. SARs associated 
with the autophagic cargo can, through their interaction with LC3-II, facilitate the 
recruitment of the cargo to the phagophore for autophagic degradation. An example 
of a SAR is p62, also known as sequestosome-1. In addition to being a substrate for 
autophagy itself, it also facilitates the autophagic degradation of ubiquitinated 
cargos, for instance (386).  

Mechanism 
The initiation and nucleation to form the phagophore depend on two key protein 
complexes, the ULK1 (unc-51-like kinase 1) complex and the PI3K complex. The 
ULK family of kinases has four members (ULK1-4). However, the most important 
member in the context of autophagy is ULK1. The ULK1 complex is composed of 
ULK1, ATG13, ATG101 and FIP200. The PI3K complex, on the other hand, is 
composed of the class III PI3K VPS34, Beclin-1, p150 and ATG14L (388, 390).  

mTOR is a key regulator of autophagy in mammals and is known to be a part of two 
different protein complexes called mTORC1 and mTORC2, but only mTORC1 is 
directly involved in autophagy regulation (404). Under nutrient-rich conditions, 
both ULK1 and ATG13 are present in an inactive phosphorylated state bound to 
mTORC1. Nutrient deprivation, however, causes ULK1 to be dephosphorylated and 
dissociated from mTORC1. Subsequent autophosphorylation of ULK1 results in its 
activation, enabling it to phosphorylate both ATG13 and FIP200 (397). This leads 
to activation of the complex responsible for autophagy initiation (404). Once 
activated, the ULK1 complex translocates and initiates autophagy at the phagophore 
assembly site. The ULK1 complex proceeds to phosphorylate its substrate proteins, 
thus promoting autophagy progression. ULK1-mediated phosphorylation of Beclin-
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1 leads to activation of the PI3K complex that is recruited to the phagophore 
assembly site in a manner dependent on its subunit ATG14L. The activated PI3K 
complex then starts to generate PI3P by phosphorylating phosphatidylinositol (390). 
This constitutes an essential step in the initiation of autophagy. The recruitment and 
activation of the ULK1 complex and the PI3K complex leads to autophagy initiation 
and nucleation of the phagophore (392, 405).  

The PI3K complex is subject to extensive regulatory input. At least six different 
kinases are, for example, regulating Beclin-1 through phosphorylation. Beclin-1 can 
be phosphorylated by AMP-activated kinase (AMPK), which promotes 
autophagy (390). AMPK is a heterotrimeric complex composed of two regulatory 
subunits, b and g, and a catalytic a subunit. Conserved in all eukaryotic cells, AMPK 
functions as a metabolic switch that, in response to cues concerning energy and 
nutrient levels, regulates metabolism. Upon a decreased ATP:AMP ratio in the cell, 
AMPK is activated by AMP binding and phosphorylation by Liver Kinase B1 
(LKB1) (406). AMPK is subsequently able to exert many pro-autophagic functions. 
Activated AMPK suppresses the activity of mTORC1 by phospho-activating TSC2, 
which has an inhibitory effect on mTORC1. AMPK can also suppress the activity 
of mTORC1 by phosphorylating its subunit known as Raptor (406). As mTORC1 
is a well-known suppressor of autophagy, AMPK induces autophagy by relieving 
the mTORC1-mediated suppression. AMPK can also bypass mTORC1 and promote 
autophagy initiation through direct phospho-activation of ULK1. However, under 
nutrient-rich conditions, AMPK-mediated activation of ULK1 is prohibited by 
mTORC1 (407). In addition to being phosphorylated by ULK1 and AMPK, both 
death-associated protein kinase (DAPK) and mitogen-activated protein kinase-
activated protein kinase 2 (MAPKAP2) can also phosphorylate Beclin-1. While 
phosphorylations by these kinases promote autophagy, both Akt and the EGFR can 
phosphorylate Beclin-1 in a suppressive manner (390). How EGFR affects Beclin-
1 will be described in a later subsection concerning autophagy in cancer.  

Moreover, Bcl-2, which is an anti-apoptotic protein, can bind Beclin-1 and inhibit 
autophagy by suppressing the kinase activity of VPS34. The PI3K complex can also 
be bound by Autophagy and Beclin-1 Regulator 1 (AMBRA1), which promotes 
autophagy. AMBRA1 can be phosphorylated by ULK1, which contributes to PI3K 
complex activation. Finally, regarding the regulation of autophagy at this step, 
mTORC1 can also suppress autophagy through phosphorylation of ATG14L (390).  

ATG9-positive vesicles are also recruited to the initiation site. ATG9 is a 
transmembrane protein essential for autophagosome formation. ATG9 is present in 
small vesicles in the trans-Golgi network but can also be trafficked through other 
membranous compartments such as the ER, Golgi and endosomes. Various 
components of the machinery orchestrating autophagy interact with ATG9-positive 
vesicles. In addition to the proposed contribution of a seed membrane for the 
formation of an autophagosome precursor, these vesicles have been suggested to 
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function as a platform where the autophagy machinery components can 
assemble (398). The local generation of PI3P by the PI3K complex leads to the 
recruitment of WD repeat protein interacting with phosphoinositide (WIPI), which 
is in a complex with ATG2. While WIPI is a PI3K-binding protein, ATG2 is able 
to associate with the ER. Consequently, this complex tethers the phagophore to the 
ER and plays an important role in autophagosome biogenesis. This complex can 
contribute to the elongation of the autophagosome precursor through lipid transfer 
from the ER (401).  

Figure 4. Simplified overview of the mechanism of autophagy. Key complexes influencing the initiation 
of autophagy and the conjugation systems involved in phagophore elongation are shown. The 
phagophore engulfs cytosolic constituents in a structure called the autophagosome. The autophagosome 
will fuse with a lysosome, resulting in the degradation and recycling of the engulfed material.  
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Two different ubiquitin-like systems are subsequently important for the elongation 
of the phagophore (Figure 4). The first of these facilitates the formation of the 
ATG12-ATG5-ATG16L1 complex. The ubiquitin-like protein ATG12 is first 
activated and conjugated to ATG5 through the consecutive actions of the E1-like 
ubiquitin activating enzyme ATG7 and the E2-like ubiquitin conjugating enzyme 
ATG10. ATG5 also interacts with ATG16L1, which is present in dimers. As such, 
a complex with ATG12-ATG5-ATG16L1 in a 2:2:2 stoichiometry is formed (391, 
404). The ATG12-ATG5-ATG16L1 complex is recruited to the phagophore 
assembly site through an interaction between WIPI2 and ATG16L1 (397). LC3 
processing is orchestrated by the second ubiquitin-like system and is important for 
phagophore elongation. The protease ATG4 first cleaves cytosolic LC3 to generate 
LC3-I, which is then activated by the E1-like enzyme ATG7. The ensuing lipidation 
of activated LC3-I by conjugating it to phosphatidylethanolamine to generate LC3-
II, as well as its incorporation into the elongating phagophore, is governed by the 
E2- and E3-like activities of ATG3 and the ATG12-ATG5-ATG16L1 complex, 
respectively. As such, the ATG12-ATG5-ATG16L1 complex promotes the 
generation of LC3-II and its subsequent incorporation into the growing phagophore, 
which is important for the elongation (388, 391, 397). 

Once the formation of the autophagosome is complete, it is transported on 
microtubules to a lysosome. Subsequent autophagosome fusion with the lysosome 
results in an autolysosome, in which the autophagic cargo is degraded. The fusion 
with the lysosome is orchestrated by a set of SNARE proteins, namely Syntaxin-17, 
SNAP-29 and VAMP8 (390). When forming the autolysosome, the 
autophagosome’s outer membrane layer is fused with the membrane of the 
lysosome. A single-membrane layered autophagic structure is thus released into the 
lysosome, where it is degraded together with its content (397).  

Autophagy in cancer 
Considering the dually opposing effects, the role of autophagy in cancer is complex. 
The functional outcome of autophagy in cancer is seemingly dependent on the 
context, including the tumour stage. Currently, autophagy is thought to suppress 
carcinogenesis and tumour initiation but then serve a pro-tumoural effect in later 
stages.  

Several observations argue a suppressive effect of autophagy on tumour 
development. Allelic deletions of the gene encoding Beclin-1 have been seen in 
many breast cancer cell lines, and it is frequently observed in cases of both ovarian 
cancer and breast cancer (408, 409). Additionally, while homozygous deletion of 
the gene encoding Beclin-1 is lethal, hemizygous mice spontaneously develop 
tumours in the lymphatic tissue, liver and lungs (410, 411). Together, this depicts 
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Beclin-1 as a tumour suppressor and suggests a protective effect of autophagy 
against cancer. It should be noted, however, that the view of Beclin-1 as a tumour 
suppressor in the context of human cancers has been disputed. Given the close 
chromosomal location of the Beclin-1 gene with the tumour suppressor gene 
BRCA1, the allelic deletion of the gene encoding Beclin-1 may be the result of gene 
linkage (412). Nevertheless, mice with a mosaic deletion of ATG5 spontaneously 
develop hepatic tumours. Such tumours in the liver also develop in mice with a liver-
specific deficiency of ATG7 (413).  

Additionally, as described earlier, the PI3K-Akt-mTOR axis is often dysregulated 
in cancer. This pathway leads to the activation of mTORC1, which is frequently 
overactive in many cancers (414). A consequence of this is the inhibition of 
autophagy through mTORC1-mediated suppression of ULK1. Conversely, many 
so-called tumour suppressors, such as AMPK, LKB1, PTEN, Beclin-1, TSC, and 
P53, either directly or indirectly promote autophagy. The function of most of these 
has already been described, except for P53 (415). P53 can promote autophagy 
through transcriptional regulation of autophagy-related genes (416). However, both 
activation and inhibition/deficiency of P53 can promote autophagy. It has been 
reported that while P53 localised in the nucleus can induce autophagy, cytoplasmic 
P53 can suppress it (417). Cancer cells’ propensity for overactive signalling that 
suppresses autophagy, together with the autophagy-promoting effect of many 
tumour suppressors, could serve as an indication of autophagy’s anti-tumoural 
effect.  

Autophagy functions as an adaptive response to cellular stress. This applies to both 
normal cells and cancer cells. As such, the same exact function of autophagy can 
either suppress tumourigenesis or promote tumour progression. The normal 
homeostatic role of autophagy is important for maintaining cellular health. 
Autophagy enables cells to endure metabolic stress, and it mitigates the potentially 
harmful effects of misfolded proteins, protein aggregates and damaged organelles, 
the effect of which could render the cell susceptible to malignant transformation. 
For example, autophagy plays an important role in maintaining the mitochondrial 
pool by degrading old and damaged mitochondria. By preventing damaged 
mitochondria from accumulating in the cells, autophagy limits the generation of 
ROS, which could otherwise promote mutagenesis by inducing DNA damage (418, 
419). In line with this, it has been shown that metabolic stress leads to increased 
DNA damage in cells with defective autophagy, suggesting a role for autophagy in 
maintaining the integrity of the genome (420).  

In tumour cells, autophagy is induced in response to hypoxia, growth factor 
depletion and starvation. As a result of inadequate vascularisation and, thus, poor 
blood supply, tumour cells may be subjected to increased metabolic stress caused 
by the limited availability of growth factors, nutrients and oxygen. Tumour cells can 
also suffer from increased metabolic stress caused by intrinsic factors. The 
inefficient generation of ATP as a consequence of the metabolic switch to aerobic 
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glycolysis, as well as the high rate of proliferation, results in an increased metabolic 
demand. Therefore, even if autophagy serves a similar function in both normal cells 
and tumour cells, the latter may have a greater dependence on autophagy as they 
may experience increased metabolic stress. Moreover, autophagy also functions as 
a pro-survival mechanism that is able to sustain tumour cells with defects in 
apoptosis for a long period of time (418). Another pro-tumoural role of autophagy 
is its repression of the tumour suppressor P53, which otherwise promotes cell cycle 
arrest or apoptosis in response to cellular stress such as DNA damage (416).  

Counterintuitively, the pro-survival role of autophagy in apoptosis-deficient tumour 
cells may serve an anti-tumoural effect. In this setting, autophagy may prohibit 
necrosis and the encompassing inflammatory response, which could otherwise be 
beneficial for the tumour (421). Autophagy has also been shown to play a role in 
immune evasion. In pancreatic ductal adenocarcinoma cells, the major 
histocompatibility complex I is selectively degraded by autophagy, resulting in 
decreased antigen presentation to CD8+ T cells (422).  

Autophagy has also been found to play a seemingly context-dependent role in 
metastasis. In addition to being able to promote migration in some settings, 
autophagy has also been proposed to either restrict or promote the epithelial-
mesenchymal transition of cancer cells. Moreover, cellular detachment from the 
extracellular matrix leads to an upregulation of autophagy. This occurs in cancer 
cells during metastasis, where autophagy then serves a protective role against 
anoikis, a type of cell death induced by the absence of integrin signalling. 
Autophagy can also play a role in metabolic adaptation and enable cancer cells to 
persevere under potentially nutrient-scarce conditions in the new environment. 
Another role for autophagy is related to dormancy. Autophagy is upregulated in 
dormant cells and is thought to be important for maintaining the dormant state and 
promoting survival. Inhibition of autophagy can lead to escape from dormancy and 
metastatic outgrowth (419, 423).  

Additionally, various anti-cancer therapies induce autophagy, which may then 
promote cell survival and confer a mechanism of resistance. In response to 
treatment, autophagy can also enable cancer cells to enter a dormant state. 
Treatments that have been found to induce autophagy include various 
chemotherapeutics and radiotherapy (415). How autophagy can be induced in 
response to cancer treatment will be exemplified in the following subsection with 
therapeutics targeting the EGFR. 

The EGFR regulates autophagy 
As described earlier, the EGFR is overexpressed and/or mutated in many cancers. 
Additionally, its downstream signalling pathways, including the PI3K-Akt-mTOR 
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pathway, are often dysregulated. The EGFR and its signalling pathways are directly 
linked to the process of autophagy. For example, activation of the PI3K-Akt-mTOR 
pathway suppresses autophagy. mTOR, which is activated by Akt, inhibits 
autophagy by suppressing ULK1. Akt can also suppress autophagy through direct 
phosphorylation of Beclin-1 (424). Moreover, activated EGFR can directly bind and 
phosphorylate Beclin-1. This enhances the interaction between Beclin-1 and its 
negative regulators, Rubicon and Bcl-2, thus suppressing autophagy (425). The 
activation of EGFR and the downstream PI3K-Akt-mTOR signalling pathway thus 
illustrates a mechanism whereby autophagy is suppressed in cancer.  

However, an autophagy-promoting mechanism of EGFR has also been identified. 
While it inhibits autophagy during nutrient-rich conditions, it induces autophagy in 
response to serum deprivation. During such conditions, inactive EGFR accumulates 
in endosomes, where it associates with lysosomal-associated transmembrane protein 
4B (LAPTM4B) and the Sec5 exocyst complex. Subsequently, the inactive EGFR 
interacts with Rubicon, which leads to its dissociation from Beclin-1. Once Beclin-
1 is released from Rubicon, it can initiate autophagy (426).  

EGFR-targeting tyrosine-kinase inhibitors and EGFR-targeting antibodies have 
been developed and assessed for their therapeutic potential. However, they have 
been found to induce autophagy in cancer cells, which serves a cytoprotective 
function. It has, therefore, been suggested that a combinatorial treatment strategy 
targeting both the EGFR and autophagy may be clinically advantageous (427-432). 
The use of these therapeutic agents, such as tyrosine-kinase inhibitors, mimics the 
effect of serum starvation. Concordantly, tyrosine-kinase inhibitors induce 
autophagy by a similar mechanism. The treatment with tyrosine-kinase inhibitors 
leads to an endosomal accumulation of EGFR, where it interacts with both the 
exocyst complex and Rubicon, thus relieving Beclin-1 of the inhibition imposed by 
Rubicon. In contrast to the situation with serum starvation, autophagy induced by 
tyrosine-kinase inhibitors was not dependent on LAPTM4B (426).  
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Methodology 

Cell lines 
Cell lines were used as models throughout the studies included in this thesis. Cell 
lines represent a useful tool in research, and they come with many advantages. They 
offer a pure and uniform population of cells, which promotes reproducibility. As 
they can be easily expanded, they constitute an unlimited sample resource. They are 
also easily manipulated and can with ease be genetically engineered to suit one’s 
needs. Additionally, cell lines are cost-efficient models, and from an ethical 
standpoint, it is easier to motivate using them instead of other models. There are 
important limitations that must be considered, though. The physiological relevance 
of studies based on cell lines is lower as the cells are not studied in their natural 
physiological setting, thus being devoid of environmental cues, for instance. 
Furthermore, immortalised cell lines are genetically altered, which may lead to 
differences in behaviour, function and phenotype. Genotypic and phenotypic 
differences may also arise due to genetic drift as they are cultivated for extended 
periods of time. As such, results obtained using cell lines may not always be 
translatable to an in vivo setting or even adequately represent primary cells.   

INS-1 832/13 cells 
INS-1 832/13 is a rat b-cell line derived from a rat insulinoma (433). The parental 
cell population, INS-1, was originally established through dispersion of 
transplantable radiation-induced insulinoma from New England Deaconess 
Hospital rats (434). Inherent restraints to the methodological approach led to the 
procurement of a heterogenic polyclonal cell population (433). The heterogeneity 
of the INS-1 cell population was evidenced when stable subclonal cell populations 
were generated through transfection of INS-1 cells with a plasmid carrying human 
insulin cDNA under the control of the cytomegalovirus promoter. Following 
antibiotic selection, insulin secretion was tested in the obtained clones, where the 
INS-1 832/13 subclone secreted the most insulin in response to glucose stimulation. 
The glucose responsiveness of the INS-1 832/13 cells was comparable to that of 
isolated rat pancreatic islets and exhibited an 8-11-fold increase in glucose-
stimulated insulin secretion that remained stable for up to 7.5 months. Comparably, 
the parental INS-1 cells only demonstrate a 2-4-fold increase in glucose-stimulated 
insulin secretion that diminishes after 2-3 months in culture (433). The INS-
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1 832/13 cell line is a monoclonal insulin-secreting b-cell line that serves as a 
suitable model for studies related to b-cell function and mechanisms of metabolic 
signalling and stimulated exocytosis. Worth noting is that INS-1 832/13 cells are 
inherently resistant to G418 as a result of the transfection of the parental cell 
line (433), which is something that must be considered in the context of subsequent 
transfections. Additionally, INS-1 cells depend on the presence of b-
mercaptoethanol for continuous growth and cell culturing (434). 

MIN6 cells 
MIN6 is a mouse b-cell line obtained from insulinomas of a transgenic C57BL/6 
mouse. A fusion gene composed of the human insulin promoter coupled to the gene 
encoding the SV40 T antigen was microinjected into fertilised eggs to generate 
transgenic C57BL/6 mice (435). The SV40 T antigen acts on tumour suppressors 
and induces cell transformation and tumour formation (436). Consequently, the 
transgenic mice developed insulinomas from which two cell lines could be 
established, MIN6 and MIN7. In contrast to MIN7 cells, MIN6 cells exhibited 
glucose responsiveness and secreted significantly more insulin in response to a 
higher glucose concentration. Originating from mouse pancreatic b-cells, the MIN6 
cell line represents a morphologically homogenous cell population growing in 
clusters and that functions in stimulus-coupled insulin secretion (435). However, 
impaired glucose-stimulated insulin secretion has been reported for MIN6 cells at 
high passage numbers, yet they retain the ability for potassium-stimulated insulin 
release (437).  

EndoC-bH1 cells 
EndoC-bH1 is a human b-cell line derived from a foetal pancreas. Human 
pancreases were obtained from foetuses of terminated pregnancies. The foetal 
pancreases were transduced with lentiviral vectors carrying the SV40LT gene 
coupled to the rat insulin promoter. Next, the lentiviral vector-transduced pancreatic 
tissue was transplanted into SCID (Severe Combined Immunodeficient) mice. b-
cell proliferation induced by the expression of SV40LT led to the formation of 
insulinomas. Following isolation and dissociation of primary insulinomas, resulting 
cell clusters were transduced with a second lentiviral vector. With lentiviral vectors 
encoding human telomerase reverse transcriptase, the second transduction aimed to 
bypass the Hayflick limit and inhibit senescence. Enrichment of b-cells was 
subsequently achieved by transplantation of transduced cell clusters into SCID 
mice. Following the expansion of insulin-expressing cells, the resulting tissue, from 
which the EndoC-bH1 cells could be retrieved, was isolated. EndoC-bH1 was 
selected for its high insulin content, yet it contains less insulin than human b-cells. 
EndoC-bH1 cells are glucose-responsive insulin-secreting b-cells. In addition to 
secreting insulin in a glucose concentration-dependent manner, insulin release could 
be further augmented by the incretin GLP1 and known secretagogues. Furthermore, 
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several b-cell identity genes were found to be expressed in the EndoC-bH1 cells. In 
addition to the low insulin content compared to human b-cells, another disadvantage 
of the EndoC-bH1 cell line is the low proliferation rate with a 5-day population 
doubling time. However, insulin content and glucose-stimulated insulin secretion 
remain consistent at high passages (438).  

BT20 cells 
BT20 is a human breast cancer cell line obtained from a primary tumour of advanced 
infiltrating duct cell carcinoma of a 74-year-old Caucasian woman (439, 440). BT20 
cells were isolated in 1958 (439), making it the oldest breast cancer cell line (441). 
According to the molecular classification, BT20 cells belong to the basal-like A 
subgroup of breast cancer cells (442, 443). BT20 cells carry a missense mutation in 
the P53 tumour suppressor gene and overexpress the EGFR (444, 445). It also 
carries an oncogenic mutation in PIK3CA (444), which encodes a catalytic subunit 
of PI3K (446).  

MDA-MB-468 cells 
First described in 1978 (447), MDA-MB-468 is a human triple-negative breast 
cancer cell line obtained from pleural effusion of a black 51-year-old woman with 
adenocarcinoma of the breast (440, 447). Similar to BT20 cells, MDA-MB-468 
belong to the basal-like A subtype of breast cancer cells based on molecular 
classification (442, 443). Furthermore, like BT20 cells, MDA-MB-468 cells carry 
an oncogenic missense mutation in the P53 tumour suppressor gene (444) and 
overexpress the EGFR (448). Additionally, MDA-MB-468 cells also carry an 
oncogenic mutation in PTEN (444). 

4T1 cells 
4T1 is a tumour-derived cell line originating from a mouse mammary 
carcinoma (449). A mammary tumour arose spontaneously in a BALB/cfC3H 
mouse carrying the mouse mammary tumour virus, from which four cell lines were 
retrieved (450). Transplantation of cells from the parental tumour for in vivo passage 
eventually led to the generation of a cell line denoted 4.10, which was derived from 
lung nodule metastasis (451). Four generations of transplantation later, the tumour-
derived cell line 410.4 was obtained (452), from which two sublines were ultimately 
derived – one being the 4T1 cell line (453). 4T1 cells can be cultured in vitro but 
can also be transplanted into mice and effectively model human breast cancer. 
Several properties make it a suitable model, such as the invasiveness, 
tumourigenicity and the fact that the primary tumour readily metastasises. 
Additionally, by transplanting into the correct anatomical site, the primary tumour 
will form in the appropriate site, which further contributes to its suitability in 
modelling human mammary carcinoma (449).   
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Mouse models 
Mouse models represent a valuable tool for research of human pathologies. Unlike 
cell lines, mouse models allow for investigations in whole-body systems, which 
increases the physiological relevance of the results. It should be noted, however, 
that results obtained using mouse models cannot be directly extrapolated to a human 
setting due to limited genetic diversity and inherent species differences. 
Additionally, genetic manipulation is less feasible than in cell lines, although several 
well-established models for a variety of pathologies are already available. An 
important difference between the use of cell lines and mouse models is the ethical 
aspect of using animals. The use of animals, e.g. mice, in research needs to be 
properly motivated, and one should always adhere to the three R’s of animal 
research: Replace, Reduce and Refine.  

Syngeneic mouse model  
Syngeneic mouse tumour models involve transplantation of in vitro-cultured murine 
cancer cells into a mouse strain with the same genetic background as the host from 
which the tumour cell line is derived (454). As this allows for studies in 
immunocompetent hosts, syngeneic models are widely used for investigations 
pertaining to cancer therapy, including cancer immunotherapy (454, 455). As the 
cells can rapidly be expanded, a major advantage of syngeneic models is the ease 
with which sufficiently large study groups can be obtained compared to genetically 
engineered- or patient-derived xenograft models (454). Additionally, prior to 
transplantation, the tumour cells can be genetically manipulated to facilitate studies 
of a particular cell-intrinsic property (454). There are, however, limitations to 
consider. The rapid formation and growth of the tumours may cause too narrow a 
time window for studies related to the efficacy of immunotherapies or the effect of 
therapeutic agents at the developmental stages of the tumour. Furthermore, the 
therapeutic relevance of the results is also hampered by the lack of heterogeneity. 
The tumour heterogeneity caused by a mutational propensity of cells in the tumour 
microenvironment, as well as interpatient differences, is absent. Instead, a 
monoclonal, or at least poorly diversified, population of cells is transplanted into 
genetically identical inbred hosts. The transplantation process by itself can also 
induce an inflammatory response, but the tumour cells can, in some cases, be 
transplanted to the correct anatomical site to better mimic the appropriate tumour 
microenvironment (454, 455). To investigate the effect of SUSD4 expression on 
tumour growth, a syngeneic mouse model was used. As described previously, 4T1 
is a murine breast cancer cell line derived from BALB/c mice. To evaluate the effect 
of SUSD4 expression, 4T1 cells expressing or lacking SUSD4 were transplanted 
into the mammary fat pads of BALB/c mice. Since SUSD4 is a complement 
inhibitor, its expression could be advantageous for the tumour. As such, we opted 
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for a syngeneic model, which allowed for an investigation in a system with an 
uncompromised immune background.  

CD59 double knockout mice 
To study the role of CD59 in insulin secretion in vivo, a CD59 double knockout 
mouse model (CD59abKO) was employed. As previously described, the CD59 gene 
in mice has undergone duplication, resulting in the existence of  CD59A and CD59B. 
With CD59A being present about 11.6 kb downstream of CD59B, the two CD59 
genes together span a region of 45.6 kb. The CD59abKO mouse model was 
generated by removing a large genomic region that, in addition to the region 
between the two CD59 genes, contained critical exons of each gene. The 24 kb 
fragment that was removed included CD59B exon 4, which encodes around 60 % 
of the mature protein. It also contained both exons 1 and 2 of CD59A, which encodes 
the start codon as well as the signal peptide. Consequently, the mice do not have 
any detectable CD59A or CD59B and present with haemolytic anaemia as a result 
of complement-mediated lysis of erythrocytes (456). This seemed like a good model 
for investigating CD59’s role in blood glucose homeostasis. 

Methodological approaches  
General 
Every experimental model and method comes with inherent advantages and 
problems. To improve the reliability of the research, it is therefore good to perform 
complementary experiments using other approaches and to use different models in 
parallel. By showing that an observed phenomenon can be detected by various 
approaches and that it is not specific to a particular cell line, model or species, the 
research findings become more reliable. How such rigour was achieved in the three 
papers can be exemplified in many ways. For instance, several distinct approaches 
were used to validate the identified protein interactions. Both the interaction 
between SUSD4 and EGFR in paper I and the interactions between IRIS isoforms 
and SNARE proteins in paper II were demonstrated using ELISA, proximity 
ligation assay and co-immunoprecipitation. Moreover, an impaired insulin secretion 
caused by the absence of CD59 was shown in b-cells of three distinct species – 
human, mouse and rat. Additionally, intracellular splice forms of CD59 capable of 
rescuing this impaired insulin secretion were identified in both mice and humans. 
Moreover, multiple breast cancer cell lines were used in paper I, two of which were 
used in parallel in most of the experiments. Autophagy was also investigated using 
distinct approaches, both in terms of autophagic marker and the technique used. 
Additionally, in paper III, blood glucose homeostasis in the CD59abKO mice was 
looked at in different ways, directly by assessing fasting blood glucose levels and 
glucose tolerance and indirectly by looking at glucose-stimulated insulin secretion 



94 

with isolated pancreatic islets. Several other examples can be mentioned from the 
different projects, which contribute to the reliability of the results.  

However, an important drawback that should be noted is the use of “unnatural” 
models. In paper I, for example, breast cancer cell lines were transfected with 
constructs inducing an overexpression of SUSD4. Such overexpression may cause 
disparities relative to a natural setting. An alternative approach would be to use 
triple-negative breast cancer cell lines naturally expressing SUSD4, and in fact, two 
such cell lines were available, namely HCC1187 and HCC1143. But, these were 
slow-growing and not as easy to work with. Additionally, to study the effect of 
SUSD4 in these cells, CRISPR/cas9 would have had to be used to knockout SUSD4. 
Such gene editing using CRISPR/cas9 is more difficult in slow-growing cell lines. 
Although this would also have entailed an “unnatural” setting, it would constitute 
an additional approach which would have strengthened the findings. Moreover, both 
BT20 cells and MDA-MB-468 cells, which were used throughout paper I, carry 
mutations in genes affecting the downstream signalling from the EGFR, which 
could have affected the results.  

Another example of an unnatural model is the overexpression of human IRIS-1 and 
IRIS-2 in the rat b-cell line INS-1 832/13. This was because of the feasibility of 
using INS-1 832/13 cells. This is a well-established b-cell model that grows fast, is 
easy to work with and secretes insulin well. Conversely, EndoC-bH1 cells are slow-
growing and not as easy to work with. Knocking out CD59 and then generating 
clones that stably express the IRIS isoforms by transfection was more feasible in 
INS-1 832/13 cells. For the same reason, the CD59ba hybrid identified in the mouse 
model was expressed and functionally characterised in INS-1 832/13 cells instead 
of MIN6 cells.  

Gene-editing and transfections 
Gene-edited cells were used in all three papers. CRISPR/cas9 had previously been 
used to generate INS-1 832/13 CD59 knockout cells that were used in papers II 
and III, and it was used to generate BT20 EGFR knockout cells in paper I. 
CRISPR/cas9 represents a useful tool for genetically engineering cells. It does, 
however, come with some disadvantages, as it can be time-consuming. One may 
also have to screen a large number of clones to identify cells in which the desired 
editing occurred. It can also have off-target effects, causing unwanted genomic 
alterations and, consequently, phenotypic alterations. As such, there may be clonal 
disparities that one must account for by using multiple clones. An alternative to 
CRISPR/cas9-mediated gene knockout is to use siRNA to knock down the 
expression of a particular gene. siRNA was used in papers II and III.  

Similarly, stably transfected cells were also used in all three papers. Transfections 
represent an easy way to induce the expression of a particular construct. Although, 
depending on the proliferation rate of the cell line of choice, this might also be time-
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consuming. Similar to the case with CRISPR/cas9, transfections can also have 
background effects, which lead to phenotypic differences between clones. As such, 
when generating stably transfected clones, several of them will have to be used and 
compared to ensure that an observed effect is not clone-specific.  

To account for potential off-target effects and background effects resulting from the 
gene editing and/or transfections, several different clones were used and compared 
in the projects. In paper III, the need for using multiple clones was circumvented by 
using heterogeneous cell populations stemming from the transfections rather than 
individual clones.  

Antibodies 
In addition to the many commercially available antibodies used in the projects, 
novel non-commercial antibodies were also used. In paper I, a homemade (Agrisera) 
antibody against SUSD4 was used. As has been described (68), this polyclonal 
antibody was generated by immunising rabbits with purified Fc-tagged SUSD4. 
Using affinity chromatography, antibodies specific for the Fc-tag were removed. 
The removal of such antibodies was verified by ELISA. In the project, several breast 
cancer cell lines were transfected with either a plasmid encoding human SUSD4 or 
an empty mock plasmid to generate SUSD4-expressing cells and mock control cells. 
Consistently, in various applications, the antibody generated a signal for SUSD4-
expressing cells but not for mock control cells. For example, while a band signifying 
SUSD4 could be detected by western blot using lysate of SUSD4-expressing cells, 
no such band could be detected for mock control cells. The results obtained from 
the parallel use of cells, either expressing or lacking SUSD4, testified to the validity 
of the antibody.  

Similarly, novel homemade antibodies (Capra Science) were used for the detection 
of human IRIS-1 and IRIS-2 in paper II. Rabbits were immunised with peptide 
antigens designed based on the unique C-terminal domains of IRIS-1 and IRIS-2. 
Affinity-purified polyclonal antibodies targeting the distinct C-terminals were thus 
generated. These antibodies were extensively validated. Using purified plate-bound 
IRIS-1 or IRIS-2, the sensitivity of the antibodies was assessed by ELISA. In 
addition to INS-1 832/13 cells and CD59 knockout INS-1 832/13 cells, INS-
1 832/13 cells lacking CD59 but stably expressing flag-tagged IRIS-1 or IRIS-2 
were used. By using these cells and by comparing with the flag-tag detection, the 
specificity of the IRIS antibodies could be validated. Furthermore, the specificity of 
the antibodies was also assessed by peptide-blocking. Here, the antibodies were pre-
incubated with the peptide antigens used for the immunisation of rabbits, which led 
to a diminished detection of the proteins. This was done for ELISA, western blot 
and confocal microscopy. This showed that the antibody raised against IRIS-1 did 
not detect IRIS-2 and vice versa. The parallel use of the antibodies against IRIS-1 
or IRIS-2 with an anti-flag tag antibody further contributed to the validity of the 
results as the findings could be verified using a different antibody.  
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Present investigations 

Paper I 
Sushi domain-containing protein 4 binds to epithelial growth factor 
receptor and initiates autophagy in an EGFR phosphorylation 
independent manner 

Background and aim 
SUSD4 had previously been described as a potential breast cancer suppressor, but 
no mechanistic function of SUSD4 in breast cancer cells had been identified. The 
expression of SUSD4 in both tumour cells and tumour-infiltrating T cells was found 
to be associated with a favourable prognosis for breast cancer patients. Additionally, 
in vitro experiments showed that the expression of SUSD4 affected the migration, 
invasion, growth and clonogenicity of breast cancer cells. Together, these results 
indicated breast cancer suppressive properties of SUSD4, but the underlying 
mechanism was not elucidated (70). Therefore, this study aimed to identify the 
function of SUSD4 in breast cancer cells and elucidate the mechanism underlying 
the breast cancer suppressive effect.  

Main findings 
Using a syngeneic mouse model, further support for the previously proposed breast 
cancer suppressive effect of SUSD4 was obtained. To then identify the functional 
implications of the expression of SUSD4, a broad screening for differentially 
expressed proteins was performed using breast cancer cells either expressing or 
lacking SUSD4. The largest difference could be seen for the EGFR, which was 
markedly upregulated in SUSD4-expressing cells. However, this was not due to a 
difference in either mRNA expression or receptor degradation. Moreover, SUSD4 
was found to interact with growth factor receptors in triple-negative breast cancer 
cells, including the EGFR. The EGFR plays a well-established role in autophagy, 
and a plausible effect of SUSD4 on autophagy was therefore investigated. SUSD4 
was found to promote autophagy in a manner strictly dependent on the presence of 
the EGFR. This effect on autophagy required the complete form of the receptor but 
was independent of its kinase activity. In line with SUSD4’s ability to promote 
autophagy, an altered phosphorylation status of key components of the autophagic 
machinery, favouring the induction of autophagy, was observed in SUSD4-
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expressing cells (Figure 5). This includes ULK1, Beclin-1 and ATG14. 
Additionally, using direct activators of AMPK, an increased susceptibility to AMPK 
activation was observed for SUSD4-expressing cells. Moreover, both SUSD4 and 
EGFR were found to colocalise with various endosomal markers, including a 
marker for recycling endosomes. This suggests that SUSD4 may play a role in 
EGFR trafficking and recycling.  

Figure 5. Illustration summarising the main findings of paper I. SUSD4 was found to interact with the 
EGFR in triple-negative breast cancer cells. In the presence of the EGFR, SUSD4 promoted autophagy. 
Accordantly, an altered phosphorylation status of various complexes influencing the initiation of 
autophagy was observed. Increased phospho-activation of LKB1, AMPK, ATG14 and Beclin-1 was 
observed for SUSD4-expressing cells. A lower level of phospho-inhibited ULK1 was also observed for 
triple-negative breast cancer cells expressing SUSD4. Both SUSD4 and the EGFR were found to 
colocalise with various endosomal markers, which suggests a role for SUSD4 in EGFR trafficking.  
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Paper II 

Alternative splicing encodes functional intracellular CD59 isoforms that 
mediate insulin secretion and are down-regulated in diabetic islets 

Background and aim 
CD59 was identified as the most highly expressed complement gene in human 
pancreatic islets, and interestingly, it was found to be downregulated in pancreatic 
islets of rodent models of diabetes (CD59B in mice). After seeing that CD59 was 
present intracellularly and colocalised with insulin, it was shown that an 
intracellular pool of CD59 functions in insulin secretion in the rat b-cell line INS-
1 832/13. CD59 silenced cells exhibited impaired stimulated insulin secretion. 
Subsequently, CD59 was shown to interact with the SNARE proteins VAMP2 and 
Syntaxin-1A (457). A subsequent study, wherein a set of mutant CD59 variants were 
assessed for their ability to mediate insulin secretion, demonstrated different 
structural requirements for the two functions of CD59: MAC inhibition and insulin 
secretion (134). The aim of this study was to further investigate the role of CD59 in 
b-cells and to answer the question of how endogenous CD59 enters the cytosol to 
function in insulin release.  

Main findings 
An impaired insulin secretion caused by the absence of CD59 had previously only 
been demonstrated using a rat b-cell line. However, here we showed that the lack of 
CD59 (CD59B in mice) also leads to impaired insulin secretion in both a human and 
a mouse b-cell line. The main finding, however, was the discovery of two previously 
undescribed intracellular splice forms of CD59 (Figure 6). In contrast to canonical 
CD59, these novel isoforms lack the GPI-anchor attachment site and instead harbour 
unique C-terminal domains. Both were quite broadly expressed, but pancreatic islets 
and the placenta demonstrated the highest expression. These isoforms, which were 
named IRIS-1 and IRIS-2 (Isoform rescuing insulin secretion 1 and 2), colocalised 
with insulin and interacted with the SNARE proteins. Consistently, both IRIS-1 and 
IRIS-2 were able to rescue the impaired insulin secretion in CD59 knockout INS-
1 832/13 cells, thus earning their name. The results also indicate that IRIS-1 is 
involved in the 1st phase of insulin release while IRIS-2 functions in the 2nd phase. 
Interestingly, both IRIS-1 and IRIS-2 were downregulated in human pancreatic 
islets from T2D donors compared to healthy donors. Additionally, IRIS-1 was 
downregulated in human islets upon exposure to glucotoxic conditions. Together, 
these results point to a link between the IRIS isoforms and the pathogenesis of T2D. 

The aforementioned CD59 isoforms refer to human splice forms of CD59. However, 
intracellular splice forms of mouse CD59B were also identified, and these were 
named mouse CD59B-IRIS-1 and 2. These lack the GPI-anchor attachment site and 
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instead possess unique C-terminal domains, similar to the human IRIS isoforms. 
While both CD59B-IRIS-1 and CD59B-IRIS-2 were able to rescue the impaired 
insulin secretion in CD59B knockout MIN6 cells, only CD59B-IRIS-2 was found 
to be downregulated in pancreatic islets of a mouse model of diabetes.  

Figure 6. Illustration of the main findings of paper II. Two alternative splice forms of CD59 present 
intracellularly were identified. These isoforms were named IRIS-1 and IRIS-2 and could rescue the 
impaired insulin secretion in CD59-deficient b-cells. The results suggest that IRIS-1 is involved in the 1st 
of insulin secretion while IRIS-2 plays a role in the 2nd phase of insulin release.  
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Paper III 

CD59 double knockout mice express a CD59ba hybrid fusion protein 
that mediates insulin secretion 

Background and aim 
The background to this project was essentially the same as that described for 
paper II. The non-canonical role of CD59 in mediating insulin secretion was first 
observed in the rat b-cell line INS-1 832/13. In paper II, impaired insulin secretion 
in the absence of CD59 was further demonstrated in both the human b-cell line 
EndoC-bH1 and the mouse b-cell line MIN6. As such, the importance of CD59 for 
insulin release has been observed in multiple cell lines of different species. The next 
step was, therefore, to study the role of CD59 in insulin secretion in vivo. Thus, this 
project aimed to investigate insulin secretion and blood glucose homeostasis in a 
CD59 double knockout mouse model (CD59abKO). This model lacks critical exons 
of both CD59A and CD59B. Consequently, the CD59abKO mice were hypothesised 
to have impaired insulin secretion and, thereby, perturbed blood glucose 
homeostasis.  

Main findings 
After having verified the mouse model by ensuring the lack of transcripts encoding 
CD59A, CD59B and the mouse CD59B-IRIS isoforms in different tissues, the 
investigation pertaining to blood glucose homeostasis was commenced. No 
difference could be observed when comparing fasting blood glucose levels between 
the wild type and the CD59abKO mice. Additionally, no difference in glucose 
tolerance could be detected between the wild type and the CD59abKO mice, 
suggesting that the knockout mice do not have impaired blood glucose homeostasis. 
In line with this, no difference in glucose-stimulated insulin secretion using isolated 
pancreatic islets could be detected. These results directly opposed the initial 
hypothesis and sparked an investigation as to why no phenotype could be observed 
for the knockout mice.  

This led to the identification of an expressed transcript in the CD59abKO mice 
encoded by the remaining exons of each CD59 gene spliced together (Figure 7). To 
further characterise this CD59ba hybrid, it was expressed in INS-1 832/13 cells. 
Similar to canonical CD59, the CD59ba hybrid was found to be present at the cell 
surface. Furthermore, the CD59ba hybrid was shown to be glycosylated, which is a 
prerequisite for canonical CD59’s ability to function in insulin secretion. The 
CD59ba hybrid also proved capable of maintaining normal glucose-stimulated 
insulin secretion following knockdown of canonical CD59. This indicates that the 
CD59ba hybrid is rescuing the phenotype pertaining to blood glucose homeostasis 
in the CD59abKO mice.  
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Figure 7. Illustration summarising the findings of paper III. The CD59abKO mice express a CD59ba hybrid gene 
product resulting from the splicing together of the remaining exons of each CD59 gene. The product of the CD59ba 
hybrid transcript is both present at the cell surface and can function in insulin secretion.
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Author contribution 
Paper I 
In paper I, I was involved in both the in vivo and in vitro experiments. For the in vivo 
experiments, I monitored the mice and tracked the tumour growth. When it comes 
to the in vitro experiments, I compared total EGFR levels between SUSD4-
expressing cells and mock control cells, compared the activation of AMPK between 
the cells expressing or lacking SUSD4, and assessed the phosphorylation status of 
both Akt and ULK1. I was also involved in generating BT20 EGFR knockout clones 
and in the subsequent generation of SUSD4-expressing EGFR knockout clones. I 
then assessed the effect of SUSD4 on autophagy in EGFR knockout cells. 
Additionally, I performed the ELISAs showing that SUSD4 interacts with both the 
EGFR and the platelet-derived growth factor receptor. In addition to my practical 
contribution in terms of experiments, I also wrote the manuscript.  

Paper II 
My main contribution was the assessment of the novel isoform-specific antibodies. 
I was involved in the purification of IRIS-2 protein and later assessed the purity of 
the purified IRIS-1 and IRIS-2. I then performed the ELISA with the purified 
recombinant proteins, wherein the sensitivity of the isoform-specific antibodies was 
evaluated. Moreover, I also performed the ELISA, where the specificity of the 
antibodies was assessed through peptide-antigen blocking. Similarly, I also 
performed the western blot with the lysates of INS-1 832/13 cells either expressing 
or lacking IRIS-1 or IRIS-2, where the same peptide-antigen blocking strategy was 
employed to assess the specificity of the isoform-targeting antibodies. Moreover, in 
addition to writing about the parts related to the experiments I performed, I was 
critically reading and making corrections in the mature manuscript.  

Paper III 
The project leading up to paper III was initially intended as a continuation of the 
project in paper II, as we then wanted to investigate the novel function of CD59 in 
vivo using a mouse model. However, due to the presence of the CD59ba hybrid gene 
product that appears to rescue the phenotype in the mouse model, the plans for this 
project were substantially changed along its course. Nevertheless, apart from the 
predicted structure models, which a collaborator made, I generated all the data 
presented in the paper. I performed all of the experiments, analysed the data and 
wrote the manuscript.  
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Discussion and future perspectives 

This thesis focused on novel non-canonical roles of the two complement inhibitors 
SUSD4 and CD59 in the context of two major human diseases. Only a very limited 
number of publications have addressed potential functions of SUSD4. As such, it is 
a poorly understood protein, and there is much left to learn about it. SUSD4 had 
previously been described as a complement inhibitor and breast cancer suppressor. 
However, the underlying mechanism of the proposed breast cancer suppressive 
effect was not identified. Conversely, a non-canonical role for CD59 in mediating 
insulin secretion had already been discovered. Yet, there is a lot left to learn about 
the intracellular role of CD59 in b-cells. A major question to be answered was how 
the plasma membrane-anchored protein CD59 enters the cytosol, where it can 
function in insulin release. As such, the aim of this thesis was two-fold: First, we 
wanted to elucidate the role and function of SUSD4 in breast cancer cells. Second, 
we wanted to explore the role of CD59 in insulin secretion further, both its 
mechanisms in b-cells and its role in regulating blood glucose homeostasis in vivo.  

Using a syngeneic mouse model, we obtained additional support for a breast cancer 
suppressive effect of SUSD4. Further, in triple-negative breast cancer cells, we 
found that SUSD4 interacts with growth factor receptors, including the EGFR. We 
also found that SUSD4 promotes autophagy in a manner strictly dependent on the 
presence of the EGFR. Our results also indicated a plausible role for SUSD4 in 
EGFR trafficking. As such, a novel role for SUSD4 in breast cancer cells was 
identified. However, both complement and autophagy have complex relationships 
with cancer. Whether they are beneficial or detrimental depends on the context. An 
intriguing question is, therefore, whether the breast cancer suppressive effect of 
SUSD4 is related to its complement inhibitory function, the autophagy-promoting 
function, both, or neither. The fact that a role for SUSD4 in inducing autophagy was 
identified does not exclude the possibility that SUSD4 has other functions in breast 
cancer cells that are yet to be discovered. Other effects and interaction partners may 
be awaiting discovery. For example, SUSD4 was also found to interact with the 
platelet-derived growth factor receptor, the functional implications of which remain 
to be deciphered. Moreover, we also corroborated the previous findings and found 
that a high expression of SUSD4 was associated with a favourable prognosis for 
patients. SUSD4 may, therefore, have some value as a prognostic marker. 
Additionally, given that autophagy can function as a mechanism to resist cancer 
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treatment, the fact that SUSD4 promotes autophagy in triple-negative breast cancer 
cells may have therapeutic implications.  

Worth noting is that our results concerning the effect of SUSD4 on the downstream 
signalling from the EGFR were inconclusive. In BT20 cells, higher levels of 
phospho-activated Akt could be seen for the mock control cells relative to the 
SUSD4-expressing cells. However, no difference in mTOR phosphorylation could 
be seen. Conversely, in MDA-MB-468 cells, a lower level of phosphorylated mTOR 
was seen for the SUSD4-expressing cells compared to the cells lacking SUSD4, but 
no difference in the phosphorylation of Akt was detected. In the third cell line used, 
HS-578T, no difference in either phospho-Akt or phospho-mTOR could be 
detected. These nondefinitive results may, however, be explained by the fact that all 
three cell lines carry mutations that, in one way or another, affect the PI3K-Akt-
mTOR signalling pathway.  

Whether or not SUSD4 interacts with the EGFR and promotes autophagy in breast 
cancer subtypes other than triple-negative breast cancer cells should also be 
investigated. The effect of SUSD4 on autophagy was quickly assessed in two 
luminal A breast cancer cell lines with a comparably low expression of EGFR, but 
further investigation in other subtypes would be interesting. Furthermore, the role 
of SUSD4 in other types of cancers should also be investigated. Depending on the 
cancer type, either a high or low expression of SUSD4 is associated with a poor 
prognosis in various cancers (75).  

Moreover, SUSD4 is highly expressed in the brain, where it seems to have important 
functions. In addition to playing a role in synaptic plasticity, there are also 
indications that SUSD4 might affect synaptic pruning. This, together with the 
observed phenotype for both humans and mice lacking SUSD4, makes the role of 
SUSD4 in the brain an intriguing area that warrants further research. Regarding its 
role in synaptic plasticity, SUSD4 was found to interact with an AMPA receptor 
and affect its turnover. SUSD4 also interacts with a ubiquitin ligase that targets the 
AMPA receptor for degradation (69). Although we did not detect a difference in 
EGFR degradation between the SUSD4-expressing cells and the mock control cells, 
our results did suggest a potential role for SUSD4 in EGFR trafficking. Thus, 
interacting with receptors and affecting their trafficking and turnover may be a 
common mechanism of SUSD4. Additionally, SUSD4 is expressed in both CD4+- 
and CD8+ T cells, and the expression of SUSD4 changes upon T cell 
stimulation (70). Given that SUSD4 is structurally similar to CD46, which has a 
costimulatory role in T cells, the role and function of SUSD4 in T cells should be 
investigated.  

To conclude, we identified a novel function of SUSD4 that might be related to its 
breast cancer suppressive effect. Finally, little is known about the functions of 
SUSD4 in various settings, and there may be a lot of interesting discoveries left to 
be made.  
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In contrast to SUSD4, much more is known about CD59. However, there is still 
more to learn concerning its non-canonical intracellular role in b-cell exocytosis. 
CD59 was initially shown to be essential for insulin secretion in a rat b-cell line. 
However, here, we showed that knockdown of CD59 in a human b-cell line and 
knockout of CD59B in a mouse b-cell line also leads to impaired insulin secretion. 
Furthermore, in both humans and mice, we identified two intracellular splice forms 
of CD59 that we named IRIS-1 and IRIS-2. In humans, these were quite broadly 
expressed, but the highest expression was seen in pancreatic islets and the placenta. 
Onwards, both IRIS-1 and IRIS-2 were found to interact with SNARE proteins and 
to rescue the impaired insulin secretion in CD59-deficient b-cells. Our results also 
indicate that while IRIS-1 is involved in the first phase of insulin release, IRIS-2 
functions in the second phase of insulin secretion. This suggests that the two IRIS 
isoforms have similar yet distinct and complementary functions in b-cell exocytosis. 
How this is reflected by potential differences in interaction partners, for instance, 
requires further investigation. Additionally, given that both IRIS-1 and IRIS-2 were 
downregulated in pancreatic islets from T2D donors and that IRIS-1 was 
downregulated in islets upon exposure to glucotoxic conditions, our results also 
suggest a potential link between the IRIS isoforms and the pathogenesis of T2D. 
This warrants further attention and will be investigated by assessing how the levels 
of IRIS-1 and IRIS-2 are regulated and affected by exposure to various diabetogenic 
factors.  

Here, we have identified intracellular splice forms of CD59 functioning in insulin 
secretion in both humans and mice, but we hypothesise that such CD59 variants are 
also present in other species. In human IRIS-1, the last exon encoding the mature 
protein is derived from the highly conserved open reading frame C11orf91. The 
CD59 gene and C11orf91 are adjacently located in mammalian genomes, arguing 
the potential existence of conserved homologs of IRIS-1 in mammals. Moreover, 
due to a gene truncation, the CD59 gene in guinea pigs has been described as a 
pseudogene, in part because it lacks the GPI-anchor signal sequence and could not 
be detected at the cell surface (458). However, even though it is seemingly absent 
at the surface and has lost the complement inhibitory function, it is possible that the 
intracellular function is retained. Whether or not the truncated guinea pig CD59 is 
expressed in b-cells and if the insulin secretory function, in that case, is preserved 
should be assessed. If so, that would testify to the importance of the intracellular 
function of CD59.  

Moreover, these newly identified proteins might also have other functions and 
interaction partners. As they were found to be quite broadly expressed, they likely 
have functions in other cell types and tissues, which would be interesting to 
investigate. The high expression in the placenta, for example, is intriguing. 
Nevertheless, the functions of IRIS-1 and IRIS-2 should be further explored, both 
in the context of pancreatic b-cells and other cell types. For example, whether or not 
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these isoforms play a role in regulated secretion in other cell types, such as neuronal 
cells and CD8+ T cells, should also be investigated.  

We recently performed RNA sequencing with INS-1 832/13 cells, INS-1 832/13 
CD59 knockout cells and INS-1 832/13 CD59 knockout cells expressing either 
IRIS-1 or IRIS-2. From these data, several differentially regulated pathways were 
identified, some of which were particularly intriguing and will be the focus of future 
investigations. We are also planning to use a proximity labelling technique called 
APEX to identify the interactome of IRIS-1 and IRIS-2 in pancreatic b-cells. By 
identifying additional interaction partners, other functions and mechanisms of the 
IRIS isoforms may be unveiled. Albeit just with canonical CD59, we have 
previously conducted a protein array wherein potential CD59 interaction partners 
were sought. Some of the candidates identified from this array will also be the 
subject of future investigations.  

Moreover, given the shared N-terminal region between CD59, IRIS-1, and IRIS-2, 
the functional properties that facilitate insulin release are likely located in this 
region. Identifying the necessary structural motifs could spark the development of 
small peptides or molecules based on the structure of the IRIS isoforms that enhance 
insulin secretion. If so, such peptides or molecules could be of therapeutic interest 
in the future. Therefore, the structural requirements for the insulin secretory function 
of CD59 and its intracellular isoforms should be investigated.  

The non-canonical role of CD59 in facilitating insulin secretion had previously only 
been studied in vitro. We, therefore, wanted to take the next step and investigate the 
role of CD59 in insulin secretion and blood glucose homeostasis in vivo. This was 
done using a CD59 double knockout mouse model, which, on paper, seemed like an 
appropriate model. Due to the lack of CD59, we hypothesised that these mice would 
have impaired insulin secretion and, thus, perturbed blood glucose homeostasis. 
However, that was not the case. We could not detect any difference in either fasting 
blood glucose levels or glucose tolerance between the CD59-deficient mice and 
wild type controls. Additionally, isolated pancreatic islets from the CD59 double 
knockout mice did not exhibit impaired insulin secretion. Together, these results 
argued against a role for CD59 in insulin exocytosis and, thereby, challenged the 
previously obtained in vitro results. Despite the apparent impairment in glucose-
stimulated insulin secretion in human-, rat-, and mouse b-cell lines lacking CD59, 
no functional defects related to insulin secretion could be observed in vivo.  

However, as it turns out, this proved to be a good example of how “nature always 
finds a way”. As a mere consequence of how the model was generated, the 
CD59abKO mice express a product that does not normally exist in nature. 
Comprising the remaining exons of each CD59 gene still present in the model, the 
CD59ba hybrid gene product, as we came to call it, was found to be expressed in 
pancreatic islets, for example. When expressed in a b-cell line, the CD59ba hybrid 
was found to be present at the cell surface. However, the CD59abKO mice are 
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reportedly suffering from haemolytic anaemia, suggesting that the CD59ba hybrid 
has lost the complement inhibitory function of canonical CD59. Importantly, 
though, the CD59ba hybrid was able to maintain normal glucose-stimulated insulin 
secretion in a b-cell line following knockdown of canonical CD59. This indicates 
that the CD59ba hybrid functions in insulin secretion and explains the lack of a 
phenotype in the CD59abKO mouse model. How the CD59ba hybrid 
mechanistically functions in insulin secretion was not delineated. However, it 
presumably functions in the same manner as canonical CD59 and the IRIS isoforms. 
Canonical CD59 has previously been shown to function in insulin secretion by 
interacting with SNARE complex components (134, 457). Similarly, in paper II, we 
showed that the IRIS isoforms can interact with SNARE proteins. It is likely that 
the CD59ba hybrid also interacts with SNARE proteins, yet this remains to be 
elucidated.  

It is worth noting, however, that the CD59ba hybrid was detected in vitro because a 
flag-tagged construct was expressed in the b-cell line. Available antibodies against 
both CD59A and CD59B fail to detect it, and, as such, it is yet to be detected at 
protein level in the CD59abKO mice. Nevertheless, further support for the ability 
of the CD59ba hybrid to mediate insulin secretion and rescue the phenotype in the 
CD59abKO mice comes from its N-terminal region. Mouse CD59B-IRIS-1, which 
we identified and described in paper II, can rescue the impaired insulin secretion in 
CD59B knockout MIN6 cells. CD59B-IRIS-1 is merely 32 amino acids in size, and 
the same amino acid sequence can be found in its entirety in the N-terminal region 
of the CD59ba hybrid. This not only provides further support for the possibility that 
the CD59ba hybrid can rescue the phenotype in the mouse model, but it also further 
suggests that the N-terminal region of CD59/IRIS harbours the necessary functional 
properties for the insulin secretory function. In addition to providing information 
regarding the structural requirements that are important for the insulin secretory 
function of CD59, it also serves as a prime example of how genetic editing can have 
unforeseen consequences. One should, therefore, always be careful when employing 
genetically edited research models.  

Despite the fact that no impairment in insulin secretion or blood glucose 
homeostasis was detected in the CD59abKO mice, the results do not discredit the 
functional importance of CD59 in b-cells as the identified gene product proved 
capable of mediating insulin release. However, the investigation concerning the role 
of CD59 and its intracellular splice forms in mediating insulin secretion in vivo will 
have to be continued in a different model. Two potential options are CD59B single 
knockout mice and CD59 knockout rats. Concerning the former, one would first 
have to ensure that these mice do not express any of the intracellular IRIS isoforms, 
which in mice were identified within the CD59B gene. It should also be ruled out 
that no compensatory mechanism is offered by CD59A in these mice, even though 
that was not the case in a mouse b-cell line. When it comes to the CD59 knockout 
rat model, that is not without risks either. While intracellular splice forms of CD59 
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functioning in insulin secretion have been identified in humans and mice, no such 
isoforms have been discovered in rats yet. Therefore, one would have to closely 
examine how the model was generated and ensure that no gene products are being 
expressed.  

In conclusion, we identified novel intracellular splice forms of CD59 that play an 
essential role in insulin secretion, and that may be linked to the pathogenesis of T2D. 
T2D is a disease that affects hundreds of millions of people worldwide and is 
characterised by impaired insulin secretion. By fully elucidating the mechanisms at 
play in b-cells, novel and more efficient treatments for T2D can be developed. Here, 
we identified two previously unknown proteins involved in the process of insulin 
secretion, thus contributing to an improved understanding of key b-cell 
mechanisms. The functions of these novel proteins should be further investigated in 
both b-cells and other secretory cells. Regarding the role of CD59 in insulin 
secretion in vivo, the investigation will have to proceed in a new model. However, 
the gene product identified in the mouse model did provide additional support for 
the importance of the N-terminal region of CD59/IRIS for the insulin secretory 
function.  
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Popular science summary 

Our immune system plays an essential role in maintaining health as it protects us 
against potential threats in our body, such as invading bacteria. To ensure that the 
immune system is protective and not causing self-harm, it must accurately 
distinguish between healthy host cells and foreign or damaged cells. To avoid self-
harm, our cells express a set of inhibitors that stop the immune system from 
targeting them. Two such inhibitors are SUSD4 and CD59, which are typically 
present on the surface of our cells. However, both SUSD4 and CD59 have functions 
that are unrelated to their role in the immune system. This thesis has focused on 
novel roles of these proteins in the context of two major human diseases, breast 
cancer and type 2 diabetes.  

Breast cancer is the most common type of cancer in women. In fact, in 2020, breast 
cancer in women was the most frequently diagnosed type of cancer worldwide, with 
2.3 million new cases. Thus, it represents a global health issue. In a previous study, 
SUSD4 was portrayed as a potential breast cancer suppressor, but how it functions 
in these cells was not elucidated. We, therefore, aimed to identify the mechanism 
underlying this effect of SUSD4. Not only did we obtain further support for a breast 
cancer suppressive effect of SUSD4, but we also identified a new function by which 
it operates in breast cancer cells. We found that SUSD4 can promote a process called 
autophagy, which can be described as a form of self-cannibalism where the cell eats 
parts of itself. Autophagy is an essential cellular mechanism contributing to normal 
maintenance in the cell, but it also serves a protective role in enabling cells to 
persevere in response to stress. The relationship between autophagy and cancer is 
complex as it can both prevent the development of cancer, but it can also benefit 
already established cancer cells. It is worth noting that autophagy can also protect 
cancer cells against various cancer treatments. The fact that SUSD4 can promote 
this process may, therefore, be of clinical importance. Additionally, the presence of 
SUSD4 is associated with a better prognosis for breast cancer patients. SUSD4 may, 
therefore, also be of clinical relevance as it could be used as an indicator of patient 
prognosis.  

Regarding CD59, the work has centred on its new role, which is related to type 2 
diabetes. Hundreds of millions of people worldwide have type 2 diabetes, and it 
constitutes a global health burden in our society. Type 2 diabetes revolves around 
the hormone insulin, which stimulates tissues to take up glucose from the blood. 
Insulin is produced and secreted by so-called b-cells in the pancreas. The b-cells 
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reside in cell clusters called islets of Langerhans that are present in the pancreas. 
Type 2 diabetes is characterised by an inability to regulate blood glucose levels, 
partly due to insufficient insulin secretion. CD59 was recently found to be essential 
for insulin secretion, but since it is typically present on the cell surface, a question 
that remained was how it gains access to the insulin secretory machinery. Here, we 
identified intracellular variants of CD59 in both humans and mice. These variants 
are present in b-cells and were found to play an essential role in insulin secretion. 
Moreover, lower levels of these variants were found in islets of individuals with 
type 2 diabetes than in islets from healthy individuals. The level of one of the CD59 
variants also decreased in response to prolonged exposure to a high glucose 
concentration. These results indicate a potential link between the CD59 variants and 
the development of type 2 diabetes.  

Although many treatments are available for type 2 diabetes patients, new and better 
alternatives are needed. To develop such treatments, an increased understanding of 
cellular processes in b-cells is required. Here, we identified new proteins involved 
in the process of insulin secretion, which led to an increased understanding of a key 
mechanism in b-cells. Increased knowledge of the function of CD59 and its variants 
in b-cells may pave the way for new approaches in the treatment of type 2 diabetes. 
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Popular science summary (Swedish) 

Vårt immunförsvar spelar en viktig roll i upprätthållandet av vår hälsa då det 
skyddar oss från potentiella hot i kroppen, såsom inkräktande bakterier. För att 
säkerställa att immunförsvaret spelar en skyddande roll och inte orsakar skada så 
måste det kunna skilja på friska kroppsegna celler och främmande eller skadade 
celler. För att undvika att bli attackerade av immunförsvaret så uttrycker våra celler 
olika typer av hämmare som stoppar immunförsvaret från att angripa dem. Två 
sådana hämmare är SUSD4 och CD59 som båda normalt sett sitter förankrade på 
ytan av våra celler. Både SUSD4 och CD59 har däremot andra funktioner också 
som inte är relaterade till deras roll i immunförsvaret. Den här avhandlingen har 
kretsat kring nyupptäckta funktioner hos SUSD4 och CD59 samt dessa 
funktionernas betydelse för sjukdomstillstånd såsom bröstcancer och typ 2 diabetes.  

Bröstcancer är den vanligaste sortens cancer bland kvinnor. Faktum är att år 2020 
så var bröstcancer den mest diagnostiserade sortens cancer världen över med 2.3 
miljoner nya fall. Det utgör därmed ett globalt hälsoproblem. In en tidigare studie 
beskrevs SUSD4 som en potentiell bröstcancerhämmare, men vad det har för 
funktion i bröstcancerceller identifierades inte. Vi syftade därför att identifiera 
mekanismen som ligger till grund för dess hämmande effekt i bröstcancer. Våra 
resultat gav dels vidare stöd för en bröstcancerhämmande effekt hos SUSD4, men 
vi lyckades också identifiera en funktion som proteinet har i bröstcancerceller. Vi 
fann att SUSD4 främjar en process som kallas autofagi, vilket kan ses som en typ 
av självkannibalism där cellen äter delar av sig själv. Autofagi är en viktig 
cellfunktion då det dels utför en typ av underhållningsarbete, men det kan också 
spela en skyddande roll och göra det möjligt för celler att uthärda stressfyllda 
förhållanden. Autofagi har ett komplext förhållande till cancer eftersom det både 
kan motverka bildandet av cancerceller och gynna redan etablerade cancerceller. 
Autofagi kan även fungera som ett skydd mot olika cancerbehandlingar. Det faktum 
att SUSD4 främjar autofagi kan därför ha klinisk betydelse vid behandlingen av 
bröstcancer. Vidare så är närvaron av SUSD4 i bröstcancer kopplat till en mer 
positiv prognos för patienter. Därmed kan det eventuellt finnas ett värde i att 
använda SUSD4 som en indikation på patienters prognos.  

Vad gäller CD59 så har arbetet fokuserat på dess nya roll som har betydelse för typ 
2 diabetes. Hundratals miljoner människor världen över har typ 2 diabetes och det 
utgör ett globalt samhälleligt problem. Typ 2 diabetes kretsar kring hormonet insulin 
vilket stimulerar kroppens vävnader att ta upp socker från blodet. Insulin produceras 
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och utsöndras i blodet av så kallade b-celler i bukspottskörteln. b-cellerna sitter i 
cellkluster som kallas för Langerhanska öar och som finns utspridda i 
bukspottskörteln. Typ 2 diabetes kännetecknas av en oförmåga att reglera 
blodsockernivån i kroppen, vilket delvis beror på defekt insulinutsöndring. Nyligen 
fann man att CD59 spelar en viktig roll i utsöndringen av insulin, men eftersom 
CD59 normalt sett sitter på cellernas yta så var det oklart hur det får tillgång till det 
maskineri som styr insulinutsöndringen. Här så lyckades vi identifiera varianter av 
CD59 i både människor och möss som finns inuti cellerna. Dessa varianter finns 
närvarande i b-celler och visade sig spela en viktig roll i utsöndringen av insulin. 
Vidare så fann vi att Langerhanska öar från individer med typ 2 diabetes har lägre 
nivåer av dessa varianterna än Langerhanska öar från friska individer. Nivån av en 
av dessa varianterna minskade även i Langerhanska öar som utsatts för en förhöjd 
sockerkoncentration. Våra resultat indikerar därmed på en potentiell koppling 
mellan CD59 varianterna och sjukdomsförloppet i typ 2 diabetes.  

Även om flertalet läkemedelsbehandlingar finns tillgängliga för typ 2 diabetiker så 
finns det ett behov för nya och mer effektiva alternativ. För att utveckla nya och 
bättre läkemedel behövs en ökad förståelse för olika processer i b-celler. Här har vi 
identifierat nya proteiner som är involverade i insulinutsöndringsprocessen vilket 
har lett till en ökad förståelse för en väsentlig mekanism i b-celler. En ökad 
förståelse kring den funktion som CD59 och dess varianter har i b-celler kan 
eventuellt öppna upp för nya behandlingsmöjligheter för typ 2 diabetes. 
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