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Populärvetenskaplig sammanfattning på svenska

Partiella differentialekvationer används i stor utsträckning inom naturvetenskap för
att beskriva system som är annorlunda i olika delar av rum och tid. En lösning till en
partiell differentialekvation är alltså en funktion som beror på en eller flera rumsva-
riabler och möjligen en tidsvariabel. Några exempel är värmefördelning i ett hus vid
jämviktsläge, vätskeflöde genom ett rör, spridning av luftföroreningar i atmosfären,
och värmespridning under en industriell process, exempelvis varmvalsning.

De flesta partiella differentialekvationer går inte att lösa för hand. Vi måste istäl-
let uppskatta lösningar, men detta är ett väldigt beräkningstungt arbete och måste
i många fall utföras på stora datorkluster. Sådana kluster använder sig av många be-
räkningsenheter för att utföra arbetet vilket kräver att beräkningsenheterna kan sam-
arbeta effektivt.

I denna avhandling undersöks en metod som kallas områdesuppdelning. Vi delar upp
vårt rum i flera mindre delområden där varje delområde ger upphov till ett mindre
problem som kan lösas av en beräkningsenhet. Dessa problem är tyvärr inte oberoende
av varandra så därför måste enheterna kommunicera sinsemellan. Denna kommuni-
kation kan ske med olika typer av randvillkor, d.v.s. villkor som tillämpas på randen,
eller gränsen, av varje delområde.

Det är viktigt att numeriska metoder är pålitliga. Helst vill man veta innan man an-
vänder metoden ifall den kommer konvergera, d.v.s., ifall metoden kommer ge en
bättre uppskattning till lösningen på problemet desto mer arbete vi utför. Trots att
områdesuppdelande metoder har studerats länge finns dessa teoretiska resultat inte
för vissa ekvationer, bl.a. för ickelinjära och tidsberoende ekvationer.

Målet med denna avhandling är därför först att utveckla ett generellt ramverk för
att analysera områdesuppdelande metoder för ickelinjära och tidsberoende partiella
differentialekvationer. Detta ramverk används sedan för att bevisa konvergens av flera
områdesuppdelande metoder tillämpade på ickelinjära och tidsberoende ekvationer.
De teoretiska resultaten stödjs av numeriska resultat som visar exempel på hur denna
konvergens ser ut när metoderna implementeras.
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Chapter 1

Introduction

Partial differential equations are frequently used in natural sciences to describe various
systems that differs in time and space. In this thesis we consider nonlinear elliptic and
parabolic equations. These are large classes of partial differential equations that are
applicable inmany situations. Elliptic equation typically describe systems in equilibria
and parabolic equations describe systems that evolve in time.

Numerically approximating solutions to partial differential equations requires an enor-
mous amount of computations. Typically these computations are performed on dis-
tributed hardware. That is, hardware with multiple processors, each with their own
memory. To take advantage of this we must construct numerical methods that can be
run in parallel. Although there are many techniques for this, one of the most promi-
nent ones is to employ a domain decomposition method. The domain is decomposed
into several smaller subdomains, resulting in several smaller systems of equations.
These smaller problems are dependent on each other through interface conditions
and therefore an iteration is required in order to get a solution that also satisfies the
interface conditions.

The first domain decomposition method was introduced as an analytical tool in [96]
in order to show existence of solutions to the Poisson problem in more complicated
domains than what was known at the time. The method proposed there is known as
the alternating Schwarz method and it was suggested as a numerical method almost
a hundred years later [88]. It was generalized in [77, 78, 79] with a complete conver-
gence proof. Since then, many different domain decomposition methods have been
suggested, see [91, 106] for an overview. A more recent development has been to apply
the same idea to parabolic equations as well, see [43, Chapter 3] for an overview of
this.
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Domain decompositionmethods are typically divided into two types. First, the nonover-
lapping methods, sometimes referred to as iterative substructuring methods. These
rely on decompositions that do not overlap and therefore the subdomains share an
interface over which information is iteratively transferred. Second, the overlapping
methods where each subdomain has an interface in the interior of other subdomains.
In this thesis, we will only treat nonoverlapping domain decomposition methods.

In order to use the methods reliably, it is important to know that the method con-
verges. It is also important to know what properties the convergence has, e.g., what
method parameter choice is optimal or if it is affected by the discretization. There are
two main approaches to analyzing this convergence. The first approach is to discretize
the equation using a finite element method and then analyze the resulting matrices,
see, e.g., [106]. One would then like to characterize how the convergence rate depends
on the discretization parameter. It is, of course, preferable to have convergence rates
that are independent of this. The second approach is to analyze the method on a con-
tinuous level, see, e.g., [91], which is the main approach taken in this thesis. That is,
we analyze how the iteration behaves when applied to a partial differential equation.
In many cases, once the continuous result has been established, the discrete results
follow directly as a special case. This means that we can analyze both the continuous
equation and the discrete method within the same framework.

The analysis of domain decomposition applied to linear elliptic equations have been
studied for a long time and is well understood, see [91] for the nonoverlapping case
and [106] for the overlapping case. For overlapping domain decompositions applied
to nonlinear elliptic equations there are general convergence results, even in the con-
tinuous formulation [34, 78, 101, 102]. However, for the nonoverlapping methods
such results are few with the exceptions [8, 9, 17], but these are restricted to one-
dimensional domains and specific method parameter choices. Moreover, for parabolic
equations the convergence of many methods have been studied on rectangular do-
mains [44, 46, 47, 50, 72, 73], but for more general domains, less has been shown.
A few exceptions that deal with general domains in Rd, d = 1, 2, 3, can be found
in [48, 55], but these use a type of analysis that is specific to the method studied and
which is therefore difficult to generalize to other methods.

The goal of this thesis is thus to construct a general framework that can be used to
analyze nonoverlapping domain decomposition methods applied to linear and non-
linear elliptic and parabolic equations. We use this framework to analyze several do-
main decomposition methods, with starting point in the three standard methods,
namely, the Dirichlet–Neumann, Neumann–Neumann and Robin–Robin methods.
The framework is then used to design several new efficient methods for both elliptic
and parabolic equations. We strive to also show convergence for the discrete case with
convergence rates that do not depend on the discretization. Moreover, we demon-
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strate our convergence results with numerical results and compare the convergence of
the methods.

The thesis is organized as follows. In Chapter 2 we discuss the underlying theory
and notation that will be used in the thesis. We then recall the theory of nonoverlap-
ping domain decomposition methods applied to linear elliptic equations in Chapter 3.
Most of these results are taken from the literature, but we have made a few minor gen-
eralizations. This chapter is concluded by giving some numerical results that will be
used for comparison in later chapters. In Chapter 4 we give our generalization of the
linear elliptic theory to nonlinear elliptic equations, which is based on Papers I-III.
We show that most of our methods have mesh independent convergence rates when
applied to discrete equations and conclude with numerical results that verify our the-
oretical findings. In Chapter 5 we continue the generalization to parabolic equations,
which is based on Papers IV and V. We begin by considering a linear equation and
discuss the difficulties that arise when treating parabolic equations. We then consider
a linear initial value problem and show how the analysis must be adapted for this case.
Finally, we make the full generalization to nonlinear parabolic problems. We show
how this framework can be used in the discrete context as well and provide numeri-
cal results for the studied methods applied to linear parabolic equations. Finally, we
discuss future work in Chapter 6.
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Chapter 2

Preliminaries

2.1 Banach spaces and operators

All analysis in this thesis is performed in Banach or Hilbert spaces using functional
analysis. For an introduction to linear functional analysis we refer to [70] and for
nonlinear functional analysis we refer to [93, 113]. We mainly consider four differ-
ent frameworks based on four abstract results on bijectivity. These are the Lax–
Milgram lemma, the Banach–Nečas–Babuška theorem, Zarantello’s theorem, and the
Browder–Minty theorem.

For a Banach spaceX , we denote the dual byX∗ and the dual pairing by 〈·, ·〉X∗×X ,
or simply by 〈·, ·〉 if the spaces are obvious from the context. A linear operator A :
X → X∗ is said to be coercive if there exists a constant c > 0 such that

〈Ax, x〉 ≥ c‖x‖2X for all x ∈ X.

For a proof of the following, see [70, Chapter 6, Theorem 6].

Theorem 2.1.1 (Lax–Milgram). LetX be a Hilbert space andA : X → X∗ be a linear
operator. Suppose that A is bounded and coercive. Then A is bijective.

Remark 2.1.1. The Lax–Milgram lemma is typically stated for a bilinear form a : X ×
X → R. This formulation is equivalent since we can define A : X → X∗ by

〈Ax, y〉 = a(x, y).

It can be verified that A is bounded and coercive if and only if a is bounded and coercive,
i.e.,

|a(x, y)| ≤ C‖x‖X‖y‖X for all x, y ∈ X and

a(x, x) ≥ c‖x‖2X for all x ∈ X,
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respectively. When analyzing nonlinear equations the notation is simpler using A than a
and therefore, in order to be consistent, we will use this notation in the linear case as well.

The linear operator A : X → X∗ is said to be symmetric if

〈Ax, y〉 = 〈Ay, x〉 for all x, y ∈ X.

For two Hilbert spaces X,Y , and an operator A : X → Y , we define the adjoint
operator A∗ : Y ∗ → X∗ by

〈A∗y, x〉X∗×X = 〈y,Ax〉Y ∗×Y , for x ∈ X, y ∈ Y ∗.

In cases whenA is not coercive, but satisfies a weaker condition, known as the inf-sup
condition, one can still show bijectivity. This is the Banach–Nečas–Babuška theorem
and it gives an equivalent characterization of bijective linear operators. For the proof
we refer to [37, Corollary A.45].

Theorem 2.1.2 (Banach–Nečas–Babuška). Let X and Y be Hilbert spaces and A :
X → Y ∗ be a bounded linear operator. Then A is bijective if and only if A∗ is injective
and there exists a constant c > 0 such that

inf
x∈X

sup
y∈Y

〈Ax, y〉
‖x‖X‖y‖Y

≥ c.

A (nonlinear) operator G : X → Y is Lipschitz continuous on a subset D ⊂ X if
there exists a constant C > 0 such that

‖Gx−Gy‖Y ≤ C‖x− y‖X for all x, y ∈ D.

If D = X we simply say that G is Lipschitz continuous. Moreover, we say that
G : X → X∗ is uniformly monotone if there exists a constant c > 0 such that

〈Gx−Gy, x− y〉 ≥ c‖x− y‖2X for all x, y ∈ X.

We now state Zarantello’s theorem, our first nonlinear generalization of the Lax–
Milgram lemma. This is a generalization since, for a linear operator, Lipschitz con-
tinuity is equivalent to being bounded and uniform monotonicity is equivalent to
coercivity. Zarantello’s theorem also naturally gives a linearly convergent iteration,
which is useful for constructing numerical methods. By linear convergence of a se-
quence {zn}∞n=0 to z ∈ X we mean that there exist constantsC > 0 and 0 ≤ L < 1
such that

‖zn − z‖X ≤ CLn.

Since many of our results are based on generalizing Zarantello’s theorem, we give a
proof here for reference.
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Theorem 2.1.3 (Zarantello). LetX be a Hilbert space andG : X → X∗ be a Lipschitz
continuous and uniformly monotone operator. Then G is bijective.

Furthermore, let z0 ∈ X , χ ∈ X∗, and s0 > 0 be small enough. Then the iteration

zn+1 = zn + s0P
−1(χ−Gzn) (2.1)

converges linearly to the unique z such that Gz = χ. Here, P : X → X∗ : x 7→
(x, ·)X denotes the Riesz isomorphism.

Proof. We will show that the operatorK : X → X∗ defined by

Kx = x+ s0P
−1(χ−Gx)

is a contraction for any χ ∈ X∗ and a small enough s0 > 0. Consider x, y ∈ X .
Then, by the Lipschitz continuity and uniform monotonicity of G, we have

‖Kx−Ky‖2X = ‖x− y − s0P
−1(Gx−Gy)‖2X

= ‖x− y‖2X − 2s0
(
P−1(Gx−Gy), x− y

)
X
+ s20‖P−1(Gx−Gy)‖2X

= ‖x− y‖2X − 2s0〈Gx−Gy, x− y〉+ s20‖P−1(Gx−Gy)‖2X
≤ ‖x− y‖2X − 2s0c‖x− y‖2X + Cs20‖x− y‖2X
= (1− cs0 + Cs20)‖x− y‖2X .

It follows that, if s0 > 0 is small enough, K is a contraction and therefore, by the
Banach fixed point theorem [105, Theorem 2.1], the iteration (2.1) converges linearly
to some z ∈ X such that Kz = z. By the definition of K we then have Gz = χ
and therefore G is bijective since χ ∈ X∗ was arbitrary.

For one of our generalizations of Zarantello’s theorem we will need the Fréchet deriva-
tive of an operator. We say that an operator G : X → Y is Fréchet differentiable at
a point x ∈ X if there exists a linear operator G′(x) : X → Y such that

lim
∥h∥X→0

‖G(x+ h)−G(x)−G′(x)h‖Y
‖h‖X

= 0.

If G is Fréchet differentiable at all points x ∈ D for some subsetD ⊂ X we say that
G is Fréchet differentiable on D with Fréchet derivative G′ : D → B(X,Y ), where
B(X,Y ) is the space of bounded linear operators fromX to Y . For more details on
the Fréchet derivative we refer to [104].

The previous results on bijectivity hold only for Hilbert spaces, but we will also require
a framework for Banach spaces. LetX be a Banach space and consider the (nonlinear)
operator G : X → X∗. We say that G is monotone if

〈Gx−Gy, x− y〉 ≥ 0 for all x, y ∈ X.

7



Linear (Hilbert) Nonlinear (Hilbert) Nonlinear (Banach)
X = Y Lax–Milgram Zarantello Browder–Minty
X 6= Y Banach–Nečas–Babuška - -

Figure 2.1: The four analysis frameworks we employ in this thesis and whether they are
applicable to Bubnov–Galerkin formulations (X = Y ), or more generally to Petrov–
Galerkin formulations (X 6= Y ), in Hilbert or Banach spaces.

Moreover, G is coercive if

lim
∥x∥X→∞

〈Gx, x〉
‖x‖X

= ∞.

Finally, G is demicontinuous if

〈Gxk −Gx, y〉 → 0

as xk → x for all y ∈ X . The proof of the following result can be found in [113, The-
orem 26.A]. Note that this is a generalization of the bijectivity result in Zarantello’s
theorem since Lipschitz continuity implies demicontinuity and uniform monotonic-
ity implies both monotonicity and coercivity.

Theorem 2.1.4 (Browder–Minty). LetX be a reflexive Banach space andG : X → X∗

be a monotone, coercive, and demicontinuous operator. Then G is bijective.

We finish this section by summarizing the four results and their use cases in Figure 2.1.
Notice, in particular, that we have not included a nonlinear version of the inf-sup
condition. In fact, we are unaware of any such result at all.

2.2 Sobolev spaces

In this section we introduce the Sobolev spaces that will be used for the thesis. For an
introduction to Sobolev spaces we refer to [38, Chapter 5] and [65, Chapter 5]. We let
1 < p <∞, denote byU ⊂ Rd any open set, and define the Sobolev spaceW 1,p(U)
in the usual manner, see [65, Chapter 5]. For u ∈W 1,p(U) we define the seminorm
and norm as

|u|W 1,p(U) = ‖∇u‖Lp(R)d and

‖u‖p
W 1,p(U)

= |u|p
W 1,p(U)

+ ‖u‖pLp(U),

8



respectively. We will frequently work with fractional Sobolev space with differentia-
bility 0 < s < 1 on a Lipschitz manifold, typically a subset of the boundary of a
domain, or in the case of time-dependent equations, R or R+. For a proper treat-
ment of Lipschitz manifolds and, in particular how to define integrals and Lp-spaces
on these, see [23, 89]. For a proper definition of Lipschitz domains, see [65, Section
6.2]. For a Lipschitz manifold M of dimension k and 0 < s < 1 we define the
fractional Sobolev spaceW s,p(M) as

W s,p(M) = {u ∈ Lp(M) : |u|W s,p(M) <∞},

‖u‖W s,p(M) =
(
‖u‖pLp(M) + |u|pW s,p(M)

)1/p
, and

|u|pW s,p(M) =

∫
M

∫
M

|u(x)− u(y)|p

|x− y|k+sp
dsx dsy.

To keep the notation in this section simple we also writeW 0,p(M) = Lp(M). The
spaces W s,p(M) are reflexive and separable Banach spaces. This follows from [65,
Theorem 6.8.4] in the case when M is a Lipschitz domain and from [65, p. 332]
when M is the boundary of a Lipschitz domain. A similar argument shows that it
holds for a general Lipschitz manifold M. In the case p = 2 and 0 ≤ s ≤ 1,
W s,p(M) is a Hilbert space and we write Hs(M) = W s,2(M). For M = R and
p = 2, we will use the equivalent definition

Hs(R) = {v ∈ L2(R) : (1 + (·)2)s/2Fv ∈ L2
C(R)} with

‖v‖Hs(R) = ‖(1 + (·)2)s/2Fv‖L2
C(R)

,

see [103, Lemma 16.3] for a proof of equivalence. Here, F : L2(R) → L2
C(R)

denotes the Fourier transform and L2
C(R) is the space of complex valued functions

on R that are square integrable. On this space we can define the fractional derivatives
∂
1/2
± : H1/2(R) → L2(R) by

∂
1/2
± = F−1M±F

with M+u(ξ) =
√
iξu(ξ) and M−u(ξ) =

√
iξu(ξ). We will also make frequent

use of the Hilbert transform. Formally, the Hilbert transform of a function u is

Hu(t) = lim
ϵ→0+

1

π

∫
|τ |≥ϵ

1

τ
u(t− τ) dτ.

However, we will use the definition

Hu = F−1MsgnFu, Msgn : u 7→ −isgn(·)u,
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from which it is easy to see that H : Hs(R) → Hs(R) is an isomorphism for
0 ≤ s ≤ 1. For properties of the Hilbert transform we refer to [60]. In particular,
the equivalence of the definitions is proven in [60, Chapter 5.2]. For our purposes
we will require the following formulas, which are easy to verify using the Plancherel
theorem

∂
1/2
+ = −∂1/2− H, HH = −I,

and
(∂tu, v)L2(R) = (∂

1/2
+ u, ∂

1/2
− v)L2(R) = −(∂

1/2
− u, ∂

1/2
+ v)L2(R)

= −(u, ∂tv)L2(R).
(2.2)

We now state the trace theorem, which classifies the boundary regularity of a function
in a Sobolev space. For the proof we refer to [65, Theorems 6.8.13 and 6.9.2].

Lemma 2.2.1. Let U be a bounded Lipschitz domain. Then there exists a bounded linear
operator T :W 1,p(U) →W 1−1/p,p(∂U) such that Tu = u|∂U for all u ∈ C∞(Ū).
Moreover, there exists a bounded linear operator R : W 1−1/p,p(∂U) → W 1,p(U) that
is a right inverse to T .

We denote byW 1,p
0 (U) the closure ofC∞

0 (U) inW 1,p(U). This is a closed subspace
ofW 1,p(U) and can be identified as

W 1,p
0 (U) = {u ∈W 1,p(U) : Tu = 0}, (2.3)

see [65, Theorem 6.6.4] for the proof.

We now consider a submanifold N ⊂ M and the extension by zero operator E :
Lp(N ) → Lp(M). We define the Lions–Magenes space as

W s,p
00 (N ) = {u ∈ Lp(N ) : Eu ∈W s,p(M)},

‖u‖W s,p
00 (N ) = ‖Eu‖W s,p(M).

This defines a reflexive and separable Banach space, see the proof of [Paper III, Lemma
4.1]. Note that we leave out the dependence onM in the notation. In fact, it can be
shown that the space does not depend on M, see [61, Theorem B.3] for p = 2. We
conjecture that this result holds for p > 2 as well and for the sake of notation this is
assumed to hold in the thesis. As shown in Paper III the analysis is not dependent on
whether this conjecture is true or not.

2.3 Sobolev–Bochner spaces

For an introduction to Bochner and Sobolev–Bochner spaces we refer to [58, Chapter
2.5.d]. In this thesis we only use Sobolev–Bochner spaces that are Hilbert spaces. In
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this case, they are equivalent to Hilbert tensor spaces, see [108, Chapter 3.4]. For a
Hilbert space X and an interval I = R or I = R+ we denote the Bochner space by
L2(I,X), see [58, Chapter 1.2.b] for a definition. We let⊗ denote the algebraic tensor
product and ⊗̃ the tensor product, see [108, Chapter 3.4]. We define the Sobolev–
Bochner spaces through the Hilbert tensor spaces, e.g., Hs(I,X) = Hs(I) ⊗̃X .
The Lions–Magenes space and other subsets of the Bochner space are defined similarly.

The following lemma is essential since it allows us to extend results on the spatial
domain to the space-time domain. The proof can be found in [5, Section 12.4.1].

Lemma 2.3.1. Let X1, X2, Y1, and Y2 be separable Hilbert spaces and consider the
bounded linear operators P1 : X1 → Y1 and P2 : X2 → Y2. There exists a bounded
linear operator P1 ⊗̃P2 : X1 ⊗̃X2 → Y1 ⊗̃Y2 such that(

P1 ⊗̃P2

)
(x1 ⊗ x2) = P1x1 ⊗ P2x2 for all x1 ∈ X1, x2 ∈ X2.

In particular, using X1 = Y1 = L2(I), X2 = H1(U), and Y2 = H1/2(∂U)
together with the operatorsP1 = I andP2 the trace operator as defined in Section 2.2,
this gives the space time extension of the trace operator

T : L2
(
I,H1(U)

)
→ L2

(
I,H1/2(∂U)

)
.

When treating parabolic equations we will primarily work in an intersection space of
the form

H1/2
(
R, L2(U)

)
∩ L2

(
R,H1(U)

)
.

On this space, the trace operator defines a bounded operator

T : H1/2
(
R, L2(U)

)
∩ L2

(
R,H1(U)

)
→ H1/4

(
R, L2(∂U)

)
∩ L2

(
R,H1/2(∂U)

)
,

(2.4)

and there exists a bounded linear right inverse

R : H1/4
(
R, L2(∂U)

)
∩ L2

(
R,H1/2(∂U)

)
→ H1/2

(
R, L2(U)

)
∩ L2

(
R,H1(U)

)
,

(2.5)

see [24, Lemma 2.4 & Theorem 2.9]. From Lemma 2.3.1 it also follows that H :
Hs(R, X) → Hs(R, X) defines an isomorphism and arguing as in [Paper IV,
Lemma 4.6] shows that this holds for

H : H1/2
(
R, L2(U)

)
∩ L2

(
R,H1(U)

)
→ H1/2

(
R, L2(U)

)
∩ L2

(
R,H1(U)

)
and

H : H1/4
(
R, L2(N )

)
∩ L2

(
R,H1/2

00 (N )
)

→ H1/4
(
R, L2(N )

)
∩ L2

(
R,H1/2

00 (N )
)
.

Other operators, such as ∇, ∂t, and ∂1/2± can be extended analogously.
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2.4 Geometry of domain decomposition methods

In this section we introduce the notation, terminology, and assumptions used for
our spatial domain decomposition. We will denote the spatial dimension by d =
1, 2, . . . and consider the spatial domain Ω ⊂ Rd. In this thesis, we will consider
nonoverlapping domain decompositions with two subdomains Ω1 and Ω2 together
with an interface Γ. That is, we have the following identities:

Ω̄1 ∪ Ω̄2 = Ω̄, Ω1 ∩ Ω2 = ∅ and Γ = (∂Ω1 ∩ ∂Ω2) \ ∂Ω.

For examples of such decomposition, see Figures 2.2a and 2.2b. It is not strictly nec-
essary that the subdomains Ωi, i = 1, 2 are connected. In fact, we can also consider
subdomains of the form

Ωi =

Ni⋃
ℓ=1

Ωiℓ, Ni ∈ N, i = 1, 2,

where each Ωiℓ is connected, e.g., Figure 2.2c. These decompositions are important
for parallelization since the equation on Ωi can then be divided intoNi independent
equations onΩiℓ, ` = 1, . . . , Ni. We do not, however, consider decompositions with
crosspoints, i.e., points where two parts of Γ intersect, as in Figure 2.2d. These lead
to more complex variational formulations with different test and trial spaces, see, e.g.,
[Paper I, Remark 6.5].

Throughout the thesis we will always assume that our domains are Lipschitz.

Assumption 2.4.1. The domains Ω and Ωi, i = 1, 2, are bounded and Lipschitz. Fur-
thermore the sets Γ and ∂Ωi, i = 1, 2, are (d− 1)-dimensional Lipschitz manifolds.

Under this assumption we can define the outwards-pointing unit normals restricted to
the interface ν1 and ν2 of Ω1 and Ω2, respectively. The normals satisfy νi ∈ L∞(Γ),
see [65, Section 6.10.1].

For equations that are only monotone in seminorm, we also need to assume that
each subdomain intersects the exterior boundary. This allows us to use the Poincaré
inequality to achieve monotonicity in norm. Note that this assumption excludes de-
compositions of the form Figure 2.2b.

Assumption 2.4.2. The domains Ω,Ωi, i = 1, 2, are bounded and Lipschitz. Further-
more the sets Γ, ∂Ωi, and ∂Ω \ ∂Ωi, i = 1, 2, are (non-empty) (d − 1)-dimensional
Lipschitz manifolds.
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Γ

(a)

Γ

(b)

Γ Γ Γ Γ

(c) (d)

Figure 2.2: Examples of decompositions of Ω: (a) two subdomains with two intersec-
tion points; (b) two subdomains without intersection points; (c) multiple subdomains
without crosspoints; (d) multiple subdomains with crosspoints.

We recall Poincaré’s inequality. Under Assumption 2.4.2 there exists a constant Cp

such that
‖u‖pLp(Ωi)

≤ Cp|u|pW 1,p(Ωi)
(2.6)

for all u ∈ {u ∈W 1,p(Ωi) : (T∂Ωi
v)|∂Ωi\Γ = 0}.

In this thesis we will make use of the following three domain decompositions.

Decomposition 2.4.1. Consider the domain Ω = (0, 1) ⊂ R together with the subdo-
mains Ω1 = (0, 1/2) and Ω2 = (1/2, 1).

Decomposition 2.4.2. Consider the domain Ω = (0, 1) × (0, 1) ⊂ R2 together with
the subdomains Ω1 = (0, 1/2) × (0, 1) and Ω2 = (1/2, 1) × (0, 1). The domain is
illustrated in Figure 2.3.

Decomposition 2.4.3. Consider the domain Ω = (0, 3) × (0, 2) ⊂ R2 together with
the subdomains as described in Figure 2.4.

13



Γ Γ

Figure 2.3: The domain decomposition used in Decomposition 2.4.2 (left) and the
mesh used for discretization (right).

Γ
Γ

Figure 2.4: The domain decomposition used in Decomposition 2.4.3 (left) and the
mesh used for discretization (right).
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Chapter 3

Domain decomposition for linear
elliptic equations

3.1 Introduction to the analysis of nonoverlapping domain de-
composition methods

For a comprehensive introduction to linear elliptic partial differential equations we
refer to [38, Chapter 6] and [51, 75]. In this chapter we will, for simplicity, only
consider the Poisson equation {

−∆u = f in Ω,

u = 0 on ∂Ω.
(3.1)

The theory of nonoverlapping domain decomposition methods for linear equations is
well understood and a comprehensive introduction can be found in [33, 91, 106, 109].
The aim of this section is to explain the general idea of the analysis. This will be done
formally without introducing the weak formulations that are necessary to make the
theory rigorous.

The first step towards an analysis is to show that the equation is equivalent to a trans-
mission problem. For a function u defined on Ω we define ui = u|Ωi

. Conversely,
for two functions (u1, u2) defined on (Ω1,Ω2) we can define the “glued” function
u = {u1 on Ω1; u2 on Ω2}. Similarly, we introduce fi = f |Ωi

. With this notation,
the equation (3.1) can be reformulated as an equivalent transmission problem, which
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is 
−∆ui = fi in Ωi,

ui = 0 on ∂Ωi \ Γ, for i = 1, 2,

u1 = u2 on Γ,

∇u1 · ν1 = −∇u2 · ν2 on Γ.

(3.2)

The first equation states that our subdomain solutions ui satisfy the equation on the
interior of the subdomainsΩi and the second equation ensures that ui satisfy the exte-
rior boundary condition. The third equation, or the first transmission condition, says
that the solution is continuous across the interface and guarantees that the glued so-
lution is sufficiently smooth. Finally, the fourth equation, or the second transmission
condition, makes sure that the normal derivatives agree on the interface. This condi-
tion ensures that the glued solution satisfies the original equation and the condition
will therefore typically depend on the type of equation studied.

In order to reduce the transmission problem to a problem on the interface Γ we first
consider the nonhomogeneous equations

−∆ui = g in Ωi,

ui = 0 on ∂Ωi \ Γ,
ui = η on Γ.

(3.3)

We introduce the linear solution operators Fi : η 7→ ui that solve (3.3) with g = 0
and Gi : g 7→ ui that solve (3.3) with η = 0. With this notation, the transmission
problem (3.2) can be written as only one equation

∇(F1η +G1f1) · ν1 = −∇(F2η +G2f2) · ν2 on Γ, (3.4)

which we call the Steklov–Poincaré equation. The equivalence is given by the identity

ui = Fiη +Gifi i = 1, 2.

Notice that the first three conditions of (3.2) are all guaranteed to be satisfied by the
definitions of the operators Fi and Gi. The fourth equation of (3.2) is exactly (3.4).
If we introduce the notation

Si : η 7→ ∇Fiη · νi,
χi = −∇Gifi · νi
S = S1 + S2, and
χ = χ1 + χ2

then the Steklov–Poincaré equation can be written as

Sη = χ on Γ. (3.5)
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Ω Ωi Γ

DE ⇐⇒ TP ⇐⇒ SP
approx. ↓ ↓ approx.

DD ⇐⇒ II

Figure 3.1: The basic idea for the analysis of a nonoverlapping domain decomposition
method. The graph shows the connection between the differential equation (DE),
the transmission problem (TP), the Steklov–Poincaré equation (SP), the domain de-
composition method (DD), and the interface iteration (II).

The operators Si, S are the Steklov–Poincaré operators. They are sometimes referred
to as Dirichlet-to-Neumann operators, since they map Dirichlet data to Neumann
data.

The reduction from the equation onΩ to the Steklov–Poincaré equation on Γ is sum-
marized in the top row of Figure 3.1. The idea is now to approximate the solution to
the transmission problem with a domain decomposition method and show that this
is equivalent to approximating the solution to the Steklov–Poincaré equation with an
interface iteration, see the bottom row of Figure 3.1.

Thus, a domain decomposition method approximates (u1, u2) = (u|Ω1
, u|Ω2

) by
an iteration (un1 , u

n
2 ). The domain decomposition methods that we study here are

the Dirichlet–Neumann, Neumann–Neumann, and Robin–Robin methods. The
Dirichlet–Neumann method is one of the simplest convergent nonoverlapping do-
main decomposition methods that one can come up with and consists of alternating
between a Dirichlet and a Neumann problem, corresponding to the first and second
transmission conditions, respectively. The method has been extensively studied when
applied to linear elliptic equations, see e.g. [11, 13, 41, 84, 85]. For a fixed method
parameter s0 > 0 and an initial guess η0, the Dirichlet–Neumann method consists
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of finding (un1 , un2 , ηn) such that

−∆un1 = f1 in Ω1,

un1 = 0 on ∂Ω1 \ Γ,
un1 = ηn−1 on Γ,

−∆un2 = f2 in Ω2,

un2 = 0 on ∂Ω2 \ Γ,
∇un2 · ν2 = ∇un1 · ν2 on Γ,

ηn = s0 u
n
2 |Γ + (1− s0)η

n−1 on Γ

for n = 1, 2, . . .

Another common method is the Neumann–Neumann method, which was first in-
troduced in [12]. For two fixed method parameters s1, s2 > 0 and an initial guess
η0, the method consists of finding (un1 , un2 , wn

1 , w
n
2 , η

n) such that

−∆uni = fi in Ωi,

uni = 0 on ∂Ωi \ Γ,
uni = ηn−1 on Γ, for i = 1, 2,

−∆wn
i = 0 in Ωi,

wn
i = 0 on ∂Ωi \ Γ,

∇wn
i · ν1 = ∇un1 · ν1 −∇un2 · ν1 on Γ, for i = 1, 2,

ηn = ηn−1 − (s1 w
n
1 |Γ − s2 w

n
2 |Γ) on Γ

for n = 1, 2, . . .

Finally, we consider the Robin–Robin method. For a fixed method parameter s3 > 0
and an initial guess u02, it consists of finding (un1 , un2 ) such that

−∆un1 = f1 in Ω1,

un1 = 0 on ∂Ω1 \ Γ,
∇un1 · ν1 + s3u

n
1 = ∇un−1

2 · ν1 + s3u
n−1
2 on Γ,

−∆un2 = f2 in Ω2,

un2 = 0 on ∂Ω2 \ Γ,
∇un2 · ν2 + s3u

n
2 = ∇un1 · ν2 + s3u

n
1 on Γ.

(3.6)

for n = 1, 2, . . . Notice, in particular, that, since ν2 = −ν1, the two boundary
conditions in (3.6) are two different linear combinations of the two transmission
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conditions in (3.2). The Robin–Robin method was first introduced in [79] with
a proof of convergence and has since been studied extensively [81, 110]. We note
that the Robin–Robin method corresponds to the zeroth order optimized Schwarz
method [42, 45, 82, 83, 111]. More modifications and generalizations of the Robin–
Robin method can be found in [8, 20, 52]. The method has also been studied in the
context of the Helmholtz equation [29, 49].

Each of these methods corresponds to an interface iteration. For the Dirichlet–
Neumann, Neumann–Neumann, and Robin–Robin methods these are

ηn+1 = ηn + s0S
−1
2 (χ− Sηn),

ηn+1 = ηn + (s1S
−1
1 + s2S

−1
2 )(χ− Sηn), and

ηn+1 = (s3I + S2)
−1
(
(s3I − S1)(s3I + S1)

−1
(
(s3I − S2)η

n + χ
)
+ χ

)
,

respectively. Thus, in order to prove convergence of the methods, it is sufficient to
prove convergence of the corresponding interface iteration.

3.2 Steklov–Poincaré theory for the Poisson equation

Since the interface iterations involve the Steklov–Poincaré operators, we begin our
convergence analysis by studying the properties of these operators. In this section
we will show how to define the Steklov–Poincaré operators rigorously and state their
main properties, namely that they are bounded, coercive, and symmetric. This section
follows closely the analysis provided in [91]. We recall the Sobolev spaces defined
in Section 2.2 and introduce the spaces

V = H1
0 (Ω), V 0

i = H1
0 (Ωi), Vi = {v ∈ H1(Ωi) : (T∂Ωi

v)|∂Ωi\Γ = 0},

and Λ = H
1/2
00 (Γ) = {µ ∈ L2(Γ) : Eiµ ∈ H1/2(∂Ωi)},

where Ei : L2(Γ) → L2(∂Ωi) denotes the extension by zero. As we stated in
Lemma 2.2.1, the trace operator is a bounded operator T∂Ωi

: H1(Ωi) → H1/2(∂Ωi)
and has a bounded linear right inverse R∂Ωi

: H1/2(∂Ωi) → H1(Ωi). Since we are
only interested in the boundary values on Γ we introduce the interface trace operator
and corresponding right inverse by

Ti : Vi → Λ : v 7→ T∂Ωi
v|Γ , Ri : Λ → Vi : µ 7→ R∂Ωi

Eiµ,

respectively.

We define the operators A : V → V ∗ and Ai : Vi → V ∗
i by

〈Au, v〉 =
∫
Ω
∇u · ∇v dx and 〈Aiui, vi〉 =

∫
Ωi

∇ui · ∇vi dx,
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respectively. The weak formulation of (3.1) is to find u ∈ V such that

〈Au, v〉 = 〈f, v〉 for all v ∈ V. (3.7)

If Assumption 2.4.2 holds then the operators A and Ai are bounded and coercive.
This follows immediately from the Poincaré inequality (2.6). In particular, according
to Theorem 2.1.1, (3.7) has a unique solution for any f ∈ V ∗.

To define the transmission problem for a general f ∈ V ∗ we assume the following.

Assumption 3.2.1. We have f ∈ V ∗ and there exist fi ∈ V ∗
i such that

〈f, v〉 = 〈f1, v|Ω1
〉+ 〈f2, v|Ω2

〉 for all v ∈ V.

Remark 3.2.1. Most authors assume that f ∈ L2(Ω), e.g., [91]. We are not aware of
any other authors that have extended the theory to f ∈ V ∗. The extension has to be done
carefully, since we can not say that V ∗

i ⊂ (V 0
i )

∗. In order to solve the nonhomogeneous
problem (3.9) we therefore consider g = Kfi, where

K : V ∗
i → (V 0

i )
∗ : fi 7→ fi|V 0

i
.

Notice that the “inclusion” operatorK is well defined, but not injective, and so we do not
claim that V ∗

i ↪→ (V 0
i )

∗. However, to keep the notation simple we write fi for both
fi ∈ V ∗

i andKfi ∈ (V 0
i )

∗.

The weak form of the transmission problem is to find (u1, u2) ∈ V1 × V2 such that
〈Aiui, vi〉 = 〈fi, vi〉 for all vi ∈ V 0

i , i = 1, 2,

T1u1 = T2u2,∑2
i=1〈Aiui, Riµ〉 − 〈fi, Riµ〉 = 0 for all µ ∈ Λ.

(3.8)

The weak equation and the weak transmission problem are equivalent, see [91, Lemma
1.2.1] for a proof. Before defining the Steklov–Poincaré operators, we give a rigorous
definition of the solution operators Fi andGi. Consider the nonhomogeneous prob-
lem of finding ui ∈ Vi such that{

〈Aiui, v〉 = 〈g, v〉 for all v ∈ V 0
i ,

Tiui = η.
(3.9)

We defineFi : Λ → Vi : η 7→ ui as the solution operator corresponding to the choice
g = 0 and Gi : (V 0

i )
∗ → V 0

i : g 7→ ui as the solution operator corresponding
to η = 0. The fact that there exists a unique solution to (3.9) follows by shifting
the problem to a homogeneous problem and then applying Theorem 2.1.1 after the
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boundedness and coercivity of Ai : V
0
i → (V 0

i )
∗ has been established. The Steklov–

Poincaré operators Si : Λ → Λ∗ and corresponding source terms χi ∈ Λ∗ are defined
as

〈Siη, µ〉 = 〈AiFiη,Riµ〉 and 〈χi, µ〉 = 〈fi −AiGifi, Riµ〉.

Remark 3.2.2. The definition of the Steklov–Poincaré operators do not depend on the
choice of extensions Ri. To see this, fix i = 1, 2 and suppose that there are two operators
Ri and R̂i that satisfy TiRi = I and TiR̂i = I , respectively. Then Ti(Riµ−R̂iµ) = 0
for all µ ∈ Λ and thus Riµ− R̂iµ ∈ V 0

i according to (2.3). By the definition of Fi, this
means that

〈AiFiη,Riµ〉 = 〈AiFiη, R̂iµ〉+ 〈AiFiη,Riµ− R̂iµ〉 = 〈AiFiη, R̂iµ〉

and therefore the Steklov–Poincaré operator Si does not depend on the choice of extension.
This is one the most fundamental properties of the operators since it allows us to write

〈Siη, µ〉 = 〈AiFiη, Fiµ〉,

from which we can prove coercivity and symmetry. A similar argument shows that χi,
i = 1, 2, are also independent of the choice of extension operators.

Introducing S = S1 + S2 and χ = χ1 + χ2 the weak formulation of the Steklov–
Poincaré equation is Sη = χ, or equivalently

〈Sη, µ〉 = 〈χ, µ〉 for all µ ∈ Λ. (3.10)

The weak formulations of the Steklov–Poincaré equation (3.10) and the transmission
problem (3.8) are equivalent. The proof follows immediately from the definition of the
Steklov–Poincaré operators. We now summarize the main properties of the Steklov–
Poincaré operators corresponding to the Poisson equation. See [91, Chapter 1.2] for
the proof.

Theorem 3.2.1. Suppose that Assumption 2.4.2 hold. The Steklov–Poincaré operators
Si, S : Λ → Λ∗ are bounded linear operators. Moreover, they are coercive and symmetric.

Remark 3.2.3. To prove coercivity of Si we have used that −∆ is coercive, which follows
by the Poincaré inequality under Assumption 2.4.2. If we instead of −∆ consider the
coercive operator −∆ + I , then Assumption 2.4.1 is sufficient to prove coercivity of the
Steklov–Poincaré operators.

3.3 Discrete Steklov–Poincaré operators

We now briefly discuss discrete Steklov–Poincaré operators. That is, Steklov–Poincaré
operators corresponding to the equation (3.1) after it has been discretized by some
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Galerkin method, e.g., a finite element method. For an introduction to the finite
element method we refer to [22, 100]. Let h > 0 and consider the conforming finite
dimensional subspaces V h ⊂ V , V h

i ⊂ Vi, Λh ⊂ Λ, and V h,0
i = V h

i ∩ V 0
i . We

make the following assumptions on the spaces.

Assumption 3.3.1. The image of the trace operator on V h
i is Λh. Moreover, we have a

linear right inverse Rh
i : Λh → V h

i . The operators Rh
i , h > 0 are bounded indepen-

dently of h. We also have fh ∈ (V h)∗ and there exist fhi ∈ (V h
i )

∗, i = 1, 2, such
that

〈fh, v〉 = 〈fh1 , v|Ω1
〉+ 〈fh2 , v|Ω2

〉 for all v ∈ V h.

This assumption is satisfied if V h, V h
1 , V

h
2 and Λh are finite element spaces that arise

from a regular family of triangulations that is shared between the domain and subdo-
mains [91, Theorem 4.1.3].

Remark 3.3.1. In implementation the discrete extension operatorRh
i is chosen as the exten-

sion by zero on all interior degrees of freedom, but this is not necessarily an h-independent
extension. For the theory Rh

i is instead taken to be the discrete harmonic extension. Like
in the continuous case, all equations are independent of this choice, see Remark 3.2.2, so it
does not matter that we use a different extension in the implementation.

We define the discrete variants Ah and Ah
i of A and Ai as

〈Ahu, v〉 =
∫
Ω
∇u · ∇v dx and

〈Ah
i ui, vi〉 =

∫
Ωi

∇ui · ∇vi dx,

respectively. The discrete equation is then to find uh ∈ V h such that

〈Ahuh, v〉 = 〈fh, v〉 for all v ∈ V h.

As in the continuous case, the discrete equation is equivalent to a discrete transmission
problem, which is given by finding (uh1 , uh2) ∈ V h

1 × V h
2 such that

〈Ah
i u

h
i , vi〉 = 〈fhi , vi〉 for all vi ∈ V h,0

i , i = 1, 2,

T1u1 = T2u2,∑2
i=1〈Ah

i u
h
i , R

h
i µ〉 − 〈fhi , Rh

i µ〉 = 0 for all µ ∈ Λh.

(3.11)

Analogously to the operators Fi and Gi in the continuous case, we introduce the
discrete solution operators F h

i : Λh → V h
i and Gi : (V

h,0
i )∗ → V h

i as the solutions
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uhi to the equations{
〈Ah

i u
h
i , v〉 = 〈gh, v〉 for all v ∈ V h,0

i ,

Tiui = η

with gh = 0 and η = 0, respectively. We can then define discrete Steklov–Poincaré
operators Sh

i : Λh → (Λh)∗ and corresponding source terms χi ∈ (Λh)∗ as

〈Sh
i η, µ〉 = 〈Ah

i F
h
i η,R

h
i µ〉 and 〈χh

i , µ〉 = 〈fhi −Ah
iG

h
i f

h
i , R

h
i µ〉,

respectively. We define Sh = Sh
1 + Sh

2 and χh = χh
1 + χh

2 . The discrete Steklov–
Poincaré equation is to find ηh ∈ Λh such that

〈Shη, µ〉 = 〈χh, µ〉 for all µ ∈ Λh. (3.12)

The main properties of the discrete Steklov–Poincaré operators are stated below.

Theorem 3.3.1. Suppose that Assumptions 2.4.2 and 3.3.1 hold. The discrete Steklov–
Poincaré operators Sh

i , S
h : Λh → (Λh)∗ are bounded linear operators. Moreover, they

are coercive and symmetric. The constants in the boundedness and coercivity conditions
are independent of h > 0.

3.4 Convergence of the Dirichlet–Neumann and
Neumann–Neumann methods

We will now prove convergence of the Dirichlet-Neumann and Neumann–Neumann
methods. We will first state the weak formulations of the methods and then the cor-
responding interface iterations. The convergence will then follow from a slight gen-
eralization of Zarantello’s theorem, stated in Theorem 2.1.3, for the case of a linear
operator G and the properties of the Steklov–Poincaré operators in Theorem 3.2.1.
Finally, we will discuss the discrete variants of the methods and derive their conver-
gence from the properties of the discrete Steklov–Poincaré operators inTheorem 3.3.1.

In its weak formulation, the Dirichlet–Neumann method consists of finding
(un1 , u

n
2 , η

n) ∈ V1 × V2 × Λ such that

〈A1u
n
1 , v1〉 = 〈f1, v1〉 for all v1 ∈ V 0

1 ,

T1u
n
1 = ηn−1,

〈A2u
n
2 , v2〉 = 〈f2, v2〉 for all v2 ∈ V 0

2 ,

〈A2u
n
2 − f2, R2µ〉+ 〈A1u

n
1 − f1, R1µ〉 = 0 for all µ ∈ Λ,

ηn = s0T2u
n
2 + (1− s0)η

n−1

(3.13)
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for n = 1, 2, . . . Similarly the weak formulation of the Neumann–Neumann method
consists of finding (un1 , un2 , wn

1 , w
n
2 , η

n) ∈ V1 × V2 × V1 × V2 × Λ such that

〈Aiu
n
i , vi〉 = 〈fi, vi〉 for all vi ∈ V 0

i ,

Tiu
n
i = ηn−1 for i = 1, 2,

〈A1w
n
1 , v1〉 = 0 for all v1 ∈ V 0

1 ,

〈A1w
n
1 −A1u

n
1 + f1, R1µ〉 = 〈A2u

n
2 − f2, R2µ〉 for all µ ∈ Λ

〈A2w
n
2 , v2〉 = 0 for all v2 ∈ V 0

2 ,

〈A2w
n
2 +A2u

n
2 − f2, R2µ〉 = 〈−A1u

n
1 + f1, R1µ〉 for all µ ∈ Λ,

ηn = ηn−1 − (s1T1w
n
1 − s2T2w

n
2 )

(3.14)

for n = 1, 2, . . .

For theDirichlet–Neumannmethod the interface iteration consists of finding ηn ∈ Λ
such that

〈S2ηn, µ〉 = 〈S2ηn−1, µ〉+ s0〈−Sηn−1 + χ, µ〉 for all µ ∈ Λ. (3.15)

Similarly, the interface iteration of the Neumann–Neumann method is to find
(λn1 , λ

n
2 , η

n) ∈ Λ× Λ× Λ such that{
〈Siλni , µ〉 = 〈−Sηn−1 + χ, µ〉 for all µ ∈ Λ, i = 1, 2,

ηn = ηn−1 + s1λ
n
1 + s2λ

n
2 .

for n = 1, 2, . . .The convergence of the Dirichlet–Neumann method now follows by
a slight generalization of Zarantello’s theorem, Theorem 2.1.3, where P is replaced by
S2. The idea of the proof is to define a new norm ‖µ‖2S2

= 〈S2µ, µ〉 and then show
convergence in the same way as in Theorem 2.1.3. For this to be a norm we of course
require the properties in Theorem 3.2.1. For more details we refer to [91, Theorem
4.2.2]

Theorem 3.4.1. Suppose that Assumptions 2.4.2 and 3.2.1 hold. Let uni be the iterates
of the Dirichlet–Neumann method (3.13) with initial guess η0 ∈ Λ and some parameter
s0 > 0 that is small enough. Moreover, let (u1, u2) denote the solution to the transmission
problem (3.8) and η the solution to the Steklov–Poincaré equation (3.10). Then there exist
constants L < 1 and C > 0 such that

‖uni − ui‖Vi ≤ CLn‖η0 − η‖Λ, i = 1, 2.

The result for the Neumann–Neumann method follows in a similar way, see [91, The-
orem 4.2.5]
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Theorem 3.4.2. Suppose that Assumptions 2.4.2 and 3.2.1 hold. Let uni be the iterates of
the Neumann–Neumann method (3.14) with initial guess η0 ∈ Λ and some parameters
s1, s2 > 0 that are small enough. Moreover, let (u1, u2) denote the solution to the
transmission problem (3.8) and η the solution to the Steklov–Poincaré equation (3.10).
Then there exist constants L < 1 and C > 0 such that

‖uni − ui‖Vi ≤ CLn‖η0 − η‖Λ, i = 1, 2.

Remark 3.4.1. For the Dirichlet–Neumann method, the assumption that S2 is symmetric
can be weakened to

〈S2µ, S−1
2 Sµ〉+ 〈Sµ, µ〉 ≥ c‖µ‖2Λ for all µ ∈ Λ,

which allows us to prove similar results for equations with non-symmetric terms that are
small compared to the symmetric terms, such as advection-diffusion equations with domi-
nant diffusion [91, Chapter 5.1]. For non-symmetric equations with large non-symmetric
terms, such as advection-diffusion equations with dominant advection, one can prove con-
vergence of modified methods [91, Chapter 6.4]. A similar observation also holds for the
Neumann–Neumann method.

The two methods have discrete counterparts, which are given by replacing the spaces
and operators in (3.13) and (3.14) by their discrete counterparts defined in Section 3.3.
The interface iteration of the discrete Dirichlet–Neumann method is then to find
ηn,h ∈ Λh such that

〈Sh
2 η

n,h, µ〉 = 〈Sh
2 η

n−1,h, µ〉+ s0〈−Shηn−1,h + χh, µ〉 for all µ ∈ Λh.

for n = 1, 2, . . . Similarly, the interface iteration of the discrete Neumann–Neumann
method is to find (λn1 , λ

n
2 , η

n,h) ∈ Λh × Λh × Λh such that{
〈Sh

i λ
n
i , µ〉 = 〈−Shηn−1,h + χ, µ〉 for all µ ∈ Λh, i = 1, 2,

ηn,h = ηn−1,h + s1λ
n
1 + s2λ

n
2 .

for n = 1, 2, . . . The fact that the discrete Steklov–Poincaré operators are bounded
and coercive uniformly in h > 0 in Theorem 3.3.1 gives the following convergence
results.

Theorem 3.4.3. Suppose that Assumptions 2.4.2 and 3.3.1 hold. Let un,hi be the iterates
of the discrete Dirichlet–Neumann method with initial guess η0,h ∈ Λh and some pa-
rameter s0 > 0 that is small enough. Moreover, let (uh1 , u

h
2) denote the solution to the

discrete transmission problem (3.11) and ηh the solution to the discrete Steklov–Poincaré
equation (3.12). Then there exists constants L < 1 andC > 0 independent of h such that

‖un,hi − uhi ‖Vi ≤ CLn‖η0,h − ηh‖Λ, i = 1, 2.

A similar result holds for the discrete Neumann–Neumann method.
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3.5 Convergence of the Robin–Robin method

The proof of the Robin–Robin method is typically given without employing the
Steklov–Poincaré theory. Also, an important assumption on the solution of the equa-
tion is often left out. We will therefore give a rigorous proof here using Steklov–
Poincaré operators. The idea of the proof is still the same as the standard proof,
e.g., [91, Chapter 4.5], but the notation differs.

The weak formulation of the Robin–Robin method is to find (un1 , u
n
2 ) ∈ V1 × V2

such that

〈A1u
n
1 , v1〉 = 〈f1, v1〉 for all v1 ∈ V 0

1 ,

〈A1u
n
1 − f1, R1µ〉+ 〈A2u

n−1
2 − f2, R2µ〉

= s3(T2u
n−1
2 − T1u

n
1 , µ)L2(Γ) for all µ ∈ Λ,

〈A2u
n
2 , v2〉 = 〈f2, v2〉 for all v2 ∈ V 0

2 ,

〈A2u
n
2 − f2, R2µ〉+ 〈A1u

n
1 − f1, R1µ〉

= s3(T1u
n
1 − T2u

n
2 , µ)L2(Γ) for all µ ∈ Λ

(3.16)

for n = 1, 2, . . . Moreover, the weak formulation of the interface iteration corre-
sponding to the Robin–Robin method is to find (ηn1 , η

n
2 ) ∈ Λ× Λ such that{

〈(s3J + S1)η
n
1 − χ1, µ〉 = 〈(s3J − S2)η

n−1
2 + χ2, µ〉 for all µ ∈ Λ,

〈(s3J + S2)η
n
2 − χ2, µ〉 = 〈(s3J − S1)η

n
1 + χ1, µ〉 for all µ ∈ Λ.

(3.17)

for n = 1, 2, . . . Here, J denotes the Riesz isomorphism on L2(Γ) defined by

J : L2(Γ) → L2(Γ)∗ : η 7→ (η, ·)L2(Γ). (3.18)

Due to the presence of J we introduce the Steklov–Poincaré operators as unbounded
affine operators on L2(Γ), i.e.,

D(Si) = {µ ∈ Λi : Siµ− χi ∈ L2(Γ)∗} and

Siµ = J−1(Siµ− χi) for µ ∈ D(Si).

The Robin–Robin method is then equivalent to finding (ηn1 , ηn2 ) ∈ D(S1)×D(S2)
such that {

(s3I + S1)η
n
1 = (s3I − S2)η

n−1
2 ,

(s3I + S2)η
n
2 = (s3I − S1)η

n
1

(3.19)

for n = 1, 2, . . . , where I : L2(Γ) → L2(Γ) is the identity operator. This iteration
is known as the Peaceman–Rachford iteration and was first introduced in [90]. Note
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that the connection between the Robin–Robin method and the Peaceman–Rachford
iteration has been observed before [1, 31] and has even been used to show that the
discrete variant of the Robin–Robin method converges [81, 110]. The iteration is well
defined in the sense that each step has a unique solution, see [Paper I, Corollary 8.5].

In order to prove convergence, we require that the solution of the Steklov–Poincaré
equation (3.5) satisfies η ∈ D(Si). We therefore make the following assumption, the
interpretation being that

∇ui · νi ∈ L2(Γ).

Assumption 3.5.1. Let u ∈ V denote the solution to (4.2). Then the functionals

µ 7→ 〈Ai(u|Ωi
)− fi, Riµ〉, i = 1, 2,

are elements in L2(Γ)∗.

Remark 3.5.1. The assumption is weaker than having a strong solution u ∈ H2(Ω),
which holds on convex Lipschitz domains if f ∈ L2(Ω) [53, Theorem 9.1.22]. For in-
stance, the regularity follows if we have u ∈ H3/2+ϵ(Ω) for some ε > 0, since then each
partial derivative ∂ju satisfies ∂ju ∈ H1/2+ϵ(Ω) and therefore∇ui · νi ∈ L2(Γ) since
also νi ∈ L∞(Γ). The regularity u ∈ H3/2+ϵ(Ω) is true on smooth domains [59, Theo-
rem 0.3]. For general Lipschitz domains, u ∈ H3/2(Ω) has been shown if f ∈ L2(Ω),
see [59, Theorem B], but also shown to not necessarily hold if f ∈ V ∗, see [59, Theorem
0.4]. Higher regularity than H3/2 is not always guaranteed even if f is smooth; In [25]
an example is given with a smooth f and a C1 domain Ω such that the solution is not in
H3/2+ϵ(Ω) for any ε > 0. Even though the regularity is not generally true on Lipschitz
domains, the assumption is often left out in the literature.

Theorem 3.5.1. Suppose that Assumptions 2.4.2, 3.2.1 and 3.5.1 hold. Let uni denote the
iterates of the Robin–Robin method (3.16) for some s3 > 0 and η0 ∈ D(S2). Moreover,
let (u1, u2) denote the solution to the transmission problem (3.8). Then

‖uni − ui‖Vi → 0, i = 1, 2,

as n tends to infinity.

Proof. Let η be the solution to the Steklov–Poincaré equation (3.5) and ηn be the
iterates of the Peaceman–Rachford iteration (3.19). The main observation is that we
have the identity

‖ηni − η‖2Λ ≤ (Siη
n
i − Siη, η

n
i − η)L2(Γ)

=
1

4s3

(
‖(s3I + Si)η

n
i − (s3I + Si)η‖2L2(Γ)

− ‖(s3I − Si)η
n
i − (s3I − Si)η‖2L2(Γ)

)
.
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We then apply the conditions (s3I+S1)η
n
1 = (s3I−S2)η

n−1
2 and (s3I+S2)η

n
2 =

(s3I − S1)η
n
1 from (3.19). This yields

‖ηn1 − η‖2Λ + ‖ηn2 − η‖2Λ ≤ (S1η
n
1 − S1η, η

n
1 − η)L2(Γ)

+ (S2η
n
2 − S2η, η

n
2 − η)L2(Γ)

=
1

4s3

(
‖(s3I − S2)η

n−1
2 − (s3I − S2)η‖2L2(Γ)

− ‖(s3I − S1)η
n
1 − (s3I − S1)η‖2L2(Γ)

+ ‖(s3I − S1)η
n
1 − (s3I − S1)η‖2L2(Γ)

− ‖(s3I − S2)η
n
2 − (s3I − S2)η‖2L2(Γ)

)
=

1

4s3

(
‖(s3I − S2)η

n−1
2 − (s3I − S2)η‖2L2(Γ)

− ‖(s3I − S2)η
n
2 − (s3I − S2)η‖2L2(Γ)

)
.

Summing these inequalities yields

N∑
n=1

‖ηn1 − η‖2Λ + ‖ηn2 − η‖2Λ ≤ 1

4s3

(
‖(s3I − S2)η

0
2 − (s3I − S2)η‖2L2(Γ)

− ‖(s3I − S2)η
N
2 − (s3I − S2)η‖2L2(Γ)

)
,

which shows that the sum is bounded. Therefore, the summands satisfy

‖ηn1 − η‖Λ + ‖ηn2 − η‖Λ → 0

as n tends to infinity. The convergence of the Robin–Robinmethod now follows from

uni − ui = Fi(η
n
i − η)

and the fact that Fi is bounded.

The Robin–Robin method does not in general exhibit linear convergence. However,
in certain cases this can be shown to be true. First note that the rate of convergence
can be studied by examining the norms of the operators (s3I − Si)(s3I + Si)

−1,
i = 1, 2, since, if we define µn = (s3I + S2)η

n
2 , we get the equivalent iteration

µn = (s3I − S1)(s3I + S1)
−1(s3I − S2)(s3I + S2)

−1µn−1.
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Hence, if (s3I − Si)(s3I + Si)
−1 for i = 1, 2 are both contractions, we get linear

convergence of (3.19). We therefore consider

sup
η,µ∈L2(Γ)

η ̸=µ

‖(s3I − Si)(s3I + Si)
−1η − (s3I − Si)(s3I + Si)

−1µ‖2L2(Γ)

‖η − µ‖2
L2(Γ)

= sup
ν,λ∈D(Si)

ν ̸=λ

‖(s3I − Si)ν − (s3I − Si)λ‖2L2(Γ)

‖(s3I + Si)ν − (s3I + Si)λ‖2L2(Γ)

= sup
ν,λ∈D(Si)

ν ̸=λ

‖(s3I − J−1Si)(ν − λ)‖2L2(Γ)

‖(s3I + J−1Si)(ν − λ)‖2
L2(Γ)

= sup
ν,λ∈D(Si)

ν≠λ

s23‖ν − λ‖2L2(Γ) − 2s3〈Si(ν − λ), ν − λ〉+ ‖J−1Si(ν − λ)‖2L2(Γ)

s23‖ν − λ‖2
L2(Γ)

+ 2s3〈Si(ν − λ), ν − λ〉+ ‖J−1Si(ν − λ)‖2
L2(Γ)

.

Here we have used the bijective identifications ν = (s3I + Si)
−1η and λ = (s3I +

Si)
−1µ together with the fact that if ν, λ ∈ D(Si) then Si(ν − λ) ∈ L2(Γ)∗. It

follows that, if we can find ε > 0 such that

s23‖ν − λ‖2L2(Γ) − 2s3〈Si(ν − λ), ν − λ〉+ ‖J−1Si(ν − λ)‖2L2(Γ)

≤ (1− ε)(s23‖ν − λ‖2L2(Γ) + 2s3〈Si(ν − λ), ν − λ〉+ ‖J−1Si(ν − λ)‖2L2(Γ)),

we have a linearly convergent method. Rearranging shows that the inequality is equiv-
alent to

ε(s23‖ν−λ‖2L2(Γ)+‖J−1Si(ν−λ)‖2L2(Γ)) ≤ 2s3(2−ε)〈Si(ν−λ), ν−λ〉. (3.20)

This estimate can be used to show linear convergence of the Robin–Robin method in
certain situations. For example, if Ω ⊂ R then Γ is just a point and therefore L2(Γ)
is a finite dimensional space. Thus J−1Si : L

2(Γ) → L2(Γ) is bounded and (3.20)
follows from the coercivity of Si.

Similarly, if we consider the operator (s3I−Si)(s3I+Si)
−1 on the discrete subspace

Λh ⊂ Λ satisfying Assumption 3.3.1, then the same argument shows that the iteration
converges linearly. However, the convergence rate will depend on the space Λh, un-
like for the Dirichlet–Neumann and Neumann–Neumann methods. If Λh is a finite
element space with mesh width h > 0 then the convergence rate will be 1−O(

√
h)

for the optimal parameter s3 = O(h−1), see [52, 81, 110].
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3.6 Numerical results

We now provide some new numerical results for our three domain decomposition
methods applied to the Poisson equation. Although the results here are interesting in
their own right, the aim of this section is not to give comprehensive numerical results
for domain decomposition of linear elliptic equations, but rather to provide some
context for numerical results of nonlinear equations. We only treat decompositions
with two subdomains since, typically, for methods on a decomposition with multiple
subdomains to be scalable, a global coarse problem is required, see, e.g. [106, Chapter
3] for details. Note that there are some exceptions to this, see, e.g., [16].

For all numerical results in this chapter we discretize using piecewise linear finite el-
ements. The resulting linear systems are solved using UMFPACK, a direct solver for
sparse matrices [27]. We do not use any iterative solvers since these would introduce
an extra source of error. In practice, the iterative methods here are often used as
a starting point to construct preconditioners for Krylov subspace methods, see [91,
Chapter 3] for an explanation of this technique and [107, Part IV] for an introduction
to Krylov subspace methods. For simplicity we will not study such iterations here.

We consider two natural ways to compute the error that differ slightly. The first is to
compute the error by comparing directly to the finite element solution on the same
mesh, which means that we are comparing to the solution of (3.11). We call this the
discrete error and denote it

ed =
‖un,h1 − uh1‖V1 + ‖un,h2 − uh2‖V2

‖uh1‖V1 + ‖uh2‖V2

.

In contrast, we can interpolate to a finer grid where we compare with the exact solution
if available, otherwise a finite element solution on the finer grid. This means that we
are comparing to the solution of (3.8). We call this the exact error and denote it

ee =
‖un,h1 − u1‖V1 + ‖un,h2 − u2‖V2

‖u1‖V1 + ‖u2‖V2

.

In this section we consider the Poisson equation on Decomposition 2.4.1 together
with f(x) = 6x− 2, Decomposition 2.4.2 together with f(x, y) = (6x− 2)y(1−
y)+ 2x2(1− x), and Decomposition 2.4.3 with f(x, y) = 2y(2− y)+ 2x(3− x).
The initial guesses are always taken to be zero.

We first plot some iterations of the Robin–Robin method applied to Decomposi-
tion 2.4.1. We plot the function values (un,h1 , un,h2 ), the pointwise discrete errors
(un,h1 − uh1 , u

n,h
2 − uh2) and the pointwise exact errors (un,h1 − u1, u

n,h
2 − u2). The

30



results are presented in Figure 3.2. We see that the first iteration is discontinuous, but
after five iterations the discontinuity is very small with the discrete error around 10−5.
The exact error is close to the discrete error when n = 1 since the error of the domain
decomposition method dominates, but when n = 5 the exact error is dominated by
the error of the finite element method.

We now plot the errors against the number of iterations for the three methods on De-
composition 2.4.1. The mesh and method parameters are given in Table 3.1 and the
results are presented in the top row of Figure 3.3. From the results we see that all three
methods converge within machine accuracy in two iterations when considering the
discrete error ed. The exact error also converges in two iterations, but stabilizes around
10−4, since then the error is dominated by the error of the finite element method to
the exact solution.

We perform the same experiment on Decomposition 2.4.2. Again, the parameters
are given in Table 3.1. The results are presented in the middle row of Figure 3.3.
Note that we use two different parameters for the Robin–Robin method s3 and s′3
corresponding to the notation RR and RR’, respectively. From this we see that the
Dirichlet–Neumann method and Neumann–Neumann method still converge in two
iterations as in the one-dimensional case. For the Robin–Robin method, we see that
the choice of parameter can lead to different convergence behavior when considering
the different ways to compute the error. For the exact error, we still get convergence in
two iterations using the parameter s3, but much slower convergence using s′3. How-
ever, in discrete error the other parameter choice s′3 leads to faster overall convergence,
even though the choice s3 yields faster convergence in the beginning of the iteration.

The same experiment is finally performed on Decomposition 2.4.3 with parameters
as in Table 3.1. The results are presented in the bottom row of Figure 3.3. We see
similar results as for Decomposition 2.4.2, but we no longer have convergence in two
iterations of the Dirichlet–Neumann and Neumann–Neumann methods.

3.7 Parameter studies

In Section 3.4 we showed that the Dirichlet–Neumann and Neumann–Neumann
methods are convergent and that the discrete variants have convergence factors that
are independent of the mesh size h. We also argued in Section 3.5 that this was true
for the Robin–Robin method for one dimensional problems and that it was untrue
for two dimensional problems. Moreover, we saw that the Robin–Robin method
converges for any s3 > 0, while the Dirichlet–Neumann and Neumann–Neumann
methods had conditions on the method parameters. The convergence behavior will of
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course also depend on these parameters. The aim of this section is therefore to study
the convergence dependence on the parameters h, s0, s1, s2, s3.

We define the experimental error reductions at iteration n as

qnd =
en+1
d

end
, qne =

en+1
e

ene

and their geometric averages

qd =

(
N−1∏
n=1

qnd

) 1
N−1

, qe =

(
N−1∏
n=1

qne

) 1
N−1

,

where N is the number of iterations. In practice we only consider the errors that
are above some tolerance, i.e., en+1

d > told and en+1
e > tole. The tolerance for the

discrete error is always told = 10−8 and the tolerance for the exact error is chosen as
approximately tole = 10efem, where efem is the error of the finite element problem,
i.e., the error at which the methods stagnate, see Figure 3.3.

We first consider the Dirichlet–Neumann method on Decompositions 2.4.1 to 2.4.3
and three mesh parameters h1, h2, h3 for each decomposition, chosen as in Table 3.2.
For each mesh we use 101 evenly spaced values of the parameters s0 and compute
both qe and qd. We plot qe and qd against the method parameters in Figure 3.4. As
predicted by Theorem 3.4.3 we find that the convergence rate is independent of the
mesh parameter h for all decompositions. However, the convergence rate depend
heavily on the mesh itself. For Decompositions 2.4.1 and 2.4.2 the optimal parameter
is s0 = 0.5 and this choice yields convergence factors close to machine accuracy,
which suggests that the method converges exactly in two iterations. On the other
hand, for Decomposition 2.4.3 the optimal parameter choice is approximately s0 =
0.36 and the convergence rates are worse. Note that for qe it appears that the finer
grid have better convergence properties, but this is simply due to the fact for finer
grids, the minimum error is lower and therefore the minimal qe is also lower.

We perform the same experiment for the Neumann–Neumann method with s1 = s2
and plot the results in Figure 3.5. We find similar results as for theDirichlet–Neumann
method, but with the optimal parameter choice approximately being s1 = s2 = 0.25
for Decompositions 2.4.1 and 2.4.2 and 0.21 for Decomposition 2.4.3. Note that it is
possible that there are parameter choices with s1 6= s2 that have better convergence
rates.

Finally, the same experiment is performed on the Robin–Robin method and the re-
sults are presened in Figure 3.6. As discussed in Section 3.5 we find that the Robin–
Robin method has mesh independent convergence rates for the one dimensional de-
composition, but for the two-dimensional case the situation is more complex. The
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discrete convergence rate qd clearly increases as h decreases, but only for certain val-
ues of the parameter s3. Moreover, the convergence rates for the exact error does not
seem to have any significant dependence on h.

Decomposition 2.4.1 Decomposition 2.4.2 Decomposition 2.4.3
h 1/8192 1/256 1/128

DN 0.5 0.5 0.36
NN 0.25 0.25 0.18
RR 2 4 2
RR’ - 62 42

Table 3.1: The method parameters used in Figure 3.3.

Decomposition 2.4.1 Decomposition 2.4.2 Decomposition 2.4.3
h1 1/8192 1/256 1/128
h2 1/4096 1/128 1/64
h3 1/2048 1/64 1/32

Table 3.2: The mesh parameters used in Figures 3.4 to 3.6.
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Figure 3.2: The values and errors after n = 1, 5 iterations of the Robin–Robin
method applied to the Poisson equation for Decomposition 2.4.1. The parameters
are (h, s3) = (1/32, 4).
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Figure 3.3: The errors of the Dirichlet–Neumann (DN), Neumann–Neumann (NN),
and Robin–Robin (RR and RR’) methods applied to the Poisson equation for Decom-
position 2.4.1 (top), Decomposition 2.4.2 (middle), and Decomposition 2.4.3 (bot-
tom). The method and mesh parameters are as in Table 3.1.
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Figure 3.4: The experimental error reductions qd (left) and qe (right) plotted against
the method parameter for the Dirichlet–Neumann method applied to the Poisson
equation on Decomposition 2.4.1 (top), Decomposition 2.4.2 (middle), and Decom-
position 2.4.3 (bottom). The mesh parameters are as in Table 3.2.
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Figure 3.5: The experimental error reductions qd (left) and qe (right) plotted against
the method parameter for the Neumann–Neumann method applied to the Poisson
equation on Decomposition 2.4.1 (top), Decomposition 2.4.2 (middle), and Decom-
position 2.4.3 (bottom). The mesh parameters are as in Table 3.2.
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Figure 3.6: The experimental error reductions qd (left) and qe (right) plotted against
the method parameter for the Robin–Robin method applied to the Poisson equa-
tion on Decomposition 2.4.1 (top), Decomposition 2.4.2 (middle), and Decomposi-
tion 2.4.3 (bottom). The mesh parameters are as in Table 3.2.
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Chapter 4

Domain decomposition for
nonlinear elliptic equations

4.1 Nonlinear elliptic equations

In this section we give a brief overview of the theory of nonlinear elliptic equations.
For a comprehensive treatment we refer to [93, 113]. We consider an abstract equation
of the form {

∇ · α(x, u,∇u) + β(x, u,∇u) = f in Ω,

u = 0 on ∂Ω
(4.1)

for some functions α : Ω×R×Rd → Rd and β : Ω×R×Rd → R. We let p ≥ 2
and denote the Hölder conjugate of p by p′, i.e.

p′ =
p

p− 1
.

Moreover, we let 1 < p∗ <∞ denote any number such that

W 1,p(Ω) ↪→ Lp∗(Ω)

and let p∗′ denote its Hölder conjugate. Furthermore, we introduce the space

V =W 1,p
0 (Ω)

and define the operator A : V → V ∗ as

〈A(u), v〉 =
∫
Ω
α(x, u,∇u) · ∇v + β(x, u,∇u)v dx.
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The weak formulation of (4.1) is then to find u ∈ V such that

〈Au, v〉 = 〈f, v〉 for all v ∈ V. (4.2)

The following assumption is required to ensure the existence of a unique solution
to the equation and define the Steklov–Poincaré operators. However, each method
will require additional assumptions than these to prove that they are convergent. For
details on this assumption, see [93, Theorem 2.36]. Note that, due to assuming strict
monotonicity, we can allow for a weaker growth condition, see also [93, Remark 2.34].
We can also entirely disregard the coercivity assumption for the same reason.

Assumption 4.1.1. Suppose that α and β are measurable in x, continuous in (y, z), and
satisfy the following conditions:

• The function α satisfies the growth bound

|α(x, y, z)| ≤ h1(x) + C|y|p∗/p′ + C|z|p−1

with h1 ∈ Lp′(Ω).

• The function β satisfies the growth bound

|β(x, y, z)| ≤ h2(x) + C|y|p∗−1 + C|z|p/p∗
′

with h2 ∈ Lp∗′(Ω).

• We have the monotonicity bound

(α(x, y, z)− α(x, y′, z′)) · (z − z′) + (β(x, y, z)− β(x, y′, z′)) · (y − y′)

≥ h3(x)|z − z′|p − h4(x)|y − y′|p,

where
inf
x∈Ω

h3(x) > Cp sup
x∈Ω

h4(x)

and Cp is the Poincaré constant defined in (2.6). For decompositions not fulfill-
ing Assumption 2.4.2 we instead assume that α and β satisfy monotonicity bound(
α(x, y, z)− α(x, y′, z′)

)
· (z − z′) +

(
β(x, y, z)− β(x, y′, z′)

)
· (y − y′)

≥ c
(
|z − z′|p + |y − y′|p∗

)
.

Example 4.1.1. Consider the semilinear equation given by

α(x, u,∇u) = ∇u, β(x, u,∇u) = 10|u|u.

This equation satisfies Assumption 4.1.1 with h1 = h2 = h4 = 0.
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Example 4.1.2. Let p > 2 and consider the quasilinear equation given by

α(x, u,∇u) = |∇u|p−2∇u, β(x, u,∇u) = u.

This equation satisfies Assumption 4.1.1 with h1 = h2 = 0 and the stronger monotonicity
requirement with p∗ = 2.

The proof of the following result can be found in [93, Theorem 2.36]. The idea of
the proof is to show that A satisfies the hypothesis of the Browder–Minty theorem,
as stated in Theorem 2.1.4.

Lemma 4.1.1. Suppose that Assumption 4.1.1 holds. Then A : V 7→ V ∗ is bijective.

4.2 Domain decomposition methods for nonlinear elliptic
equations

While the theory of domain decomposition methods for linear elliptic equations is
well developed, for nonlinear domain decomposition the results are varied. As already
stated in the introduction, for overlapping domain decomposition methods there are
many convergence results, see e.g. [34, 78, 101, 102]. However, for nonoverlapping
domain decomposition methods there are few results other than the ones presented
here, with the exceptions [8, 9, 17].

In this section we will first introduce several nonlinear domain decomposition meth-
ods and develop the appropriate nonlinear Steklov–Poincaré theory. We will utilize
two different nonlinear frameworks in order to prove convergence. The first is based
on Zarantello’s theorem, stated in Theorem 2.1.3, and allows us to study nonlinear
equations in Hilbert spaces when the nonlinearity is Lipschitz. The second is based
on the Browder–Minty Theorem and allows us to study a larger class of degenerate
equations that are only well posed in Banach spaces. While this framework is more
general it does not yield Lipschitz continuous operators.

Since we saw that themethods studied in Chapter 3 have good convergence properties,
a natural starting point is to generalize these methods to the nonlinear case. While
this is successful, both analytically and numerically, for the Dirichlet–Neumann and
Robin–Robin methods, our generalization of the Neumann–Neumann method does
not always converge and when it does, it often has poor convergence. To remedy
this, we introduce two modifications to the Neumann–Neumann method that turns
it into a convergent and efficient method.

Following the linear theory, the first step towards a Steklov–Poincaré theory is to
define the transmission problem. In its strong form the transmission problem is to
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find (u1, u2) such that
∇ · α(x, ui,∇ui) + β(x, ui,∇ui) = fi in Ωi,

ui = 0 on ∂Ωi \ Γ, for i = 1, 2,

u1 = u2 on Γ,

α(x, u1,∇u1) · ν1 + α(x, u2,∇u2) · ν2 = 0 on Γ.

Remark 4.2.1. Notice that the Neumann condition in the linear transmission problem has
been replaced with a nonlinear generalized Neumann condition. This is the natural con-
dition corresponding to the equation (4.1), i.e., it arises naturally when using integration
by parts to derive the weak formulation from the strong formulation. We will, however,
refer to this as a Neumann condition. For example, the nonlinear Dirichlet–Neumann
method alternates between a Dirichlet condition and a generalized Neumann condition.

In order to study the weak formulation of the transmission problem we introduce the
spaces

V 0
i =W 1,p

0 (Ωi), Vi = {v ∈W 1,p(Ωi) : (T∂Ωi
v)|∂Ωi\Γ = 0},

Λ =W
1,1−1/p
00 (Γ)

and define the operators Ai : Vi → V ∗
i as

〈Aiui, vi〉 =
∫
Ωi

α(x, ui,∇ui) · ∇vi + β(x, ui,∇ui)vi dx.

As in the linear case, we assume that f ∈ V ∗ and that there exist fi ∈ V ∗
i such that

〈f, v〉 = 〈f1, v|Ω1
〉+ 〈f2, v|Ω2

〉 for all v ∈ V, (4.3)

recall Remark 3.2.1. The weak equation (4.2) is equivalent to the weak transmission
problem, which is to find (u1, u2) ∈ V1 × V2 such that

〈Aiui, vi〉 = 〈fi, vi〉 for all vi ∈ V 0
i , i = 1, 2,

T1u1 = T2u2,∑2
i=1〈Aiui, Riµ〉 − 〈fi, Riµ〉 = 0 for all µ ∈ Λ.

(4.4)

We define Fi : Λ → Vi : η 7→ ui as the solution operator to the nonhomogeneous
problem {

〈Aiui, v〉 = 〈fi, v〉 for all v ∈ V 0
i ,

Tiui = η.
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The operator Fi exists due to Assumption 4.1.1 and the Browder–Minty theorem.
Note that this is slightly different from the linear case, since we include the source
term fi in the definition of Fi. We can now define the nonlinear Steklov–Poincaré
operators Si, S : Λ → Λ∗ as

〈Siη, µ〉 = 〈AiFiη − fi, Riµ〉 and

〈Sη, µ〉 =
2∑

i=1

〈AiFiη − fi, Riµ〉.

Note that we also include fi in the Steklov–Poincaré equation. This makes the nota-
tion simpler, but also means that Si is nonlinear (affine) even if the problem is linear.
The nonlinear Steklov–Poincaré equation is then Sη = 0, or equivalently,

〈Sη, µ〉 = 0 for all µ ∈ Λ. (4.5)

4.3 Dirichlet–Neumann method (Paper III)

The Dirichlet–Neumann method is a standard method for linear elliptic equations
and, as will be demonstrated, exhibits fast convergence for both semilinear and quasi-
linear equations. While the method has been utilized and even shown to converge
in specific situations [9, 17], there is no general theory of the nonlinear Dirichlet–
Neumann method on Lipschitz decompositions inRd. In this section, which is based
on Paper III, we therefore first generalize the Dirichlet–Neumann method to quasi-
linear equations and then prove convergence for semilinear equations on Lipschitz
domains using the nonlinear Steklov–Poincaré theory developed in Section 4.1. For
a fixed method parameter s0 > 0 and an initial guess η0, the Dirichlet–Neumann
method consists of finding (un1 , un2 , ηn) such that

−∇ · (α(x, un1 ,∇un1 ) + β(x, un1 ,∇uni ) = f1 in Ω1,

un1 = 0 on ∂Ω1 \ Γ,
un1 = ηn−1 on Γ,

−∇ · (α(x, un2 ,∇un2 ) + β(x, un2 ,∇un2 ) = f2 in Ω2,

un2 = 0 on ∂Ω2 \ Γ,
α(x, un2 ,∇un2 ) · ν2 − α(x, un1 ,∇un1 ) · ν2 = 0 on Γ,

ηn − s0 u
n
2 |Γ − (1− s0)η

n−1 = 0 on Γ

(4.6)

for n = 1, 2, . . .We make the following assumption on the equation, which roughly
translates to α being linear in z and independent of y, β being independent of z and
twice differentiable in y, and satisfying Assumption 4.1.1.

43



Assumption 4.3.1. The functions α and β are of the form α(x, y, z) = αz(x)z and
β(x, y, z) = β(x, y), respectively. The conditions on α, β and f are given in [Paper III,
Assumption 3.2]. In particular, the function β differentiable in y and its derivative is
denoted by βy.

Theweak formulation of the Dirichlet–Neumannmethod is given in [Paper III, (5.1)].
We denote the iterates by (un1 , un2 , ηn) ∈ V1×V2×Λ for n = 1, 2, . . .. The interface
iteration corresponding to the Dirichlet–Neumann method is to find ηn ∈ Λ such
that

ηn = (1− s)ηn−1 + sS−1
2 (0− S1η

n−1) (4.7)

for n = 1, 2, . . .

Remark 4.3.1. The standard formulation of the interface iteration corresponding to the
linear Dirichlet–Neumann method, given in (3.15), differs from the nonlinear formulation
given here. It is easy to see however, that (3.15) is equivalent to (4.7) for linear problems.
For nonlinear equations, the formulations are not equivalent and (4.7) corresponds to the
Dirichlet–Neumann method (4.6).

To our knowledge, there is no previous analysis of the iteration (4.7) when the operator
S2 is nonlinear. We have therefore proven our own convergence theorem under the
condition thatS2 is locally Lipschitz continuous, see [Paper III,Theorem 2.1] for a full
statement and proof. The idea is to generalize Zarantello’s theorem (Theorem 2.1.3)
to the case when P is nonlinear, but this comes with two main difficulties. The first
is that the linear argument of defining a new norm ‖η‖2S2

= 〈S2η, η〉 does not work
when S2 is nonlinear. This is solved by instead of considering ‖η − µ‖2S2

simply
considering

〈S2η − S2µ, η − µ〉.

This is not a norm, but due to S2 being uniformly monotone and Lipschitz continu-
ous, it is equivalent to a norm, i.e.,

c‖η − µ‖2Λ ≤ 〈S2η − S2µ, η − µ〉 ≤ C‖η − µ‖2Λ.

The second issue is the symmetry of S2. In fact, any operator that is symmetric in the
sense that

〈S2η, µ〉 = 〈S2µ, η〉

is necessarily linear. However, if S2 is Fréchet differentiable with symmetric Fréchet
derivative, one can show that, for µ1, µ2, λ1, λ2, and the lines

µ(t) = tµ1 + (1− t)µ2 and λ(t) = tλ1 + (1− t)λ2,
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we have the symmetry relation

〈S2µ1 − S2µ2, λ1 − λ2〉 = 〈S2λ1 − S2λ2, µ1 − µ2〉+ C(µ1, µ2, λ1, λ2), with∣∣C(µ1, µ2, λ1, λ2)∣∣ ≤ C

∫ 1

0
‖S′

2(µ(t))− S′
2(λ(t))‖Λ‖µ1 − µ2‖Λ‖λ1 − λ2‖Λ dt.

If S′
2 is Lipschitz continuous the second term is bounded by∣∣C(µ1, µ2, λ1, λ2)∣∣ ≤ C

(
‖µ1 − µ2‖Λ + ‖λ1 − λ2‖Λ

)3
and can therefore be discarded if µ1, µ2, λ1, λ2 are close to each other. We will there-
fore show that the Steklov–Poincaré operators are Fréchet differentiable and study the
properties of their Fréchet derivatives. The Fréchet derivatives of Ai are given by the
operators A′

i : Vi → B(Vi, V
∗
i ) defined by

〈A′
i(wi)ui, vi〉 =

∫
Ωi

αz(x)∇ui · ∇vi + βy(x,wi)uividx.

The Fréchet derivatives of the operators Fi are then given by F ′
i : Λ → B(Λ, Vi)

defined as the solution operators ui = F ′
i (ν)η of the problems{

〈A′
i(Fiν)ui, v〉 = 0 for all v ∈ V 0

i ,

Tiui = η.

Finally, the Fréchet derivatives of the Steklov–Poincaré operators are given by the
operators S′

i : Λ → B(Λ,Λ∗) defined by

〈S′
i(ν)η, µ〉 = 〈A′

i(Fiν)F
′
i (ν)η,Riµ〉.

The following theorem is essential for us to apply the abstract convergence theory
since it gives the required Lipschitz condition of S′

2.

Theorem 4.3.1. Let Assumptions 2.4.2 and 4.3.1 hold. Then the Steklov–Poincaré opera-
tors are differentiable with derivatives S′

i : Λ → B(Λ,Λ∗), where the operators S′
i are

Lipschitz continuous on any bounded set D ⊂ Λ.

We now state the convergence of the nonlinear Dirichlet–Neumann method. Unlike
the linear proof there are some higher order error terms that must be made small, so
we require that our initial guess is close to the solution. The proof is given in [Paper I,
Corollary 5.2].

Theorem 4.3.2. Let Assumptions 2.4.2 and 4.3.1 hold, s0 > 0 be small enough, and
suppose that η0 is sufficiently close to η, the solution to (4.5). Then the iterates (un1 , u

n
2 )

of the Dirichlet–Neumann method (4.6) converge linearly to (u1, u2), the solution to the
transmission problem (4.4), in V1 × V2.
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Remark 4.3.2. For the linear case, we remarked that the symmetry condition is not nec-
essary to prove convergence, see Remark 3.4.1. Since the proof for the nonlinear case uses
similar arguments to show convergence, we conjecture that it is sufficient to assume that
the derivatives of α and β are close to symmetric.

4.4 Neumann–Neumann and modified Neumann–Neumann
methods (Paper II)

In the linear case, the Neumann–Neumann method’s Steklov–Poincaré formulation
is a preconditioned fixed point iteration. In the nonlinear case this becomes a non-
linear Steklov–Poincaré equation solved using a fixed point iteration with a nonlinear
preconditioner. Since there is, to our knowledge, no convergence analysis for this
type of iteration, and in fact our numerical results in Paper II indicate that it does not
always converge, we instead consider linear preconditioners. We refer to these new
methods as modified Neumann–Neumann methods.

The nonlinear Neumann-Neumann method is the following. Find (un1 , un2 , wn
1 , w

n
2 )

such that

−∇ · α(x, uni ,∇uni ) + β(x, uni ,∇uni ) = fi in Ωi,

uni = 0 on ∂Ωi \ Γ,
uni = ηn−1 on Γ, for i = 1, 2,

−∇ · α(x,wn
i ,∇wn

i ) + β(x,wn
i ,∇wn

i ) = 0 in Ωi,

wn
i = 0 on ∂Ωi \ Γ,

α(x,wn
i ,∇wn

i ) · ν1 =
α(x, un1 ,∇un1 ) · ν1 − α(x, un2 ,∇un2 ) · ν1 on Γ, for i = 1, 2,

ηn − ηn−1 + (s1 w
n
1 |Γ − s2 w

n
2 |Γ) = 0 on Γ

for n = 1, 2, . . . Each step of the nonlinear Neumann–Neumann method consists
of solving four equations before updating the interface values ηn. The first two are
for un1 and un2 and will remain the same for the modified methods. We refer to the
other two equations, the ones for wn

1 and wn
2 , as the auxiliary problems. The idea

of our modified Neumann–Neumann methods is to replace the auxiliary problems
with linear problems. The first auxiliary problem we suggest is simply solving Laplace
equation with generalized Neumann conditions as follows

−∆wn
i = 0 in Ωi,

wn
i = 0 on ∂Ωi \ Γ,

∇wn
i · ν1 = α(x, un1 ,∇un1 ) · ν1 − α(x, un2 ,∇un2 ) · ν1 on Γ, for i = 1, 2.
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For notational simplicity we give the second method in the special case α(x, y, x) =
α(x, z) and β(x, y, z) = β(x, y). We denote the derivatives of alpha with respect to
z and β with respect to y by αz and βy, respectively. The second auxiliary problem
we suggest is then the linearized equation
−∇ ·

(
αz(x,∇uni )∇wn

i

)
+ βy(x, u

n
i )w

n
i = 0 in Ωi,

wn
i = 0 on ∂Ωi \ Γ,

αz(x,∇uni )∇wn
i · ν1 + α(x,∇un2 ) · ν1 = α(x,∇un1 ) · ν1 on Γ, for i = 1, 2.

In order to prove that the first method converges we must make the following assump-
tions on the equation. This can be interpreted as α being Lipschitz continuous and β
being Lipschitz continuous on any bounded set, as well as satisfying Assumption 4.1.1.

Assumption 4.4.1. The functions α, β, and f ∈ V ∗ satisfy the assumptions given in [Pa-
per II, Assumption 2].

Theweak formulation of the first method (MNN1) is to find (un1 , un2 , wn
1 , w

n
2 , η

n) ∈
V1 × V2 × V1 × V2 × Λ such that

〈Aiu
n
i , vi〉 = 〈fi, vi〉 for all vi ∈ V 0

i ,

Tiu
n
i = ηn−1 for i = 1, 2,

〈Â1w
n
1 , v1〉 = 0 for all v1 ∈ V 0

1 ,

〈Â1w
n
1 −A1u

n
1 + f1, R1µ〉 = 〈A2u

n
2 − f2, R2µ〉 for all µ ∈ Λ

〈Â2w
n
2 , v2〉 = 0 for all v2 ∈ V 0

2 ,

〈Â2w
n
2 +A2u

n
2 − f2, R2µ〉 = 〈−A1u

n
1 + f1, R1µ〉 for all µ ∈ Λ,

ηn − ηn−1 = s2T2w
n
2 − s1T1w

n
1

(4.8)

for n = 1, 2, . . . Here the operator Âi : Vi → V ∗
i is defined as

〈Âiu, v〉 =
∫
Ωi

∇u · ∇v dx.

We now formulate the interface iteration of this method. For this we define F̂i as the
solution operator corresponding to the problem〈Âiu, v〉 =

∫
Ωi

∇u · ∇v dx = 0 for all v ∈ V 0
i ,

Tiu = η.
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The Steklov–Poincaré operators Pi : Λ → Λ∗ corresponding to the auxiliary problem
are then

〈Piµ, λ〉 = 〈ÂiF̂iµ, λ〉.
The interface iteration of (4.8) then becomes

ηn+1 = ηn + sP−1(χ−Gηn)

with P = (s1P
−1
1 + s2P

−1
2 )−1. The idea is now simply to mimic Zarantello’s

theorem, but with the modification as in the linear case, i.e., by defining the norm
‖µ‖P = 〈Pµ, µ〉. One remaining difficulty is that we do not have global Lipschitz
continuity ofG, but it is possible to generalize Zarentello’s theorem to locally Lipschitz
continuous operators, see [Paper II, Theorem 2] for details. We thus get the following
result.

Theorem 4.4.1. Let Assumptions 2.4.2 and 4.4.1 hold and s1, s2 > 0 be small enough.
Then the iterates (un1 , u

n
2 ) of the modified Neumann–Neumann method (4.8) converge

linearly to (u1, u2), the solution to the transmission problem (4.4) in V1 × V2.

Remark 4.4.1. Unlike the nonlinear Dirichlet–Neumann method we do not assume any
symmetry of the functions α and β appearing in the equation. The symmetry condition is
instead satisfied by the linear preconditioner P .

Theweak formulation of the secondmodifiedNeumann–Neumannmethod (MNN2)
is given by finding (un1 , un2 , wn

1 , w
n
2 , η

n) ∈ V1 × V2 × V1 × V2 × Λ such that

〈Aiu
n
i , vi〉 = 〈fi, vi〉 for all vi ∈ V 0

i ,

Tiu
n
i = ηn−1 for i = 1, 2,

〈A′
1(u

n
1 )w

n
1 , v1〉 = 0 for all v1 ∈ V 0

1 ,

〈A′
1(u

n
1 )w

n
1 −A1u

n
1 + f1, R1µ〉 = 〈A2u

n
2 − f2, R2µ〉 for all µ ∈ Λ

〈A′
2(u

n
2 )w

n
2 , v2〉 = 0 for all v2 ∈ V 0

2 ,

〈A′
2(u

n
2 )w

n
2 +A2u

n
2 − f2, R2µ〉 = 〈f1 −A1u

n
1 , R1µ〉 for all µ ∈ Λ,

ηn − ηn−1 = s2T2w
n
2 − s1T1w

n
1

(4.9)

for n = 1, 2, . . . Here, A′
i is defined as in Section 4.3. This method requires an extra

set of assumptions to show convergence, which can be interpreted as, in addition to
satisfying Assumption 4.4.1, α being linear in z and independent of y and β being
independent of z and differentiable in y with locally Lipschitz continuous derivative
βy.

Assumption 4.4.2. The functions α : Ω × R × Rd → Rd, β : Ω × R × Rd → R,
and f ∈ V ∗ satisfy the assumptions as in [Paper II, Assumptions 2 and 3].
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Theorem 4.4.2. Let Assumptions 2.4.2 and 4.4.2 hold, s1, s2 > 0 be small enough, and
suppose that η0 is sufficiently close to η, the solution to the Steklov–Poincaré equation (4.5).
Then the iterates (un1 , u

n
2 ) of the modified Neumann–Neumann method (4.9) converges

linearly to (u1, u2), the solution to the transmission problem (4.4), in V1 × V2.

4.5 Robin–Robin method (Paper I)

The Robin–Robin method applied to nonlinear equations has been studied in [8,
9], but as for the other nonoverlapping nonlinear domain decomposition methods
studied in this chapter, there is no general convergence theory on Lipschitz domains
in Rd. The aim of this section is therefore to prove convergence of the Robin–Robin
method applied to a class of, possibly degenerate, quasilinear equations.

The analysis of the Robin–Robin method is different from the Dirichlet–Neumann
and Neumann–Neumann iterations, even more so than in the linear case. While the
analysis of those schemes relied on Zarantello’s theorem, the analysis of the Robin–
Robin method instead relies on the Browder–Minty theorem. This allows us to study
a much larger class of quasilinear equations, such as the p-Laplace equation. On the
other hand, as in the linear case, an extra regularity assumptions on the solution is
required. Furthermore, as in the linear case, the convergence result is weaker since we
do not necessarily have linear convergence.

For notational simplicity we assume that α(x, y, z) = α(z) and β(x, y, z) = β(y).
The nonlinear Robin–Robin method is then to find (un1 , u

n
2 ) such that

−∇ · α(∇un1 ) + β(un1 ) = f1 in Ω1,

un1 = 0 on ∂Ω1 \ Γ,
α(∇un1 ) · ν1 + s3u

n
1 = α(∇un−1

2 ) · ν1 + s3u
n−1
2 on Γ,

−∇ · α(∇un2 ) + β(un2 ) = f2 in Ω2,

un2 = 0 on ∂Ω2 \ Γ,
α(∇un2 ) · ν2 + s3u

n
2 = α(∇un1 ) · ν2 + s3u

n
1 on Γ.

(4.10)

for n = 1, 2, . . . The weak form of the Robin–Robin method is given in [Paper I,
(5.2)] and yields the iterates (un1 , un2 ) ∈ V1 × V2 for n = 1, 2, . . .. In order to prove
convergence we make the following assumption.

Assumption 4.5.1. The functions α : Ω × R × Rd → Rd and β : Ω × R × Rd →
R satisfy the assumptions as in [Paper I, Assumption 2.1]. The source term f can be
decomposed as in (4.3).
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The properties of α and β yield the following properties of the nonlinear Steklov–
Poincaré operators.

Theorem 4.5.1. Suppose that Assumptions 2.4.1 and 4.5.1 hold. Then Si, S : Λ → Λ∗

are well defined and satisfy the monotonicity condition

〈Siη − Siµ, η − µ〉 ≥ ci
(
‖∇(Fiη − Fiµ)‖pLp(Ωi)d

+ ‖Fiη − Fiµ‖rLr(Ωi)

)
,

〈Sη − Sµ, η − µ〉 ≥ c
2∑

i=1

(
‖∇(Fiη − Fiµ)‖pLp(Ωi)d

+ ‖Fiη − Fiµ‖rLr(Ωi)

)
for all η, µ ∈ Λ, i = 1, 2, and some r > 1. Moreover, Si and S are coercive and
demicontinuous.

The interface iteration corresponding to the nonlinear Robin–Robin method is to
find ηn ∈ Λ such that{

〈(s3J + S1)η
n+1
1 , µ〉 = 〈(s3J − S2)η

n
2 , µ〉 for all µ ∈ Λ,

〈(s3J + S2)η
n+1
2 , µ〉 = 〈(s3J − S1)η

n+1
1 , µ〉 for all µ ∈ Λ.

for n = 1, 2, . . .. Here, recall that J denotes the Riesz isomorphism (3.18). As in
the linear case, we require more regularity in order to prove convergence, compare
with Assumption 3.5.1 and Remark 3.5.1.

Assumption 4.5.2. Let u ∈ V denote the solution to (4.2). Then the functionals

µ 7→ 〈Ai(u|Ωi
), Riµ〉, i = 1, 2,

are elements in L2(Γ)∗.

Remark 4.5.1. In Paper I we assume that α(∇u) ∈ C(Ω)d. As discussed in [Paper I,
Remark 8.3] this is a stronger requirement than Assumption 4.5.2. If the boundary isC1,β

then this stronger requirement is still fulfilled by Example 4.1.2 according to [74].

The convergence now follows from the abstract result on the convergence of the
Peaceman–Rachford iteration [80] in the same way as in Section 3.5.

Theorem 4.5.2. Suppose that Assumptions 2.4.1, 4.5.1 and 4.5.2 hold. Let uni be the
iterates of the nonlinear Robin–Robin method (4.10) for some s3 > 0 and let (u1, u2) ∈
V1 × V2 denote the solution to the weak transmission problem (4.4). Then

‖uni − ui‖Vi → 0, i = 1, 2,

as n tends to infinity.
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4.6 Discrete nonlinear domain decomposition methods

In this section we introduce the discrete nonlinear Steklov–Poincaré operators analo-
gous to the discrete linear Steklov–Poincaré operators defined in Section 3.3. We also
discuss the consequences of these definitions for nonlinear domain decomposition
methods on the discrete level. All the spatial discretizations in this chapter are finite
element methods, for convergence results on these applied to nonlinear equations we
refer to [6, 7, 21, 30, 35].

We consider a discretization satisfying Assumption 3.3.1 with the spaces replaced by
theW 1,p variants. We define the discrete nonlinear operatorsAh andAh

i ofA andAi

in the same way as for the discrete linear operators. The discrete nonlinear equation
is then to find uh ∈ V h such that

〈Ahuh, v〉 = 〈fh, v〉 for all v ∈ V h.

This equation is equivalent to the discrete nonlinear transmission problem, given by
finding (uh1 , uh2) ∈ V h

1 × V h
2 such that

〈Ah
i u

h
i , vi〉 = 〈fhi , vi〉 for all vi ∈ V h,0

i , i = 1, 2,

T1u1 = T2u2,∑2
i=1〈Ah

i u
h
i , R

h
i µ〉 − 〈fhi , Rh

i µ〉 = 0 for all µ ∈ Λh.

(4.11)

Analogously to the operator Fi in the continuous case we introduce the discrete so-
lution operator F h

i : Λh → V h
i as the solution uhi to the equation{

〈Ah
i u

h
i , v〉 = 〈fhi , v〉 for all v ∈ V 0

i ,

Tiui = η.

We can then define discrete Steklov–Poincaré operators Sh
i : Λh → (Λh)∗ as

〈Sh
i η, µ〉 = 〈Ah

i F
h
i η − fhi , Riµ〉.

and define Sh = Sh
1 + Sh

2 . The discrete nonlinear Steklov–Poincaré equation is to
find ηh ∈ Λh such that

〈Shη, µ〉 = 0 for all µ ∈ Λh.

The discrete nonlinear operators have the same properties as the continuous vari-
ants, with constants that are independent of h > 0, if the corresponding assumption
holds. This gives the same convergence results for the discrete variants of the non-
linear domain decomposition methods, the difference being that the discrete vari-
ants converge to the solution to (4.11). For the Dirichlet–Neumann and modified
Neumann–Neumann methods we get convergence rates that are independent of the
mesh parameter h > 0.
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4.7 Numerical results for semilinear elliptic equations

In this section we consider the semilinear equation given in Example 4.1.1. We define
the discrete and exact errors in the same way as in Section 3.6.

When solving nonlinear equations we always useNewton’smethod until the residual is
no longer decreasing. The resulting linear equations are solved as in Section 3.6. As we
did not discuss Krylov acceleration in the linear case, we do not discuss accelerations
using Newton’s method such as those in [32], but these observations are important for
an efficient implementation.

We first consider the Dirichlet–Neumann, Neumann-Neumann, and Robin–Robin
methods together with three decompositions Decompositions 2.4.1 to 2.4.3. On De-
composition 2.4.1 we use f(x, y) = 6x−2, onDecomposition 2.4.2 we use f(x, y) =
(6x − 2)y(1 − y) + 2x2(1 − x), and on Decomposition 2.4.3 we use f(x, y) =
2y(2−y)+2x(3−x). For each decomposition, the parameters (h, s0, s1, s2, s3, s′3)
are as in Table 4.1. The initial guesses are always taken to be zero. We plot the dis-
crete and exact errors against the number of iterations in Figure 4.1. We find similar
results as in Section 3.6. In particular, all methods converge in discrete and exact er-
ror. This is expected for the Robin–Robin method, but note that we have no proof
of convergence for the Neumann–Neumann method and the equation does not sat-
isfy Assumption 4.3.1 so there is no guarantee that the Dirichlet–Neumann method
will converge. The main difference from the linear case is that we do not have exact
convergence in two iterations on Decomposition 2.4.1 or for the Dirichlet–Neumann
and Neumann–Neumann methods on Decomposition 2.4.2.

We now consider the modified Neumann–Neumann methods. We perform the same
experiment and plot the results in Figure 4.2. The meshes and equations are the same
and the method parameters are as in Table 4.1. Again, we find that both methods
converge in discrete and exact norm, which is expected from Section 4.4. Moreover,
we find that the modified methods perform similarly to the standard methods in
most cases. However, for Decomposition 2.4.3 MNN2 converges significantly faster
in discrete error than all other methods.
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Decomposition 2.4.1 Decomposition 2.4.2 Decomposition 2.4.3
h 1/8192 1/256 1/128

DN 0.54 0.5 0.37
NN 0.22 0.25 0.11
RR 2.3 3.8 4.5
RR’ - 58 58

MNN1 0.22 0.25 0.1
MNN2 0.25 0.25 0.21

Table 4.1: The method parameters used in Figures 4.1 and 4.2.

Decomposition 2.4.1 Decomposition 2.4.2 Decomposition 2.4.3
h1 1/8192 1/256 1/128
h2 1/4096 1/128 1/64
h3 1/2048 1/64 1/32

Table 4.2: The mesh parameters used in Figures 4.3 to 4.7 and 4.10 to 4.13.

For each method we perform the parameter study as in Section 3.7. That is, we com-
pute the experimental error reduction for 101 evenly spaced values in an interval and
plot the results in Figures 4.3 to 4.7. The mesh parameters are as in Table 4.2. We find
that all the methods have convergence factors that are independent of the mesh size
except for the Robin–Robin method on the two-dimensional decompositions. For
the modified Neumann-Neumann method this is proven in Section 4.4 and for the
Robin–Robin method this is the same behavior as in the linear case.

4.8 Numerical results for quasilinear elliptic equations

We perform the same experiments on the quasilinear equation in Example 4.1.2. We
first plot the discrete and exact errors of our methods in Figures 4.8 and 4.9 for the pa-
rameters choices as in Table 4.3. We find that the Dirichlet–Neumann, Robin–Robin,
and modified Neumann–Neumann methods converge, which is expected for the
Robin–Robin method from Section 4.5, but not proven for the Dirichlet–Neumann
and modified Neumann–Neumann methods applied to quasilinear equations. How-
ever, we also find that the Neumann–Neumann method does not converge.

We then compute the experimental error reduction for different parameter choices
and Decompositions 2.4.1 to 2.4.3. The mesh parameters are described in Table 4.2.
We do not consider the Neumann–Neumann method since we could not find a pa-
rameter choice for which it converges. The results are found in Figure 4.10 for the
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Dirichlet–Neumann method, Figure 4.11 for the Robin–Robin method, Figure 4.12
for the MNN1 method, and Figure 4.13 for the MNN2 method. Again, we find that
our methods have mesh independent convergence factors, except the Robin–Robin
method, which behaves as in the linear case. Note that the MNN1 method does not
converge for parameter choices greater than the ones depicted in Figure 4.12.

Decomposition 2.4.1 Decomposition 2.4.2 Decomposition 2.4.3
h 1/8192 1/256 1/128

DN 0.49 0.44 0.37
NN 0.1 0.1 0.11
RR 1.5 1.5 3
RR’ - 23 46

MNN1 0.33 0.65 0.05
MNN2 0.25 0.25 0.21

Table 4.3: The method parameters used in Figures 4.8 and 4.9.

4.9 Comparison with linearized methods

A typical technique for applying domain decomposition methods to nonlinear equa-
tions is to first apply Newton’s method to the full equation and then a domain de-
composition method to the resulting linear equation. We will refer to these methods
as linearized domain decomposition methods to separate them from our methods, in
which we apply domain decomposition directly to the nonlinear equation and then
use Newton’s method on the subproblems. In this section we compare these two
approaches for a specific example, which demonstrate the advantage of our methods
from a computational perspective. Thus, the aim is not to provide a comprehensive
comparison of these two approaches, but to show that there are examples where the
nonlinear approach has advantages.

We consider the quasilinear equation in Example 4.1.2 on Decomposition 2.4.3. For
simplicity we consider only the methods that exhibit linear convergence, i.e., the
Dirichlet–Neumann method and modified Neumann–Neumann methods. We com-
pare with a linearized Dirichlet–Neumann method. That is, the method obtained
by performing Newton’s method on (3.7) and then using the Dirichlet–Neumann
method to solve the resulting linear equation. For the linearized Dirichlet–Neumann
method we use the parameter s0 = 0.3 and for the other methods the parameters
are as in Table 4.3. We plot the discrete and exact errors against the number of linear
solves required to achieve the error in Figure 4.14, from which we find that the non-
linear Dirichlet–Neumann method is significantly more efficient than the linearized

54



Dirichlet–Neumann method. Moreover, MNN2 is comparable to the Dirichlet–
Neumann method, but converges slower than the Dirichlet–Neumann method in
the beginning of the iteration.

Remark 4.9.1. The amount of linear solves will depend on the number of iterations in the
inner loop, i.e., the number of Newton iterations for our nonlinear methods or the number
of decomposition method iterations for the linearized Dirichlet–Neumann method. These
have been chosen to be optimal for each method. The number of inner iterations is 1
for the Dirichlet–Neumann method, 4 for the linearized Dirichlet–Neumann method,
2 for MNN1, and 1 for MNN2. For a more efficient method, the number of inner
iterations should change from iteration to iteration depending on the residual, but this
extra complication is not considered here.
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Figure 4.1: The errors of the Dirichlet–Neumann (DN), Neumann–Neumann (NN),
and Robin–Robin (RR and RR’) methods applied to Example 4.1.1 for Decomposi-
tion 2.4.1 (top), Decomposition 2.4.2 (middle), and Decomposition 2.4.3 (bottom).
The parameters are as in Table 4.1.
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Figure 4.2: The errors of the MNN1 and MNN2 methods applied to Example 4.1.1
for Decomposition 2.4.1 (top), Decomposition 2.4.2 (middle), and Decomposi-
tion 2.4.3 (bottom). The parameters are as in Table 4.1.
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Figure 4.3: The experimental error reductions qd (left) and qe (right) plotted against
the method parameter for the Dirichlet–Neumann method applied to Example 4.1.1
on Decomposition 2.4.1 (top), Decomposition 2.4.2 (middle), and Decomposi-
tion 2.4.3 (bottom). The mesh parameters are as in Table 4.2.
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Figure 4.4: The experimental error reductions qd (left) and qe (right) plotted against
the method parameter for the Neumann–Neumann method applied to Example 4.1.1
on Decomposition 2.4.1 (top), Decomposition 2.4.2 (middle), and Decomposi-
tion 2.4.3 (bottom). The mesh parameters are as in Table 4.2.
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Figure 4.5: The experimental error reductions qd (left) and qe (right) plotted against
the method parameter for the Robin–Robin method applied to Example 4.1.1 on De-
composition 2.4.1 (top), Decomposition 2.4.2 (middle), and Decomposition 2.4.3
(bottom). The mesh parameters are as in Table 4.2.
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Figure 4.6: The experimental error reductions qd (left) and qe (right) plotted against
the method parameter for theMNN1method applied to Example 4.1.1 on Decompo-
sition 2.4.1 (top), Decomposition 2.4.2 (middle), and Decomposition 2.4.3 (bottom).
The mesh parameters are as in Table 4.2.
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Figure 4.7: The experimental error reductions qd (left) and qe (right) plotted against
the method parameter for theMNN2method applied to Example 4.1.1 on Decompo-
sition 2.4.1 (top), Decomposition 2.4.2 (middle), and Decomposition 2.4.3 (bottom).
The mesh parameters are as in Table 4.2.
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Figure 4.8: The errors of the Dirichlet–Neumann (DN), Neumann–Neumann (NN),
and Robin–Robin (RR and RR’) methods applied to Example 4.1.2 for Decomposi-
tion 2.4.1 (top), Decomposition 2.4.2 (middle), and Decomposition 2.4.3 (bottom).
The parameters are as in Table 4.3.
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Figure 4.9: The errors of the MNN1 and MNN2 methods applied to Example 4.1.2
for Decomposition 2.4.1 (top), Decomposition 2.4.2 (middle), and Decomposi-
tion 2.4.3 (bottom). The parameters are as in Table 4.3.
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Figure 4.10: The experimental error reductions qd (left) and qe (right) plotted
against the method parameter for the Dirichlet–Neumann method applied to Ex-
ample 4.1.2 on Decomposition 2.4.1 (top), Decomposition 2.4.2 (middle), and De-
composition 2.4.3 (bottom). The mesh parameters are as in Table 4.2.
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Figure 4.11: The experimental error reductions qd (left) and qe (right) plotted against
the method parameter for the Robin–Robin method applied to Example 4.1.2 on De-
composition 2.4.1 (top), Decomposition 2.4.2 (middle), and Decomposition 2.4.3
(bottom). The mesh parameters are as in Table 4.2.

66



0.0 0.1 0.2 0.3 0.4 0.5
Parameters s1 = s2

10 2

10 1

100

Ex
pe

rim
en

ta
l e

rro
r r

ed
uc

tio
n 

q d

MNN1

h1
h2
h3

0.0 0.1 0.2 0.3 0.4 0.5
Parameters s1 = s2

10 2

10 1

100

Ex
pe

rim
en

ta
l e

rro
r r

ed
uc

tio
n 

q e

MNN1

h1
h2
h3

0.0 0.2 0.4 0.6 0.8 1.0
Parameters s1 = s2

0.2

0.4

0.6

0.8

1.0

Ex
pe

rim
en

ta
l e

rro
r r

ed
uc

tio
n 

q d

h1
h2
h3

0.0 0.2 0.4 0.6 0.8 1.0
Parameters s1 = s2

0.0

0.2

0.4

0.6

0.8

1.0
Ex

pe
rim

en
ta

l e
rro

r r
ed

uc
tio

n 
q e

h1
h2
h3

0.00 0.02 0.04 0.06 0.08 0.10
Parameters s1 = s2

0.70

0.75

0.80

0.85

0.90

0.95

1.00

Ex
pe

rim
en

ta
l e

rro
r r

ed
uc

tio
n 

q d

h1
h2
h3

0.000 0.025 0.050 0.075 0.100
Parameters s1 = s2

0

1

2

3

4

5

Ex
pe

rim
en

ta
l e

rro
r r

ed
uc

tio
n 

q e

1e16

h1
h2
h3

Figure 4.12: The experimental error reductions qd (left) and qe (right) plotted against
the method parameter for theMNN1method applied to Example 4.1.2 onDecompo-
sition 2.4.1 (top), Decomposition 2.4.2 (middle), and Decomposition 2.4.3 (bottom).
The mesh parameters are as in Table 4.2.
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Figure 4.13: The experimental error reductions qd (left) and qe (right) plotted against
the method parameter for theMNN2method applied to Example 4.1.2 onDecompo-
sition 2.4.1 (top), Decomposition 2.4.2 (middle), and Decomposition 2.4.3 (bottom).
The mesh parameters are as in Table 4.2.
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Figure 4.14: The errors of the Dirichlet–Neumann (DN), linearized Dirichlet–
Neumann (LINDN), MNN1, andMNN2methods applied to Example 4.1.2 for De-
composition 2.4.3 plotted against the number of linear solves.
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Chapter 5

Domain decomposition for
nonlinear parabolic equations

5.1 Domain decomposition for linear parabolic equations (Pa-
per IV)

Domain decomposition methods have a long history of being applied to time de-
pendent partial differential equations. There are numerous approaches to this. The
simplest one is simply to use a time integrator and perform a domain decomposition
method in each time step, see e.g. [86, Chapter 9]. Another approach is to employ
domain decomposition based time integrators [36]. The approach studied here, how-
ever, is to decompose the space-time domain into subdomains and perform an itera-
tive method on the space-time formulation of the partial differential equation. For an
overview of this we refer to [43, Chapter 3]. Convergence has been proven for many
methods and equations, but these proofs typically employ the Fourier transform in
space and are therefore only valid on very simple domains [44, 46, 47, 54, 50, 72, 73].
Some exceptions to these are [48, 55], but these employ a type of analysis that is spe-
cific to the method studied and it is unclear how to generalize this to other methods.
Space-time domain decomposition methods has also been studied in the context of
subdomains with different material properties [2, 56].

Remark 5.1.1. There are also the related waveform relaxation methods, originating in cir-
cuit simulations, see [43, 71]. These are originally methods for solving ordinary differential
equations, but they can be applied to a spatially discretized partial differential equation
and may then be interpreted as space-time decomposition methods. Many authors use the
term waveform relaxation synonymously to space-time decomposition. The convergence of
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Γ

Figure 5.1: An example of a space-time decomposition.

such methods applied to systems of ordinary differential equations has been shown in [87].

For an introduction to linear parabolic equations we refer to [38, 69]. In this section
we will consider a heat equation in heterogeneous media for all times t ∈ R{

∂tu−∇ ·
(
α(x)∇u

)
= f in Ω× R,

u = 0 on ∂Ω× R.
(5.1)

We consider the usual spatial domain decomposition, which induces a space-time
decomposition

Ω̄× R = (Ω̄1 × R) ∪ (Ω̄2 × R).

An example of a space-time decomposition is illustrated in Figure 5.1.

The parabolic equation can then be rewritten as the transmission problem
∂tui −∇ ·

(
α(x)∇ui

)
= fi in Ωi × R for i = 1, 2,

ui = 0 on (∂Ωi \ Γ)× R for i = 1, 2,

u1 = u2 on Γ× R,
α(x)∇u1 · ν1 + α(x)∇u2 · ν2 = 0 on Γ× R.

(5.2)

In this section we will mainly discuss the space-time Steklov–Poincaré operators and
how they can be used to show convergence of the space-time Robin–Robin method.
This method is given by finding (un1 , un2 ) such that

∂tu
n
1 −∇ ·

(
α(x)∇un1

)
= f1 in Ω1 × R,

un1 = 0 on (∂Ω1 \ Γ)× R,
α(x)∇un1 · ν1 + s3u

n
1 = α(x)∇un−1

2 · ν1 + s3u
n−1
2 on Γ× R,

∂tu
n
2 −∇ ·

(
α(x)∇un2

)
= f2 in Ω2 × R,

un2 = 0 on (∂Ω2 \ Γ)× R,
α(x)∇un2 · ν2 + s3u

n
2 = α(x)∇un1 · ν2 + s3u

n
1 on Γ× R
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for n = 1, 2, . . .

We will now construct the space-time Steklov–Poincaré theory of the linear parabolic
equation. Since we wish to mimic the elliptic theory we seek a space-time variational
formulation for parabolic equations. The standard one is given by the solution space

H1(R,H−1(Ω)) ∩ L2(R,H1(Ω)),

but this space is unsuited for domain decomposition. The reason for this is that it is
not always possible to glue two functions (u1, u2) defined on Ω1 × R and Ω2 × R,
respectively, into a function u on Ω×R. A counterexample is given in [24, Example
2.14]. Instead, we consider the weaker solution space

H1/2(R, L2(Ω)) ∩ L2(R,H1(Ω)).

This space has been used to treat parabolic equations [76] and for boundary ele-
ment methods applied to parabolic equations [24]. Recently, the space has been
become popular in the context of space-time finite element methods as well, see,
e.g., [39, 67, 68, 99, 112]. While this space solves the gluing issue, we are still left with
an equation with an operator that is coercive in the L2(R,H1(Ω))-norm, but not in
the fullH1/2(R, L2(Ω))∩L2(R,H1(Ω))-norm. Analogously, the Steklov–Poincaré
operators are coercive only in the L2(R,Λ)-norm. This means that we can not ap-
ply the Lax–Milgram lemma directly. To solve this, we employ an idea from [40],
which is to transform the equation into an equivalent equation where the operator
is coercive. We apply this idea to the parabolic equation, but also directly on the
Steklov–Poincaré equation. This requires a rigorous theory of the temporal Hilbert
transform on the interface, which we have developed in Paper IV. Note that Steklov–
Poincaré operators for time-dependent problems were first introduced in [55, 57], but
without any analysis.

Finally, we only consider the convergence of the Robin–Robin method. This is due
to the fact that the Steklov–Poincaré operators are not symmetric and, as we saw
in Chapters 3 and 4, the convergence of the other standard methods require some
form of symmetry. Modified methods are discussed in Section 5.3.

Remark 5.1.2. As noted in Remark 3.4.1, convergence of the Dirichlet–Neumann and
Neumann–Neumann methods only requires that our equation is close to symmetric. In
the case of a parabolic equation, we have a symmetric term given by the spatial derivatives
and an antisymmetric term given by the temporal derivative. Since these are bounded in
different norms, the equation is not close to symmetric, even if α is very large.

We recall the Bochner and Sobolev–Bochner spaces defined in Section 2.3 and define
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the spaces

W = H1/2
(
R, L2(Ω)

)
∩ L2

(
R, V

)
,

W 0
i = H1/2

(
R, L2(Ωi)

)
∩ L2

(
R, V 0

i

)
,

Wi = H1/2
(
R, L2(Ωi)

)
∩ L2

(
R, Vi

)
,

Z = H1/4
(
R, L2(Γ)

)
∩ L2

(
R,Λ

)
.

We also recall the trace operator T∂Ωi
and its right inverse R∂Ωi

as in (2.4) and (2.5),
respectively. As in the elliptic case, we are only interested in the trace on the interface
Γ× R and therefore define the space-time interface trace operators

Ti :Wi → Z : ui 7→ (T∂Ωi
ui)|Γ×R .

There is also a bounded linear map Ri : Z → Wi that is a right inverse to Ti,
defined analogously to the elliptic case. For details on this, see [Paper IV, Lemma 4.4].
Moreover, we recall the operators ∂1/2± and H defined in Section 2.3. In particular,
we will make use of the two Hilbert transforms

Hi :Wi →Wi and HΓ : Z → Z.

Before introducing the weak formulations we make the following assumption.

Assumption 5.1.1. The function α satisfies α ∈ L∞(Ω) and there exists a constant c > 0
such that

α(x) ≥ c, for almost every x ∈ Ω.

Moreover, f ∈W ∗ and there exist fi ∈W ∗
i such that

〈f, v〉 = 〈f1, v|Ω1×R+〉+ 〈f2, v|Ω2×R+〉 for all v ∈W.

The operators A :W →W ∗ and Ai :Wi →W ∗
i are then defined as

〈Au, v〉 =
∫
R

∫
Ω
∂
1/2
+ u∂

1/2
− v + α(x)∇u · ∇v dx dt and

〈Aiui, vi〉 =
∫
R

∫
Ωi

∂
1/2
+ ui∂

1/2
− vi + α(x)∇ui · ∇vi dx dt,

respectively. The operatorsA andAi are bounded, but only coercive in theL2(R,H1)-
norm, i.e.,

〈Au, v〉 ≥ c‖u‖2L2(R,H1(Ω)), 〈Aiui, vi〉 ≥ c‖ui‖2L2(R,H1(Ωi))
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for all u, v ∈W and ui, vi ∈Wi. However, if we define

Hφ
i = cos (ϕ)I − sin (ϕ)Hi, (5.3)

then the operator (Hφ
i )

∗Ai is coercive for small enoughϕ > 0, see [Paper IV, Lemma
5.1] for details.

The weak formulation of the parabolic equation is to find u ∈W such that

〈Au, v〉 = 〈f, v〉 for all v ∈W. (5.4)

Since A is not coercive we can not prove directly using the Lax–Milgram lemma,
stated in Theorem 2.1.1, that (5.4) has a unique solution. This can be resolved by
definingHφ analogously to (5.3) and considering the bounded and coercive operator
(Hφ)∗A. By the Lax–Milgram lemma (Hφ)∗A is bijective and since (Hφ)∗ :W ∗ →
W ∗ is a linear isomorphism, A is also bijective.

Remark 5.1.3. Of course, if the solution has higher temporal regularity

u ∈ H1(R,H−1(Ω))

then u also satisfies the variational formulation in

H1(R,H−1(Ω)) ∩ L2(R,H1(Ω)).

This follows by extending (2.2) to the Bochner space H1
(
R,H−1(Ω)

)
.

The weak formulation of the space-time transmission problem is to find (u1, u2) ∈
W1 ×W2 such that

〈Aiui, vi〉 = 〈fi, vi〉 for all vi ∈W 0
i , i = 1, 2,

T1u1 = T2u2,∑2
i=1〈Aiui − fi, Riµ〉 = 0 for all µ ∈ Z.

(5.5)

The equivalence of the weak formulations of the parabolic equation and the space-
time transmission problem is shown in [Paper IV, Lemma 5.3].

Before defining the Steklov–Poincaré operators, we consider the nonhomogeneous
problem for g ∈ (W 0

i )
∗ and η ∈ Z. That is, to find ui ∈Wi such that{
〈Aiui, v〉 = 〈g, v〉 for all v ∈W 0

i ,

Tiui = η.

We introduce the bounded linear solution operators Fi : Z → Wi : η 7→ ui given
by g = 0 and Gi : (W 0

i )
∗ → Wi : g 7→ ui given by η = 0. The space-time
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Steklov–Poincaré operators Si : Z → Z∗ and corresponding source terms χ ∈ Z∗

are defined as

〈Siη, µ〉 = 〈AiFiη,Riµ〉 and 〈χi, µ〉 = 〈fi −AiGifi, Riµ〉,

respectively. Moreover, we define the operator S = S1 + S2. The Steklov–Poincaré
equation is then

Sη = χ.

Analogously to the operators Hφ
i we define

Hφ
Γ = cos (ϕ)I − sin (ϕ)HΓ.

We have the following result on the properties of the space-time Steklov–Poincaré
operators.

Theorem 5.1.1. Suppose that Assumptions 2.4.2 and 5.1.1 hold. The Steklov–Poincaré
operators Si, S : Z → Z∗ are well defined and bounded. Moreover, they are coercive in
the norm L2(R,Λ), i.e.,

〈Siη, η〉 ≥ c‖η‖2L2(R,Λ), 〈Sη, η〉 ≥ c‖η‖2L2(R,Λ) for all η ∈ Z, i = 1, 2.

Finally, they are coercive-equivalent in Z, i.e., (Hφ
Γ)

∗Si and (Hφ
Γ)

∗S are coercive for
ϕ > 0 small enough.

The coercivity in L2(R,Λ) is sufficient to show convergence of the Robin–Robin
method and the coercive-equivalency is required to show that the Steklov–Poincaré
operators are bijective, which, in turn, is necessary to show that the Robin–Robin
method is well defined.

The weak formulation of the Robin–Robin method yields the iterates (un1 , un2 ) ∈
W1×W2 for n = 1, 2, . . .The interface iteration corresponding to the Robin–Robin
method is given by finding (ηn1 , ηn2 ) ∈ Z × Z such that{

〈(s3J + S1)η
n
1 − χ1, µ〉 = 〈(s3J − S2)η

n−1
2 + χ2, µ〉 for all µ ∈ Z,

〈(s3J + S2)η
n
2 − χ2, µ〉 = 〈(s3J − S1)η

n
1 + χ1, µ〉 for all µ ∈ Z

for n = 1, 2, . . . Note that the interface iteration is of the same form as in the linear
elliptic case (3.17), but the operators and spaces are different.

The convergence analysis of the Robin–Robin method now follows as in the linear
elliptic case, given in Section 3.5, but by restricting the Steklov–Poincaré operators to
L2(Γ× R) instead of L2(Γ). This requires the following assumption.
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Assumption 5.1.2. Let u ∈W denote the solution to (5.4). Then the functionals

µ 7→
〈
Ai

(
u|Ωi×R

)
− fi, Riµ

〉
, i = 1, 2,

are elements in L2(Γ× R)∗.

As in the linear elliptic case, this assumption and the properties of the space-time
Steklov–Poincaré operators yield the following convergence result of the Robin–Robin
method.

Theorem 5.1.2. Suppose that Assumptions 2.4.2, 5.1.1 and 5.1.2 hold. Let s3 > 0, uni
denote the iterates of the Robin–Robin method, and (u1, u2) denote the solution to the
transmission problem (5.5). Then

‖uni − ui‖L2(R,Vi) → 0, i = 1, 2,

as n tends to infinity.

5.2 Domain decomposition for linear initial value problems
(Paper V)

In Section 5.1 we gave an analysis for a parabolic problem posed for all times t ∈ R.
A more common problem is an initial value problem, where the solution is known at
t = 0 and we are interested in finding the solution for all times t ∈ R+. We will first
briefly discuss how an initial value problem can be recast as a problem on R+. We
will then see that, while the analysis of Section 5.1 applies to this situation as well, it
is unclear whether the domain decomposition methods preserve the initial value. We
therefore propose a different analysis, based on a variational formulation with the trial
space with temporal part H1/2

00 (R+) and test space with temporal part H1/2(R+).
Since the trial and test space are different we can not use the Lax–Milgram theorem
as in Section 5.1, but we instead employ the Banach–Nečas–Babuška theorem, stated
in Theorem 2.1.2.

The initial value problem is to find u such that
∂tu−∇ ·

(
α(x)∇u

)
= f in Ω× R+,

u = 0 on ∂Ω× R+,

u = 0 in Ω× {0}.
(5.6)

We can extend this to a problem on R and solve this instead. For this we first define
f̂ such that f̂ = 0 for t < 0 and f̂ = f for t ≥ 0. If û solves (5.1) with the source
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term f̂ then u = u|Ω×R+ solves (5.6). This fact is obvious for the strong formulation,
but not in the weak formulation. It is not even obvious how to interpret the initial
value condition u(0) = 0 inH1/2(R) since pointwise evaluation is not a continuous
operation on H1/2(R). One idea is to instead consider the Lions–Magenes space
H

1/2
00 (R+). It has been shown in certain circumstances [40, Theorem 4.4], that if we

have a weak solution u of (5.4) with f = 0 on R \R+ then u ∈ H
1/2
00 (R+, L2(Ω)).

However, we have not been able to apply this result to the iterates of our domain
decomposition methods and we therefore consider a different approach, where we
only work with spaces on R+.

The initial value problem is equivalent to the transmission problem

∂tui −∇ ·
(
α(x)∇ui

)
= fi in Ωi × R+,

ui = 0 on (∂Ωi \ Γ)× R+,

ui = 0 in Ωi × {0}, for i = 1, 2,

u1 = u2 on Γ× R+,

α(x)∇u1 · ν1 + α(x)∇u2 · ν2 = 0 on Γ× R+.

(5.7)

The Robin-Robin method for an initial value problem is given by finding (un1 , un2 )
such that

∂tu
n
1 −∇ ·

(
α(x)∇un1

)
= f1 in Ω1 × R+,

un1 = 0 on (∂Ω1 \ Γ)× R+,

un1 = 0 on Ω1 × {0}
α(x)∇un1 · ν1 + s3u

n
1 = α(x)∇un−1

2 · ν1 + s3u
n−1
2 on Γ× R+,

∂tu
n
2 −∇ ·

(
α(x)∇un2

)
= f2 in Ω2 × R+,

un2 = 0 on (∂Ω2 \ Γ)× R+,

un2 = 0 on Ω2 × {0}
α(x)∇un2 · ν2 + s3u

n
2 = α(x)∇un1 · ν2 + s3u

n
1 on Γ× R+.

for n = 1, 2, . . . Note that this is the same as the Robin–Robin method on R as
defined in Section 5.1, except for the inclusion of the initial value at t = 0. The same
is true for the transmission problem (5.7).
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For the analysis we introduce the Hilbert spaces

W = H
1/2
00

(
R+, L2(Ω)

)
∩ L2

(
R+, V

)
,

W̃ = H1/2
(
R+, L2(Ω)

)
∩ L2

(
R+, V

)
,

Wi = H
1/2
00

(
R+, L2(Ωi)

)
∩ L2

(
R+, Vi

)
,

W̃i = H1/2
(
R+, L2(Ωi)

)
∩ L2

(
R+, Vi

)
,

W 0
i = H

1/2
00

(
R+, L2(Ωi)

)
∩ L2

(
R+, V 0

i

)
,

W̃ 0
i = H1/2

(
R+, L2(Ωi)

)
∩ L2

(
R+, V 0

i

)
,

Z = H1/4
(
R+, L2(Γ)

)
∩ L2

(
R+,Λ

)
.

We point out two fundamental properties of these spaces that are essential for the
analysis. First, the trial space Wi is a dense subset of the test space W̃i. Second,
the trace spaces of Wi and W̃i are both Z, see [Paper V, Lemma 2]. We define the
interface trace operators

Ti : W̃i → Z : ui 7→ T∂Ωi
ui|Γ×R+

and denote their right inverses by Ri : Z →Wi.

We define the operators A :W → W̃ ∗ and Ai :Wi → W̃ ∗
i as

〈Au, v〉 =
∫
R+

∫
Ω
∂tu v + α(x)∇u · ∇v dx dt and

〈Aiui, vi〉 =
∫
R+

∫
Ωi

∂tui vi + α(x)∇ui · ∇vi dx dt,

respectively. The above formulas actually only holds for smoother functions than
u ∈ W and ui ∈ Wi. For a rigorous definition, we first consider smooth functions
and then extend to the appropriate spaces as in [24]. Notice that, unlike the previous
formulations in this thesis, the test and trial spaces are different.

Analogously to Assumption 5.1.1 we make the following assumption.

Assumption 5.2.1. The functionα satisfiesα ∈ L∞(Ω) and there exists a constant c > 0
such that

α(x) ≥ c, for almost every x ∈ Ω.

Moreover, f ∈ W̃ ∗ and there exist fi ∈ W̃ ∗
i such that

〈f, v〉 = 〈f1, v|Ω1×R+〉+ 〈f2, v|Ω2×R+〉 for all v ∈ W̃ .
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The weak formulation of the initial value problem (5.6) is to find u ∈W such that

〈Au, v〉 = 〈f, v〉 for all v ∈ W̃ . (5.8)

This problem has a unique solution, see [95, Corollary 3.9]. Moreover, the initial value
problem is equivalent to the weak formulation of the transmission problem, given by
finding (u1, u2) ∈W1 ×W2 such that

〈Aiui, vi〉 = 〈fi, vi〉 for all vi ∈ W̃ 0
i , i = 1, 2,

T1u1 = T2u2,∑2
i=1〈Aiui − fi, Riµ〉 = 0 for all µ ∈ Z.

(5.9)

Note that the transmission problem is of the same form as (5.2). The only differences
are the function spaces and the operators involved. However, note also that the test
and trial spaces are different.

We define the Steklov–Poincaré operators Si : Z → Z∗ and the source terms χ ∈ Z∗

as

〈Siη, µ〉 = 〈AiFiη,Riµ〉 and 〈χi, µ〉 = 〈fi −AiGifi, Riµ〉,

respectively. Motivated by Section 5.1, we define the operator Hφ
i : Z → Z

Hφ
Γη = ((cos(ϕ)I − sin(ϕ)HΓ)Eiη)|Γ×R+ ,

where Ei : Z → H1/4
(
R, L2(Γ)

)
∩ L2

(
R,Λ

)
is the extension by zero in time.

Theorem 5.2.1. Suppose that Assumptions 2.4.2 and 5.2.1 hold. Then Si, S : Z → Z∗

are bounded and satisfy

〈Siη, η〉 ≥ c‖η‖2L2(R+,Vi)
and 〈Sη, η〉 ≥ c‖η‖2L2(R+,Vi)

respectively. Moreover, (Hφ
Γ)

∗Si and (Hφ
Γ)

∗S are coercive for ϕ > 0 small enough. In
particular, Si and S are bijective.

Remark 5.2.1. Notice that this is a weaker result than Theorem 5.1.1 since we do not
know if (Hφ

Γ)
∗ : Z∗ → Z∗ is an isomorphism. If we could show that (Hφ

Γ)
∗ is an

isomorphism then the bijectivity of the Steklov–Poincaré operators would follow in the
same way as in Section 5.1. Since this seems difficult to show we instead use the Banach–
Nečas–Babuška theorem, stated in Theorem 2.1.2. This does not affect the convergence
proof for the Robin–Robin method since this only relies on the coercivity in L2(R+, Vi).
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We also consider the weak formulation of the Robin–Robin method, which is to find
(un1 , u

n
2 ) ∈W1 ×W2 such that

〈A1u
n
1 , v1〉 = 〈f1, v1〉 for all v1 ∈ W̃ 0

1 ,

〈A1u
n
1 − f1, R1µ〉+ 〈A2u

n−1
2 − f2, R2µ〉

= s3(T2u
n−1
2 − T1u

n
1 , µ)L2(Γ×R) for all µ ∈ Z,

〈A2u
n
2 , v2〉 = 〈f2, v2〉 for all v2 ∈ W̃ 0

2 ,

〈A2u
n
2 − f2, R2µ〉+ 〈A1u

n
1 − f1, R1µ〉

= s3(T1u
n
1 − T2u

n
2 , µ)L2(Γ×R) for all µ ∈ Z

for n = 1, 2, . . .The interface iteration corresponding to the Robin–Robin method
is then to find (ηn1 , η

n
2 ) ∈ Z × Z such that{

〈(s3J + S1)η
n
1 − χ1, µ〉 = 〈(s3J − S2)η

n−1
2 + χ2, µ〉 for all µ ∈ Z,

〈(s3J + S2)η
n
2 − χ2, µ〉 = 〈(s3J − S1)η

n
1 + χ1, µ〉 for all µ ∈ Z

for n = 1, 2, . . . As in Sections 3.5 and 5.1 we make the following assumption in order
to show the convergence of the Robin–Robin method for initial value problems.

Assumption 5.2.2. Let u ∈W denote the solution to (5.8). Then the functionals

µ 7→
〈
Ai

(
u|Ωi×R+

)
− fi, Riµ

〉
, i = 1, 2,

are elements in L2(Γ× R+)∗.

Theorem 5.2.2. Suppose that Assumptions 2.4.2, 5.2.1 and 5.2.2 hold. Then the iterates
of the Robin–Robin method (un1 , u

n
2 ) converge to the solution of the transmission prob-

lem (5.9) in L2(R+, V1)× L2(R+, V2).

5.3 Domain decomposition for nonlinear parabolic equations
(Paper IV)

The Robin–Robin method has been studied for semilinear parabolic equations on
rectangular domains [15] and even for a class of quasilinear equations in [48]. Other
than these two papers there are few theoretical studies on nonoverlapping domain
decomposition treating nonlinear parabolic equations. For decompositions in time,
semilinear hyperbolic equations have been studied in [63, 64].

In this section we will therefore discuss the extension of the Steklov–Poincaré theory
in Section 5.1 to nonlinear problems. Due to the mesh dependence of the convergence
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factor of the Robin–Robin method we seek new methods that are provably conver-
gent with mesh independent convergence factors. We suggest two modifications of
the Dirichlet–Neumann method that fit this description. Since the convergence of
the Robin–Robin method follows by the same observations as in Sections 4.5 and 5.1
we will mainly consider these modified Dirichlet–Neumann methods here and only
briefly discuss the Robin–Robin method. We consider the nonlinear parabolic equa-
tion {

∂tu−∇ · α(x, u,∇u) + β(x, u,∇u) = f in Ω× R,
u = 0 on ∂Ω× R

for some functions α : Ω × R × Rd → Rd and β : Ω × R × Rd → R. The
corresponding transmission problem is to find (u1, u2) such that

∂tui −∇ · α(x, ui,∇ui)
+β(x, ui,∇ui) = fi in Ωi × R for i = 1, 2,

ui = 0 on (∂Ωi \ Γ)× R for i = 1, 2,

u1 = u2 on Γ× R,
α(x, u1,∇u1) · ν1 = −α(x, u2,∇u2) · ν2 on Γ× R.

For a fixedmethod parameter s0 > 0 and an initial guess η0, the nonlinear space-time
Dirichlet–Neumann method is to find (un1 , u

n
2 , η

n) such that

∂tu
n
1 −∇ · α(x, un1 ,∇un1 )
+β(x, un1 ,∇un1 ) = f1 in Ω1 × R,

un1 = 0 on (∂Ω1 \ Γ)× R,
un1 = ηn−1 on Γ× R,

∂tu
n
2 −∇ · α(x, un2 ,∇un2 )
+β(x, un2 ,∇un2 ) = f2 in Ω2 × R,

un2 = 0 on (∂Ω2 \ Γ)× R,
α(x, un2 ,∇un2 ) · ν2 = −α(x, un1 ,∇un1 ) · ν1 on Γ× R,

ηn = s0 u
n
2 |Γ×R + (1− s0)η

n−1 on Γ× R

for n = 1, 2, . . . Similarly, the nonlinear space-time Robin–Robin method is to find
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(un1 , u
n
2 ) such that

∂tu
n
1 −∇ · α(x, un1 ,∇un1 ) + β(x, un1 ,∇un1 ) = f1 in Ω1 × R,

un1 = 0 on (∂Ω1 \ Γ)× R,
α(x, un1 ,∇un1 ) · ν1 + s3u

n
1

−α(x, un−1
2 ,∇un−1

2 ) · ν1 − s3u
n−1
2 = 0 on Γ× R,

∂tu
n
2 −∇ · α(x, un2 ,∇un2 ) + β(x, un2 ,∇un2 ) = f2 in Ω2 × R,

un2 = 0 on (∂Ω2 \ Γ)× R,
α(x, un2 ,∇un2 ) · ν2 + s3u

n
2

−α(x, un1 ,∇un1 ) · ν2 − s3u
n
1 = 0 on Γ× R.

for n = 1, 2, . . .

In order to construct the nonlinear space-time Steklov–Poincaré theory we make the
following assumption, which means that our functions α and β are Lipschitz contin-
uous.

Assumption 5.3.1. The functions α : Ω× R× Rd → Rd and β : Ω× R× Rd → R
satisfy the assumptions as in [Paper IV, Assumption 2]. Moreover, f ∈ W̃ ∗ and there exist
fi ∈ W̃ ∗

i , i = 1, 2, such that

〈f, v〉 = 〈f1, v|Ω1×R+〉+ 〈f2, v|Ω2×R+〉 for all v ∈ W̃ .

Recall the spacesW,W 0
i ,Wi, Z and the operators Ti, Ri,Hφ

Γ defined in Section 5.1.
The operators A :W →W ∗ and Ai :Wi →W ∗

i are defined as

〈Au, v〉 =
∫
R

∫
Ω
∂
1/2
+ u∂

1/2
− v − α(x, u,∇u) · ∇v + β(x, u,∇u)v dx dt and

〈Aiui, vi〉 =
∫
R

∫
Ωi

∂
1/2
+ ui∂

1/2
− vi − α(x, ui,∇ui) · ∇vi + β(x, ui,∇ui)vi dx dt,

respectively. The weak formulation of the parabolic equation is to find u ∈ W such
that

〈Au, v〉 = 〈f, v〉 for all v ∈W. (5.10)

This is equivalent to the weak formulation of the nonlinear space-time transmission
problem, which is to find (u1, u2) ∈W1 ×W2 such that

〈Aiui, vi〉 = 〈fi, vi〉 for all vi ∈W 0
i , i = 1, 2,

T1u1 = T2u2,∑2
i=1〈Aiui − fi, Riµ〉 = 0 for all µ ∈ Z.

(5.11)
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Before defining the nonlinear space-time Steklov–Poincaré operators, we consider the
nonhomogeneous equation for g ∈ (W 0

i )
∗ and η ∈ Z. That is, to find ui ∈ Wi

such that {
〈Aiui, v〉 = 〈g, v〉 for all v ∈W 0

i ,

Tiui = η.

We denote the corresponding solution operator by Fi : Z → Wi and define the
Steklov–Poincaré operators Si : Z → Z∗ as

〈Siη, µ〉 = 〈AiFiη − fi, Riµ〉.

If we define S = S1 + S2, the nonlinear space-time Steklov–Poincaré operator is to
find η ∈ Z such that Sη = 0. We have the following properties of the nonlinear
space-time Steklov–Poincaré operators.

Theorem 5.3.1. Suppose that Assumptions 2.4.2 and 5.3.1 hold. The nonlinear space-time
Steklov–Poincaré operators Si, S : Z → Z∗ are Lipschitz continuous and uniformly
monotone in L2(R,Λ). Moreover, the operators (Hφ

Γ)
∗Si and (Hφ

Γ)
∗S are uniformly

monotone for ϕ > 0 small enough.

The weak formulation of the nonlinear space-time Dirichlet–Neumann method is to
find (un1 , u

n
2 , η

n) ∈ V1 × V2 × Λ such that

〈A1u
n
1 , v1〉 = 〈f1, v1〉 for all v1 ∈W 0

1 ,

T1u
n
1 = ηn−1,

〈A2u
n
2 , v2〉 = 〈f2, v2〉 for all v2 ∈W 0

2 ,

〈A2u
n
2 − f2, R2µ〉+ 〈A1u

n
1 − f1, R1µ〉 = 0 for all µ ∈ Z,

ηn = s0T2u
n
2 + (1− s0)η

n−1 on Γ

for n = 1, 2, . . . Similarly, the weak formulation of the nonlinear space-time Robin–
Robin method is to find (un1 , u

n
2 ) ∈ V1 × V2 such that

〈A1u
n
1 , v1〉 = 〈f1, v1〉 for all v1 ∈W 0

1 ,

〈A1u
n
1 − f1, R1µ〉+ 〈A2u

n−1
2 − f2, R2µ〉

= s3(T2u
n−1
2 − T1u

n
1 , µ)L2(Γ×R) for all µ ∈ Z,

〈A2u
n
2 , v2〉 = 〈f2, v2〉 for all v2 ∈W 0

2 ,

〈A2u
n
2 − f2, R2µ〉+ 〈A1u

n
1 − f1, R1µ〉

= s3(T1u
n
1 − T2u

n
2 , µ)L2(Γ×R) for all µ ∈ Z

(5.12)

for n = 1, 2, . . . Since the convergence proof of the Dirichlet–Neumann method
require symmetry of the Steklov–Poincaré operators it is not possible to generalize
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this to the nonlinear case, compare with Remark 5.1.2. We instead use the follow-
ing generalization of Zarantello’s theorem to motivate the construction of two mod-
ified Dirichlet–Neumann methods. These are analogous to the modified Neumann–
Neumann methods in Section 4.4, but with the extra complication that we are not
considering a coercive equation. The theorem also yields the bijectivity of the Steklov–
Poincaré operators.

Theorem 5.3.2. Let X be a Hilbert space and G : X → X∗ be a (nonlinear) operator.
Moreover, suppose thatQ : X → X is a linear isomorphism such thatQ∗G : X → X∗

is Lipschitz continuous and uniformly monotone. Then G is bijective.

Furthermore, let η0 ∈ X , χ ∈ X∗, P : X → X∗ be any symmetric and coercive linear
operator, and s0 > 0 be small enough. Then the iteration

ηn+1 = ηn + s0P
−1Q∗(χ−Gηn)

converges linearly to the unique η such that Gη = χ.

This generalization suggests a method of the form

ηn = ηn−1 + s0P
−1(Hφ

Γ)
∗(0− Sηn−1),

where P is a coercive and symmetric operator. The obvious choice is P : Z →
Z∗ : µ 7→ (µ, ·)Z , but, while this method converges according to Theorem 5.1.2, it is
unclear how to implement it. Instead, we consider the method corresponding to the
choice P = P1, where P1 : Z → Z∗ is the operator defined as

〈P1η, µ〉 = 〈ÂF̂ η, R2µ〉.

Here, Â :W2 →W ∗
2 is

〈Âu, v〉 =
∫
R

∫
Ω2

∂
1/2
+ u∂

1/2
+ v +∇u · ∇v dxdt

and F̂ is the solution operator of the nonhomogeneous problem to find u2 ∈ W 0
2

such that {
〈Âu2, v〉 = 0 for all v ∈W 0

2 ,

T2u2 = η.

In other words, P1 is the Steklov–Poincaré operator corresponding to Â.

Remark 5.3.1. The operator Â can be interpreted as the weak formulation of the operator√
−∂tt −∆. This can be seen by using Parseval’s formula as follows∫
R
∂
1/2
+ u∂

1/2
+ v dt =

∫
R

√
iξû
√
iξv̂ dξ =

∫
R

√
ξ2ûv̂ dξ =:

∫
R

√
−∂ttuv dt.
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Another option is to choose a Steklov–Poincaré operator corresponding to the Laplace
equation and add a half derivative. That is, the choice P = P2 : Z → Z∗ with

〈P2η, µ〉 =
∫
R

∫
Γ
∂
1/4
+ η∂

1/4
+ µ dxdt+

∫
R

∫
Ω2

∇H2η · ∇H2µ dxdt.

Here, H2 is the solution operator corresponding to −∆, see Chapter 3, and ∂1/4+ is
defined analogously to ∂1/2+ .

For the sake of completeness, we now give the weak formulations of these methods.
The first method (MDN1) is to find (un1 , u

n
2 , η

n) ∈W1 ×W2 × Z such that

〈Aiu
n
i , vi〉 = 〈fi, vi〉 for all vi ∈W 0

i ,

Tiu
n
i = ηn−1 for i = 1, 2,

〈Âwn
2 , v2〉 = 0 for all v2 ∈W 0

2 ,

〈Âwn
2 , R2µ〉 = 〈−A1u

n
1 + f1, R1µ〉

+ 〈−A2u
n
2 + f2, R2µ〉 for all µ ∈ Z,

ηn = ηn−1 + s0T2w
n
2 on Γ

(5.13)

forn = 1, 2, . . .The secondmethod (MDN2) is to find (un1 , un2 , ηn) ∈W1×W2×Z
such that 

〈Aiu
n
i , vi〉 = 〈fi, vi〉 for all vi ∈W 0

i ,

Tiu
n
i = ηn−1 for i = 1, 2,

〈Âwn
2 , v2〉 = 0 for all v2 ∈W 0

2 ,

〈Âwn
2 , R2µ〉 = 〈−A1u

n
1 + f1, R1µ〉

+ 〈−A2u
n
2 + f2, R2µ〉 for all µ ∈ Z,

ηn = ηn−1 + s0T2w
n
2 on Γ

(5.14)

for n = 1, 2, . . .Note that the only difference between (5.13) and (5.14) is the meaning
of the operator Â. The following convergence result holds for our modifiedDirichlet–
Neumann methods.

Theorem 5.3.3. Suppose that Assumptions 2.4.2 and 5.3.1 hold. Let s0 > 0 and ϕ > 0
be small enough, uni denote the iterates of either of the modified Dirichlet–Neumann
methods (5.13) and (5.14), and ui denote the solution to (5.11). Then (un1 , u

n
2 ) converges

linearly to (u1, u2) inW1 ×W2.

The convergence of the Robin–Robin method follows as in the nonlinear elliptic case
under the following assumption.
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Assumption 5.3.2. Let u ∈W denote the solution to (5.10). Then the functionals

µ 7→
〈
Ai

(
u|Ωi×R

)
− fi, Riµ

〉
, i = 1, 2,

are elements in L2(Γ× R)∗.

Theorem 5.3.4. Suppose that Assumptions 2.4.2, 5.3.1 and 5.3.2 hold. Let s3 > 0, uni
denote the iterates of the nonlinear space-time Robin–Robin method (5.12), and (u1, u2)
denote the solution to (5.11). Then

‖uni − ui‖L2(R,Vi) → 0, i = 1, 2,

as n tends to infinity.

5.4 Discrete linear space-time domain decomposition

A common method to discretize parabolic equations is to treat the spatial and tempo-
ral space differently, e.g., using a finite element method for the spatial discretization
and a time-stepping method for the temporal discretization, see [69]. However, when
using a variational space-time framework it is perhaps more natural to employ space-
time finite element methods, see [66] for an introduction. This also means that our
convergence results in the continuous case can be directly applied to the discrete case,
under some conditions on the discrete space. Space-time finite element methods re-
sult in large sparse systems that can be solved using iterative methods [97, 98] or direct
methods [67]. The latter uses a variant of the Hilbert transform to achieve a stable
method.

Since we are not aware of any efficient and provably convergent space-time finite
element method for nonlinear equations, we restrict our discussion to the case of
linear parabolic equations on R. We assume that our spatial discretization satis-
fies Assumption 3.3.1. We will construct a space-time discretization as the tensor space
W h = U τ

N ⊗̃V h. Moreover, our decomposed spaces will be defined as

W h
i = U τ

N ⊗̃V h
i , W h,0

i = U τ
N ⊗̃V h,0

i , and Zh = U τ
N ⊗̃Λh.

Here, V h
i is the spatial discretization space as in Section 3.3 and U τ

N is our temporal
discretization space. The difficulty with constructing a temporal discretization space
is that in order to show convergence of our discrete modified Dirichlet–Neumann
methods, we must have that the Hilbert transform is an isomorphism on the discrete
space. Moreover, the Hilbert transform must be easily implemented on this space,
or approximated by something that is easily implemented. Since the goal is mainly
to study the convergence of our domain decomposition methods we do not wish to
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introduce another approximation and we therefore seek a discrete space for which the
Hilbert transform can be computed analytically. Such a finite element space has been
introduced in [26] and we give a brief explanation of the method here.

Let N > 0 and τ > 0 and consider the interval (−Nτ,Nτ) discretized with the
points ωj = jτ , j = −N, . . . , N . We consider the basis elements {ψj}Nj=−N de-
fined through their Fourier transforms, which are defined as the functions {Fψj}Nj=−N

that satisfy

Fψj(ωℓ) =

{
1 if j = ` or j = −`,
0 otherwise.

and are linear between the points ωℓ. To this set of basis elements we then append
their Hilbert transforms, i.e.,

ψ̃j = Hψj .

In total, we have 2N+2 basis elements that span the subspaceU τ
N , which is invariant

under the Hilbert transform sinceH2 = −I . It can be shown that the basis elements
are

ψ0(t) =
1

πt2τ

(
1− cos(tτ)

)
,

ψ̃0(t) =
tτ − sin(tτ)

πt2τ
,

ψj(t) =
2

πt2τ

(
1− cos(tτ)

)
cos(tjτ), j = 1, . . . , N,

ψ̃j(t) =
2

πt2τ

(
1− cos(tτ)

)
sin(tjτ), j = 1, . . . , N.

These functions are not localized in time, but since they are localized in Fourier space,
we can assemble our matrices using Parseval’s formula. Moreover, the involved func-
tions are simple enough that the integrals can be computed exactly.

Remark 5.4.1. It is possible to define the discrete space-time Steklov–Poincaré operators
for other discretizations than the one shown here. The issue is that, if we use the more
standard space-time finite element methods, we have different test and trial spaces and a
more general analysis than the one presented in Section 5.1 must be used.

With our discrete spaces defined, we can introduce discrete variants of the weak equa-
tion, transmission problem, and Steklov–Poincaré operators, which yields discrete
convergence results corresponding to our results in Sections 5.1 and 5.3. This is dis-
cussed in more detail in [Paper IV, Section 9]. In particular, the discrete variants of
the modified Dirichlet–Neumann methods have convergence factors that are inde-
pendent of h, τ,N > 0.
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5.5 Numerical results for the heat equation

We consider the discrete and exact errors ed and ee, respectively, analogous to the
errors defined in Section 3.6, but using the L2

(
R,H1

)
-norm. We consider the heat

equation on Decomposition 2.4.1 with f chosen such that the solution is given by

u(t, x) =

{
(e−t/2 − e−t)(x2 − x3) for t > 0,

0 for t ≤ 0.

We plot the errors of the modified Dirichlet–Neumann methods and the Robin–
Robin method against the number of iterations in Figure 5.2. The method parameters
are s0 = 0.4, ϕ = 0.02π for MDN1, s0 = 0.5, ϕ = 0.02π for MDN2, and s3 = 4
for the Robin–Robin method. The mesh parameters are h = 1/512, N = 256,
and τ = 0.4. The initial guesses are always taken to be zero. We find that all three
methods converge and the Robin–Robin method converges significantly faster than
the modified Dirichlet–Neumann methods.

For each of our method we perform the parameter study as described in Section 3.7.
We use the mesh parameters (h1, h2, h3) = (1/512, 1/256, 1/128) together with
(N1, N2, N3) = (256, 128, 64). The experimental convergence orders can be found
in Figure 5.3. We find that the modified Dirihlet–Neumann methods have mesh
independent convergence factors for small s0 > 0 and the optimal parameters are
approximately s0 = 0.5 and s0 = 0.4 for MDN1 and MDN2, respectively. We
also see that the Robin–Robin method has convergence factors that depend on the
discretization parameter. Note that this is true even though it is a (spatially) one-
dimensional decomposition, likely due to the fact that the temporal discretization is
also different for the different meshes.
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Figure 5.2: The errors ed (left) and ee (right) of the modified Dirichlet–Neumann
methods (MDN1 and MDN2) and the Robin–Robin (RR) method applied to the
heat equation on Decomposition 2.4.1.
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Figure 5.3: The experimental error reductions qd (left) and qe (right) plotted against
the method parameter for the Robin–Robin method (top), the MDN1method (mid-
dle), and the MDN2 method (bottom) applied to the heat equation. The decom-
position is as in Decomposition 2.4.1 and the three different mesh parameters are
(h1 = 1/512, h2 = 1/256, h3 = 1/128).
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Chapter 6

Outlook

6.1 Summary and conclusions

In this thesis we have studied domain decomposition methods for nonlinear elliptic
and parabolic problems. In both cases, we have constructed Steklov–Poincaré opera-
tors and studied the properties of these operators. We have then used this theory to
prove convergence of some standard domain decomposition methods. Moreover, this
theory has been used to construct convergent methods when the standard methods
do not, or can not be proven to, converge. We have also discussed the effect of the
discretization on the speed of convergence and found that, with the exception of the
Robin–Robin method, the convergence is independent of this.

Furthermore, we compared the convergence speed of the methods numerically and
demonstrated that, other than the Neumann–Neumann method, these are viable op-
tions for parallelization of numerical solvers for nonlinear partial differential equa-
tions.

There are still many questions left to study, both analytically and numerically. We
therefore briefly discuss some ideas for future work.

6.2 Parallel implementations

We are still lacking proper parallel implementations and numerical results for our
domain decomposition methods applied to decompositions with more than two sub-
domains. It is also interesting to study how the methods scale, that is, how the con-
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vergence factors depend on the number of subdomains. Note that one-level methods,
such as the ones presented here, typically have convergence factors that depend heav-
ily on the number of subdomains [16]. It is therefore important to use global coarse
solvers, see, e.g. [106, Chapter 3], but it unclear how to analyze these in a continuous
setting.

6.3 Continuous analysis with cross points

In this thesis we did not consider decompositions with cross points such as in Fig-
ure 2.2d. These decompositions are important since they allow for further paralleliza-
tion of the numerical solver.

There are numerous results concerning domain decompositions with cross points for
discrete equations when the partial differential equation has been discretized using
finite elements, see e.g. [106, Chapter 5]. In the continuous case, however, we are
only aware of a few results. First, transmission problems can be formulated and are
equivalent to the weak formulation of the equation. This holds for a large class of
nonlinear elliptic equations [94]. However, it has been shown that in certain cases
the Dirichlet–Neumann method is not well posed in the presence of cross points [19].
The same has also been shown for the Neumann–Neumann method [18], but can
be resolved by using a specific coarse space correction that can be formulated at the
continuous level. Cross points have also been studied in the context of nonlinear
equations in [10].

6.4 Space-time finite elements for nonlinear parabolic equa-
tions

In Section 5.3 we showed that much of the theory of domain decomposition methods
can be generalized to nonlinear parabolic problems. However, since there is a lack of
theoretical results for nonlinear space-time finite element methods it is still unclear
how to discretize these problems using variational methods, which means that it is
difficult to construct numerical examples that demonstrate the theory.

6.5 Robin–Robin method for degenerate parabolic equations

In Section 5.3 we assumed that the equation was nondegenerate, but we know from
Section 4.5 that the Robin–Robin method can be proven to converge for degener-
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ate problems as well. However, even though degenerate parabolic equations with
H1/2-temporal regularity has been studied in [40], the theoretical tools for this is still
lacking. One of the main difficulties remaining is to show that there is a trace operator

T : H1/2
(
R, Lp(U)

)
∩ L2

(
R,W 1,p(U)

)
→ H1/4

(
R, Lp(∂U)

)
∩ L2

(
R,W 1−1/p,p(∂U)

)
for Lipschitz domains U . Moreover, since the spaces involved are not Hilbert spaces,
one can not use the equivalence to tensor Hilbert spaces that is employed heavily in
Paper IV.

6.6 Domain decomposition for initial value problems on
bounded time intervals

Although infinite time intervals can be seen as more general than bounded time inter-
vals, there are some questions that are interesting in the case of bounded time intervals.
For instance, it is well known that in certain cases the convergence factor is dependent
on the size of the time interval, see [46, Theorems 2.2 and 2.3].

Variational formulations withH1/2-temporal regularity on finite intervals have been
studied in the context of space-time finite element methods in [99]. Their analytical
tools are similar to ours, utilizing a discrete Hilbert transform.

6.7 Domain decomposition for moving domains

A natural extension of this theory is to equations on domains that are moving or
decompositions that are moving. A good starting point is [14], which generalizes the
results in [24] to moving domains. A more general framework for analyzing partial
differential equations on moving domains can be found in [4]. It is also possible to
consider domains and surfaces where the evolution depends on an equation [62].

This also serves as a first step towards a rigorous theory of fluid-structure interaction,
see [92] for an overview. Steklov–Poincaré operators have been introduced for these
problems in [3, 28] after the problem has been discretized by a timestepping method,
but no space-time analysis exists to our knowledge.

95





References

[1] V. I. Agoshkov and V. I. Lebedev. Variational algorithms of the domain decom-
position method [translation of Preprint 54, Akad. Nauk SSSR, Otdel. Vychisl.
Mat., Moscow, 1983]. volume 5, pages 27–46. 1990. Soviet Journal of Numer-
ical Analysis and Mathematical Modelling.

[2] E. Ahmed, C. Japhet, and M. Kern. Space-time domain decomposition for
two-phase flow between different rock types. Comput. Methods Appl. Mech.
Engrg., 371:113294, 30, 2020.

[3] M. Aletti and D. Lombardi. A reduced-order representation of the Poincaré-
Steklov operator: an application to coupled multi-physics problems. Internat.
J. Numer. Methods Engrg., 111(6):581–600, 2017.

[4] A. Alphonse, C.M. Elliott, and B. Stinner. An abstract framework for parabolic
PDEs on evolving spaces. Port. Math., 72(1):1–46, 2015.

[5] J.-P. Aubin. Applied functional analysis. Pure and Applied Mathematics (New
York). Wiley-Interscience, New York, second edition, 2000.

[6] J. W. Barrett and W. B. Liu. Finite element approximation of the p-Laplacian.
Math. Comp., 61(204):523–537, 1993.

[7] J. W. Barrett and W. B. Liu. Quasi-norm error bounds for the finite element
approximation of a non-Newtonian flow. Numer. Math., 68(4):437–456, 1994.

[8] H. Berninger. Domain decomposition methods for elliptic problems with jump-
ing nonlinearities and application to the Richards equation. 2009. Thesis–Freie
Universität Berlin (Germany).

[9] H. Berninger, R. Kornhuber, and O. Sander. Convergence behaviour of
Dirichlet-Neumann and Robin methods for a nonlinear transmission problem.
In Domain decomposition methods in science and engineering XIX, volume 78 of
Lect. Notes Comput. Sci. Eng., pages 87–98. Springer, Heidelberg, 2011.

97



[10] H. Berninger, S. Loisel, and O. Sander. The 2-Lagrange multiplier method
applied to nonlinear transmission problems for the Richards equation in het-
erogeneous soil with cross points. SIAM J. Sci. Comput., 36(5):A2166–A2198,
2014.

[11] P. E. Bjørstad and O. B. Widlund. Iterative methods for the solution of elliptic
problems on regions partitioned into substructures. SIAM J. Numer. Anal.,
23(6):1097–1120, 1986.

[12] J.-F. Bourgat, R. Glowinski, P. Le Tallec, and M. Vidrascu. Variational formu-
lation and algorithm for trace operator in domain decomposition calculations.
In Domain decomposition methods (Los Angeles, CA, 1988), pages 3–16. SIAM,
Philadelphia, PA, 1989.

[13] J. H. Bramble, J. E. Pasciak, and A. H. Schatz. An iterative method for elliptic
problems on regions partitioned into substructures.Math. Comp., 46(174):361–
369, 1986.

[14] R. Brügger, H. Harbrecht, and J. Tausch. Boundary integral operators for the
heat equation in time-dependent domains. Integral Equations Operator Theory,
94(2):Paper No. 10, 28, 2022.

[15] F. Caetano, M. J. Gander, L. Halpern, and J. Szeftel. Schwarz waveform re-
laxation algorithms for semilinear reaction-diffusion equations. Netw. Heterog.
Media, 5(3):487–505, 2010.

[16] F. Chaouqui, G. Ciaramella, M. J. Gander, and T. Vanzan. On the scalabil-
ity of classical one-level domain-decomposition methods. Vietnam J. Math.,
46(4):1053–1088, 2018.

[17] F. Chaouqui, M. J. Gander, P. M. Kumbhar, and T. Vanzan. On the nonlin-
ear Dirichlet-Neumann method and preconditioner for Newton’s method. In
Domain decomposition methods in science and engineering XXVI, volume 145 of
Lect. Notes Comput. Sci. Eng., pages 381–389. Springer, Cham, 2022.

[18] F. Chaouqui, M. J. Gander, and K. Santugini-Repiquet. A local coarse space
correction leading to a well-posed continuous Neumann-Neumann method
in the presence of cross points. In Domain decomposition methods in science
and engineering XXV, volume 138 of Lect. Notes Comput. Sci. Eng., pages 83–91.
Springer, Cham, 2020.

[19] B. Chaudet-Dumas and M. J. Gander. Cross-points in the Dirichlet-
Neumann method I: well-posedness and convergence issues. Numer. Algo-
rithms, 92(1):301–334, 2023.

98



[20] W. Chen, X. Xu, and S. Zhang. On the optimal convergence rate of a Robin-
Robin domain decomposition method. J. Comput. Math., 32(4):456–475, 2014.

[21] S.-S. Chow. Finite element error estimates for nonlinear elliptic equations of
monotone type. Numer. Math., 54(4):373–393, 1989.

[22] P. G. Ciarlet. The finite element method for elliptic problems. Studies in
Mathematics and its Applications, Vol. 4. North-Holland Publishing Co.,
Amsterdam-New York-Oxford, 1978.

[23] D. L. Cohn. Measure theory. Birkhäuser Advanced Texts: Basler Lehrbücher.
[Birkhäuser Advanced Texts: Basel Textbooks]. Birkhäuser/Springer, New
York, second edition, 2013.

[24] M. Costabel. Boundary integral operators for the heat equation. Integral Equa-
tions Operator Theory, 13(4):498–552, 1990.

[25] M. Costabel. On the limit Sobolev regularity for Dirichlet andNeumann prob-
lems on Lipschitz domains. Math. Nachr., 292(10):2165–2173, 2019.

[26] M. Dahlgren. A finite element method for parabolic equations. In Progress in
industrial mathematics at ECMI 2002, volume 5 of Math. Ind., pages 253–258.
Springer, Berlin, 2004.

[27] T. A. Davis. Algorithm 832: UMFPACK v4.3—an unsymmetric-pattern mul-
tifrontal method. ACM Trans. Math. Softw., 30(2):196–199, June 2004.

[28] S. Deparis, M. Discacciati, G. Fourestey, and A. Quarteroni. Fluid-structure
algorithms based on Steklov-Poincaré operators. Comput. Methods Appl. Mech.
Engrg., 195(41-43):5797–5812, 2006.

[29] B. Després, P. Joly, and J. E. Roberts. A domain decomposition method for the
harmonic Maxwell equations. In Iterative methods in linear algebra (Brussels,
1991), pages 475–484. North-Holland, Amsterdam, 1992.

[30] L.Diening, C. Ebmeyer, andM. Ružička. Optimal convergence for the implicit
space-time discretization of parabolic systems with p-structure. SIAM J. Numer.
Anal., 45(2):457–472, 2007.

[31] M. Discacciati, A. Quarteroni, and A. Valli. Robin-Robin domain decom-
position methods for the Stokes-Darcy coupling. SIAM J. Numer. Anal.,
45(3):1246–1268, 2007.

[32] V. Dolean, M. J. Gander, W. Kheriji, F. Kwok, and R. Masson. Nonlinear pre-
conditioning: how to use a nonlinear Schwarz method to precondition New-
ton’s method. SIAM J. Sci. Comput., 38(6):A3357–A3380, 2016.

99



[33] V. Dolean, P. Jolivet, and F. Nataf. An introduction to domain decomposition
methods. Society for Industrial and AppliedMathematics (SIAM), Philadelphia,
PA, 2015. Algorithms, theory, and parallel implementation.

[34] M. Dryja and W. Hackbusch. On the nonlinear domain decomposition
method. BIT, 37(2):296–311, 1997.

[35] C. Ebmeyer and W. B. Liu. Quasi-norm interpolation error estimates for the
piecewise linear finite element approximation of p-Laplacian problems. Numer.
Math., 100(2):233–258, 2005.

[36] M. Eisenmann and E. Hansen. Convergence analysis of domain decomposi-
tion based time integrators for degenerate parabolic equations. Numer. Math.,
140(4):913–938, 2018.

[37] A. Ern and J.-L. Guermond. Theory and practice of finite elements, volume 159
of Applied Mathematical Sciences. Springer-Verlag, New York, 2004.

[38] L. C. Evans. Partial differential equations, volume 19 of Graduate Studies in
Mathematics. American Mathematical Society, Providence, RI, second edition,
2010.

[39] M. Fontes. Parabolic equations with low regularity. 1996. Thesis–Lunds Uni-
versitet (Sweden).

[40] M. Fontes. A monotone operator method for elliptic-parabolic equations.
Comm. Partial Differential Equations, 25(3-4):681–702, 2000.

[41] D. Funaro, A. Quarteroni, and P. Zanolli. An iterative procedure with inter-
face relaxation for domain decomposition methods. SIAM J. Numer. Anal.,
25(6):1213–1236, 1988.

[42] M. J. Gander. Optimized Schwarz methods. SIAM J. Numer. Anal., 44(2):699–
731, 2006.

[43] M. J. Gander. 50 years of time parallel time integration. In Multiple shooting
and time domain decomposition methods, volume 9 of Contrib. Math. Comput.
Sci., pages 69–113. Springer, Cham, 2015.

[44] M. J. Gander and L. Halpern. Optimized Schwarz waveform relaxation
methods for advection reaction diffusion problems. SIAM J. Numer. Anal.,
45(2):666–697, 2007.

[45] M. J. Gander, L. Halpern, and F. Nataf. Optimized Schwarz methods. In
Domain decomposition methods in sciences and engineering (Chiba, 1999), pages
15–27. DDM.org, Augsburg, 2001.

100



[46] M. J. Gander, F. Kwok, and B. C.Mandal. Dirichlet-Neumann andNeumann-
Neumann waveform relaxation algorithms for parabolic problems. Electron.
Trans. Numer. Anal., 45:424–456, 2016.

[47] M. J. Gander, F. Kwok, and B. C. Mandal. Dirichlet-Neumann waveform
relaxation methods for parabolic and hyperbolic problems in multiple subdo-
mains. BIT, 61(1):173–207, 2021.

[48] M. J. Gander, S. B. Lunowa, and C. Rohde. Non-overlapping Schwarz
waveform-relaxation for nonlinear advection-diffusion equations. SIAM Jour-
nal on Scientific Computing, 45(1):A49–A73, 2023.

[49] M. J. Gander, F. Magoulès, and F. Nataf. Optimized Schwarz methods without
overlap for the Helmholtz equation. SIAM J. Sci. Comput., 24(1):38–60, 2002.

[50] E. Giladi and H. B. Keller. Space-time domain decomposition for parabolic
problems. Numer. Math., 93(2):279–313, 2002.

[51] P. Grisvard. Elliptic problems in nonsmooth domains, volume 24 of Monographs
and Studies in Mathematics. Pitman (Advanced Publishing Program), Boston,
MA, 1985.

[52] W. Guo and L. S. Hou. Generalizations and accelerations of Lions’ nonoverlap-
ping domain decomposition method for linear elliptic PDE. SIAM J. Numer.
Anal., 41(6):2056–2080, 2003.

[53] W. Hackbusch. Elliptic differential equations, volume 18 of Springer Series in
Computational Mathematics. Springer-Verlag, Berlin, second edition, 2017.
Theory and numerical treatment.

[54] L. Halpern, C. Japhet, and J. Szeftel. Optimized Schwarz waveform relaxation
and discontinuous Galerkin time stepping for heterogeneous problems. SIAM
J. Numer. Anal., 50(5):2588–2611, 2012.

[55] T.-T.-P. Hoang, J. Jaffré, C. Japhet, M. Kern, and J. E. Roberts. Space-time
domain decomposition methods for diffusion problems in mixed formulations.
SIAM J. Numer. Anal., 51(6):3532–3559, 2013.

[56] T.-T.-P. Hoang, C. Japhet, M. Kern, and J. E. Roberts. Space-time domain
decomposition for reduced fracture models in mixed formulation. SIAM J.
Numer. Anal., 54(1):288–316, 2016.

[57] T.-T.-P. Hoang, C. Japhet, M. Kern, and J. E. Roberts. Space-time domain
decomposition for advection-diffusion problems in mixed formulations. Math.
Comput. Simulation, 137:366–389, 2017.

101



[58] T. Hytönen, J. van Neerven, M. Veraar, and L. Weis. Analysis in Banach spaces.
Vol. I. Martingales and Littlewood-Paley theory, volume 63 of Results in Mathe-
matics and Related Areas. 3rd Series. A Series of Modern Surveys in Mathematics.
Springer, Cham, 2016.

[59] D. Jerison andC. E. Kenig. The inhomogeneousDirichlet problem in Lipschitz
domains. J. Funct. Anal., 130(1):161–219, 1995.

[60] F.W. King. Hilbert transforms. Vol. 1, volume 124 of Encyclopedia of Mathematics
and its Applications. Cambridge University Press, Cambridge, 2009.

[61] M. Kohr, S. E. Mikhailov, andW. L. Wendland. Non-homogeneous Dirichlet-
transmission problems for the anisotropic Stokes and Navier-Stokes systems in
Lipschitz domains with transversal interfaces. Calc. Var. Partial Differential
Equations, 61(6):Paper No. 198, 47, 2022.

[62] B. Kovács, B. Li, C. Lubich, and C. A. P. Guerra. Convergence of finite ele-
ments on an evolving surface driven by diffusion on the surface. Numer. Math.,
137(3):643–689, 2017.

[63] R. Krug, G. Leugering, A. Martin, M. Schmidt, and D. Weninger. Time-
domain decomposition for optimal control problems governed by semilinear
hyperbolic systems. SIAM J. Control Optim., 59(6):4339–4372, 2021.

[64] R. Krug, G. Leugering, A. Martin, M. Schmidt, and D. Weninger. Time-
domain decomposition for optimal control problems governed by semilinear
hyperbolic systems with mixed two-point boundary conditions. Control Cyber-
net., 50(4):427–455, 2021.

[65] A. Kufner, O. John, and S. Fučík. Function spaces. Monographs and Textbooks
on Mechanics of Solids and Fluids, Mechanics: Analysis. Noordhoff Interna-
tional Publishing, Leyden; Academia, Prague, 1977.

[66] U. Langer and O. Steinbach, editors. Space-time methods—applications to par-
tial differential equations, volume 25 of Radon Series on Computational and Ap-
plied Mathematics. De Gruyter, Berlin, 2019.

[67] U. Langer and M. Zank. Efficient direct space-time finite element solvers for
parabolic initial-boundary value problems in anisotropic Sobolev spaces. SIAM
J. Sci. Comput., 43(4):A2714–A2736, 2021.

[68] S. Larsson and C. Schwab. Compressive space-time Galerkin discretizations of
parabolic partial differential equations. Technical Report 2015-04, Seminar for
Applied Mathematics, ETH Zürich, Switzerland, 2015.

102



[69] S. Larsson and V.Thomée. Partial differential equations with numerical methods,
volume 45 of Texts in Applied Mathematics. Springer-Verlag, Berlin, 2003.

[70] P. D. Lax. Functional analysis. Pure and Applied Mathematics (New York).
Wiley-Interscience, New York, 2002.

[71] E. Lelarasmee, A. Ruehli, and A. Sangiovanni-Vincentelli. The waveform re-
laxation method for time-domain analysis of large scale integrated circuits.
IEEE Transactions on Computer-Aided Design of Integrated Circuits and Systems,
1(3):131–145, 1982.

[72] F. Lemarié, L. Debreu, and E. Blayo. Toward an optimized global-in-time
Schwarz algorithm for diffusion equations with discontinuous and spatially
variable coefficients. Part 1: The constant coefficients case. Electron. Trans.
Numer. Anal., 40:148–169, 2013.

[73] F. Lemarié, L. Debreu, and E. Blayo. Toward an optimized global-in-time
Schwarz algorithm for diffusion equations with discontinuous and spatially
variable coefficients. Part 2: The variable coefficients case. Electron. Trans. Nu-
mer. Anal., 40:170–186, 2013.

[74] G.M. Lieberman. Boundary regularity for solutions of degenerate elliptic equa-
tions. Nonlinear Anal., 12(11):1203–1219, 1988.

[75] J.-L. Lions and E. Magenes. Non-homogeneous boundary value problems and ap-
plications. Vol. I. Die Grundlehren der mathematischen Wissenschaften, Band
181. Springer-Verlag, New York-Heidelberg, 1972.

[76] J.-L. Lions and E. Magenes. Non-homogeneous boundary value problems and
applications. Vol. II. Die Grundlehren der mathematischen Wissenschaften,
Band 182. Springer-Verlag, New York-Heidelberg, 1972.

[77] P.-L. Lions. On the Schwarz alternatingmethod. I. In First International Sympo-
sium on Domain Decomposition Methods for Partial Differential Equations (Paris,
1987), pages 1–42. SIAM, Philadelphia, PA, 1988.

[78] P.-L. Lions. On the Schwarz alternating method. II. Stochastic interpretation
and order properties. InDomain decomposition methods (Los Angeles, CA, 1988),
pages 47–70. SIAM, Philadelphia, PA, 1989.

[79] P.-L. Lions. On the Schwarz alternating method. III. A variant for nonoverlap-
ping subdomains. InThird International Symposium on Domain Decomposition
Methods for Partial Differential Equations (Houston, TX, 1989), pages 202–223.
SIAM, Philadelphia, PA, 1990.

103



[80] P.-L. Lions and B. Mercier. Splitting algorithms for the sum of two nonlinear
operators. SIAM J. Numer. Anal., 16(6):964–979, 1979.

[81] S. H. Lui. A Lions non-overlapping domain decomposition method for do-
mains with an arbitrary interface. IMA J. Numer. Anal., 29(2):332–349, 2009.

[82] S. H. Lui. Convergence estimates for an higher order optimized Schwarz
method for domains with an arbitrary interface. J. Comput. Appl. Math.,
235(1):301–314, 2010.

[83] S. H. Lui. Optimized Schwarzmethods for domains with an arbitrary interface.
In Domain decomposition methods in science and engineering XIX, volume 78 of
Lect. Notes Comput. Sci. Eng., pages 109–116. Springer, Heidelberg, 2011.

[84] L. D. Marini and A. Quarteroni. An iterative procedure for domain decompo-
sition methods: a finite element approach. In First International Symposium on
Domain Decomposition Methods for Partial Differential Equations (Paris, 1987),
pages 129–143. SIAM, Philadelphia, PA, 1988.

[85] L. D. Marini and A. Quarteroni. A relaxation procedure for domain decom-
position methods using finite elements. Numer. Math., 55(5):575–598, 1989.

[86] T. P. A. Mathew. Domain decomposition methods for the numerical solution of
partial differential equations, volume 61 of Lecture Notes in Computational Sci-
ence and Engineering. Springer-Verlag, Berlin, 2008.

[87] U. Miekkala and O. Nevanlinna. Convergence of dynamic iteration methods
for initial value problem. SIAM J. Sci. Statist. Comput., 8(4):459–482, 1987.

[88] K. Miller. Numerical analogs to the Schwarz alternating procedure. Numer.
Math., 7:91–103, 1965.

[89] J. Naumann and C. G. Simader. Measure and Integration on Lipschitz-
Manifolds. Humboldt-Universität zu Berlin, 2011. Lecture notes.

[90] D. W. Peaceman and H. H. Rachford, Jr. The numerical solution of parabolic
and elliptic differential equations. J. Soc. Indust. Appl. Math., 3:28–41, 1955.

[91] A. Quarteroni and A. Valli. Domain decomposition methods for partial differ-
ential equations. Numerical Mathematics and Scientific Computation. The
Clarendon Press, Oxford University Press, New York, 1999.

[92] T. Richter. Fluid-structure interactions, volume 118 of Lecture Notes in Compu-
tational Science and Engineering. Springer, Cham, 2017. Models, analysis and
finite elements.

104



[93] T. Roubíček. Nonlinear partial differential equations with applications, volume
153 of International Series of Numerical Mathematics. Birkhäuser/Springer Basel
AG, Basel, second edition, 2013.

[94] S. Schreiber and R. Hochmuth. On the equivalence of transmission problems
in nonoverlapping domain decomposition methods for quasilinear PDEs. Nu-
mer. Funct. Anal. Optim., 31(4-6):596–615, 2010.

[95] C. Schwab and R. Stevenson. Fractional space-time variational formulations
of (Navier-) Stokes equations. SIAM J. Math. Anal., 49(4):2442–2467, 2017.

[96] H. Schwarz. Über einen Grenzübergang durch alternierendes Verfahren.
Vierteljahrsschr. Nat.forsch. Ges. Zür., 15:272–286, 1870.

[97] O. Steinbach. Space-time finite element methods for parabolic problems. Com-
put. Methods Appl. Math., 15(4):551–566, 2015.

[98] O. Steinbach and H. Yang. Space-time finite element methods for parabolic
evolution equations: discretization, a posteriori error estimation, adaptivity and
solution. In Space-time methods—applications to partial differential equations,
volume 25 of Radon Ser. Comput. Appl. Math., pages 207–248. De Gruyter,
Berlin, 2019.

[99] O. Steinbach and M. Zank. Coercive space-time finite element methods for
initial boundary value problems. Electron. Trans. Numer. Anal., 52:154–194,
2020.

[100] G. Strang and G. J. Fix. An analysis of the finite element method. Prentice-Hall
Series in Automatic Computation. Prentice-Hall, Inc., Englewood Cliffs, N.J.,
1973.

[101] X.-C. Tai and M. Espedal. Rate of convergence of some space decomposition
methods for linear and nonlinear problems. SIAM J. Numer. Anal., 35(4):1558–
1570, 1998.

[102] X.-C. Tai and J. Xu. Global and uniform convergence of subspace correction
methods for some convex optimization problems. Math. Comp., 71(237):105–
124, 2002.

[103] L. Tartar. An introduction to Sobolev spaces and interpolation spaces, volume 3
of Lecture Notes of the Unione Matematica Italiana. Springer, Berlin; UMI,
Bologna, 2007.

[104] G. Teschl. Topics in linear and nonlinear functional analysis. Lecture notes.
URL: https://www.mat.univie.ac.at/~gerald/ftp/book-fa/.
Last visited on 2024/09/26.

105

https://www.mat.univie.ac.at/~gerald/ftp/book-fa/


[105] G. Teschl. Ordinary differential equations and dynamical systems, volume 140 of
Graduate Studies in Mathematics. American Mathematical Society, Providence,
RI, 2012.

[106] A. Toselli and O. Widlund. Domain decomposition methods—algorithms and
theory, volume 34 of Springer Series in Computational Mathematics. Springer-
Verlag, Berlin, 2005.

[107] L. N. Trefethen andD. Bau, III. Numerical linear algebra. Society for Industrial
and Applied Mathematics (SIAM), Philadelphia, PA, 1997.

[108] J. Weidmann. Linear operators in Hilbert spaces, volume 68 of Graduate Texts
in Mathematics. Springer-Verlag, New York-Berlin, 1980.

[109] J. Xu and J. Zou. Some nonoverlapping domain decomposition methods.
SIAM Rev., 40(4):857–914, 1998.

[110] X. Xu and L. Qin. Spectral analysis of Dirichlet-Neumann operators and opti-
mized Schwarz methods with Robin transmission conditions. SIAM J. Numer.
Anal., 47(6):4540–4568, 2010.

[111] L. Yin, J. Wu, and Z. Dai. Convergence analysis for a second order Schwarz
method for nonoverlapping subdomains. J. Math. Anal. Appl., 436(1):467–477,
2016.

[112] M. Zank. An exact realization of a modified Hilbert transformation for space-
time methods for parabolic evolution equations. Comput. Methods Appl. Math.,
21(2):479–496, 2021.

[113] E. Zeidler. Nonlinear functional analysis and its applications. II/B. Springer-
Verlag, New York, 1990.

106



Scientific publications

Author contributions

Paper I: Convergence Analysis of theNonoverlapping Robin–RobinMethod
for Nonlinear Elliptic Equations

Esil Hansen and I did the analysis together and I wrote most of section 3.

Paper II: Modified Neumann–Neumann methods for semi- and quasilinear
elliptic equations

I did most of the analysis and Eskil Hansen and I wrote the paper together. In partic-
ular, I extended the analysis from Lipschitz equations to locally Lipschitz equations.
I also performed the numerical experiments.

Paper III: Convergence of the Dirichlet-Neumann method for semilinear
elliptic equations

I am the sole contributor to the paper.

Paper IV: Linearly convergent nonoverlapping domain decompositionmeth-
ods for quasilinear parabolic equations

Eskil Hansen and I did the analysis and wrote the paper together. I performed the
numerical experiments.

107



Paper V: An abstract approach to the Robin–Robin method

Eskil Hansen and I did the analysis together and I wrote the paper.

108


	List of publications
	Acknowledgements
	Populärvetenskaplig sammanfattning på svenska
	Introduction
	Preliminaries
	Banach spaces and operators
	Sobolev spaces
	Sobolev–Bochner spaces
	Geometry of domain decomposition methods

	Domain decomposition for linear elliptic equations
	Introduction to the analysis of nonoverlapping domain decomposition methods
	Steklov–Poincaré theory for the Poisson equation
	Discrete Steklov–Poincaré operators
	Convergence of the Dirichlet–Neumann andNeumann–Neumann methods
	Convergence of the Robin–Robin method
	Numerical results
	Parameter studies

	Domain decomposition for nonlinear elliptic equations
	Nonlinear elliptic equations
	Domain decomposition methods for nonlinear ellipticequations
	Dirichlet–Neumann method (Paper III)
	Neumann–Neumann and modified Neumann–Neumann methods (Paper II)
	Robin–Robin method (Paper I)
	Discrete nonlinear domain decomposition methods
	Numerical results for semilinear elliptic equations
	Numerical results for quasilinear elliptic equations
	Comparison with linearized methods

	Domain decomposition for nonlinear parabolic equations
	Domain decomposition for linear parabolic equations (Paper IV)
	Domain decomposition for linear initial value problems (Paper V)
	Domain decomposition for nonlinear parabolic equations (Paper IV)
	Discrete linear space-time domain decomposition
	Numerical results for the heat equation

	Outlook
	Summary and conclusions
	Parallel implementations
	Continuous analysis with cross points
	Space-time finite elements for nonlinear parabolic equations
	Robin–Robin method for degenerate parabolic equations
	Domain decomposition for initial value problems on bounded time intervals
	Domain decomposition for moving domains

	References
	Scientific publications
	Author contributions
	Paper I: Convergence Analysis of the Nonoverlapping Robin–Robin Method for Nonlinear Elliptic Equations
	Paper II: Modified Neumann–Neumann methods for semi- and quasilinear elliptic equations
	Paper III: Convergence of the Dirichlet-Neumann method for semilinear elliptic equations
	Paper IV: Linearly convergent nonoverlapping domain decomposition methods for quasilinear parabolic equations
	Paper V: An abstract approach to the Robin–Robin method



