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Abstract

Capturing ultrafast phenomena requires imaging techniques capable of resolving events
occurring on femtosecond time scales. Traditional high-speed cameras are limited by elec-
tronic readout speeds and cannot reach the terahertz (THz) frame rates necessary to observe
processes such as laser filamentation, plasma formation, or light-matter interactions in gen-
eral. To overcome these limitations, this thesis explores and advances Frequency Recogni-
tion Algorithm for Multiple Exposures (FRAME), an optical multiplexing technique that
encodes multiple frames within a single exposure by using spatially modulated illumina-
tion pulses. These encoded frames are later separated computationally, enabling single-shot
ultrafast videography.

A central achievement of this work is the first demonstration of phase-sensitive FRAME,
which significantly enhances the technique’s ability to detect small refractive index vari-
ations. This was then extended to phase-sensitive ultrafast FRAME, allowing the visualiza-
tion of laser filamentation in a single shot with high levels of detail. By leveraging FRAME’s
ability to extract phase information directly from the recorded data, this work shows that it
is possible to reconstruct highly detailed image sequences of plasma formation and filament

propagation with FRAME.

This thesis also investigates the fundamental limitations and capabilities of FRAME, in-
cluding its maximum achievable sequence depth, sensitivity, and resolution trade-offs.
FRAME’s flexibility is highlighted through applications in diverse experimental configura-
tions, from fluorescence-based multispectral imaging to high-speed shadowgraphy of fluid
dynamics.

The results place FRAME within the broader historical context of imaging technology,
illustrating how ultrafast optical multiplexing represents a paradigm shift in high-speed
imaging. While challenges such as image quality and sensitivity remain, FRAME provides
a versatile, easy-to-implement approach that pushes the limits of ultrafast videography.
Future work should focus on refining the resulting image quality and improving ease of
use, ultimately enabling FRAME’s adoption in broader scientific fields.
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Popular summary

In the human world, lead times are long, and everything seems slow. In the vastness of the
universe, changes occur over millions of years, making time feel almost frozen. But if we
turn our attention to the fascinating world of the microscopic, particularly to interactions
between light and matter, time scales become incredibly short—both due to the unmatched
speed of light and the small length scales involved. These processes are dynamic, complex,
and sometimes even chaotic. Understanding them in detail is challenging but crucial for
advancing technologies such as next-generation particle accelerators and laser-based light-
ning conductors.

One example of light-matter interaction is laser filamentation. When an intense laser pulse
enters a gas, the gas’s optical properties change instantaneously, slowing down the speed
of light—what we call an increase in the refractive index. Since the pulse is typically most
intense at its center, the light slows down the most there. The effect can be visualized with a
simple analogy: imagine three friends walking hand in hand, casually blocking a bike lane.
If the person in the middle suddenly slows down while the others maintain their pace, the
entire group bends inward. Similarly, light bends toward the center, where intensity—and
therefore the slowing effect—is strongest. This phenomenon is called self-focusing, and
it causes the pulse to become even more intense. The process reinforces itself until the
pulse becomes so intense that it starts tearing electrons away from the gas atoms. The free
electrons cause the laser pulse to stop focusing and instead begin expanding. As intensity
decreases, the system reverts to self-focusing, and the cycle repeats. The result is a dynamic
balance where the pulse diameter fluctuates slightly but overall remains very small.

To film how this laser pulse moves with a spatial resolution matching its thickness (about
30 micrometers) requires an exposure time of 100 femtoseconds (0.000 000 000 000 100
seconds). The corresponding frame rate is 10 terahertz (THz), or 10 trillion frames per
second. For comparison, a typical computer processor operates at 3 gigahertz (GHz)—
three thousand times slower. A camera sensor, in many ways similar to a processor, has a
maximum speed that makes filming at 1 THz or more completely impossible with conven-
tional high-speed cameras. A different approach is needed.

The solution is ultrashort illumination pulses. Even if the camera’s shutter is technically
open for a longer period, light only reaches the sensor during the few femtoseconds that the
illumination pulse lasts. These pulses, often around 30 femtoseconds long, resemble extra
thin pancakes, with a thickness about a tenth of the width of a human hair (10 micrometer).
Since the flash of light itself is so incredibly short, it effectively "freezes” the event, even if
the sensor itself is comparatively slow.

Imagine viewing from the camera’s perspective. From the left, a laser filament rushes for-
ward at the speed of light. At the same time, a pancake-like laser pulse—the illumination

viii



pulse—travels toward you, passing through the filament. At the moment they intersect,
an image of the filament is imprinted onto the illumination pulse, which is then captured
by the camera. To record multiple frames, a whole train of short light pulses is generated,
passing through the filament in rapid succession, with each pulse capturing a new phase of
the process.

This setup, however, presents a practical problem: all illumination pulses overlap on the
camera sensor, making it seemingly impossible to separate them. The solution is to assign
each pulse a unique stripe pattern. These patterns can vary in frequency (stripe thickness)
or angle. In the recorded image, the overlapping stripe patterns remain visible, and using a
computer algorithm, it is possible to "lock-in” to individual patterns and reconstruct their
respective images. This works similarly to how a radio locks-in to a specific station by
tuning to its exact frequency, filtering out all other channels.

During my PhD research, I have used this method to film laser filaments with extremely
high temporal and spatial resolution. Additionally, I have helped refine the technique to
make it more sensitive to changes in refractive index, which has sometimes been essential
for obtaining any image at all. Altogether, my work represents another step toward truly
ultrafast videography, allowing us to capture nature’s fastest phenomena and deepen our
understanding of light-matter interactions on record-breaking time scales.
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Populirvetenskaplig sammanfattning

I minniskornas virld 4r ledtiderna langa och det mesta tycks trégt. I universums makro-
kosmos mits forandringar i miljontals ar sd att tiden tycks sté stilla. Om vi istillet vinder
blickarna mot det forunderliga mikrokosmos, specifikt mot vixelverkan mellan ljus och
materia, ir tidsskalorna istillet extremt korta. Bade pd grund av ljusets oovertriffade has-
tighet och de mycket korta lingdskalorna. De hir processerna dr dynamiska och komplexa
- narmast kaotiska. Att forstd dessa fenomen i detalj ar svart, men kan ha avgérande bety-
delse for utvecklingen av allt frin nista generations partikelacceleratorer till laserbaserade
askledare.

Ett exempel pa ljus-materia-vixelverkan ir laserfilamentering. Nar en mycket intensiv ljuspuls
triffar en gas forindras gasens optiska egenskaper omedelbart och pa ett sidant sitt att lju-
sets hastighet saktar ner. Vi siger att brytningsindex okar. Eftersom pulsen (oftast) dr mest
intensiv i mitten blir nedsaktningen av ljuset som storst dir. Effekten kan forklaras med
en enkel bild. Forestill dig tre vinner som gir hand i hand och blockerar en cykelbana.
Plotsligt saktar personen i mitten ner medan de andra fortsitter i samma takt. Effekten blir
att hela gruppen viker in mot sig sjilv. Pd samma sitt bojer sig ljuset indt, mot mitten, dir
intensiteten dr som storst. Detta fenomen kallas sjilvfokusering, och leder till att pulsen
blir annu mer intensiv. Detta leder i sin tur till mer sjilvfokusering, tills ljuspulsen blir sa
extremt intensiv att den borjar slita loss elektroner frin gasens atomer. De fria elektronerna
leder till att laserpulsen slutar fokusera och bérjar expandera, varpa intensiteten minskar
och processen kommer tillbaka till sjdlvfokuseringen, varpa forloppet upprepas. Den sam-
mantagna effekten blir att laserpulsens diameter visserligen hela tiden varierar, men 6verlag
forblir mycket liten.

For att se hur den hir laserpulsen rér sig framédt med en rumslig upplosning som ungefir
motsvarar dess tjocklek om 30 mikrometer, sa krivs det en slutartid om endast 100 femto-
sekunder (0.000 000 000 000 100 sekunder). Motsvarande bildhastighet ar hela 10 tusen
miljarder hertz, 1o THz. Mer vilbekant 4r den tusenfaldigt mindre enheten GHz (giga-
hertz), som ofta anvinds for dator-processorers hastighet (typiskt ~ 3 GHz). En kameras
sensor liknar p4 flera sitt en processor, och har dirfor en liknande hogsta hastighet. Det 4r
alltsd omojligt att filma ens i niarheten av tillrickligt snabbt (mer 4n 1 THz) med en vanlig
héghastighetskamera.

Losningen dr att anvinda korta belysningspulser. Fastin kameran egentligen dr 6ppen under
en lingre tid, triffar ljuset sensorn bara under de fital femtosekunder som belysningspulsen
varar. Dessa pulser dr ofta runt 30 femtosekunder linga och kan liknas vid extra tunna
pannkakor, ungefir tjocka som ett tiondels hérstra (10 mikrometer). Genom att ljusblixten
i sig dr sa oerhort kort, "fryses” skeendet trots att sensorn i sig sjilv dr lingsam.

Forestill dig att du tittar ifrin kamerans perspektiv. Fran vinster kommer ett laserfilament



farande med ljusets hastighet. Samtidigt kommer en pannkaksliknande laserpuls - belys-
ningspulsen - farande rakt mot dig och passerar pa sin vig genom filamentet. I 6gonblicket
nir belysningspulsen och filamentet méts, s priglas en bild av filamentet in i belysnings-
pulsen, vilken sedan registreras av kamerans sensor. Vill man ta mer 4n en bild skapar man
ett helt tig av korta ljuspulser, som passerar filamentet i snabb {6ljd, sd att varje puls fingar
en ny fas i férloppet.

Hir uppstar dock ett praktiskt problem: alla belysningspulser hamnar ovanpa varandra pa
sensorn, vilket gor det till synes omajligt att sirskilja dem. Lsningen 4r att varje puls mirktes
med ett unikt randmonster. Monstrena kan skilja sig fran varandra genom att ha olika
frekvens (tjocklek pé rinderna) eller olika vinkel. I kamerabilden kommer de 6verlappande
randmonstrena synas och med hjilp av en datoralgoritm kan man i tur och ordning lisa
inpa de olika monstren och aterskapa den inpriglade bilden. Det dr mycket likt hur man
laser inpa en viss radiokanal genom att vilja exake ritt frekvens och didrmed filtrera bort alla
andra kanaler.

Under mitt doktorandarbete har jag anvint denna metod f6r att filma bland annat laserfila-
ment med mycket hdg tids- och rumsupplésning. Jag har dessutom varit med och utvecklat
tekniken sa att den blivit kinsligare for skillnader i brytningsindex, vilket stundtals har va-
rit ett krav for att dverhuvudrtaget fa nagon bild. Sammantaget har mitt arbete inneburit
ytterligare ett litet steg mot verkligt ultrasnabb videografi, dir vi kan avbilda naturens mest
flyktiga skeenden och fordjupa vér forstdelse av hur ljus och materia samverkar pa rekord-
korta tidsskalor.
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[ saw that wisdom is better than folly,
Just as light is better than darkness.
— King Solomo






Chapter 1

From cave paintings to high-speed

videography

1 The importance of observations

Observations lie at the heart of scientific progress, transforming abstract questions into testable
hypotheses. In this section, we explore why observations are indispensable, how they help us
understand the natural world, and what makes some observations more valuable than others.

I.I An unprecedented success story

Over the past 300 years, people living in most parts of the world have enjoyed such a
great and steady improvement in living conditions, that its like is unprecedented in human
history. The kinds of foods that ordinary wage earners can now purchase at a local grocery
store, for only a fraction of their income, would have made 17th-century royalty green with
envy. Today, we casually buy exotic fruits in the middle of winter and fresh fish in the heat
of summer, as though it were the most normal thing in the world.

For much of human history, scarcity, rather than abundance, defined the typical human
experience. Most people labored intensively to secure every calorie, enduring the toil of
“eating bread in the sweat of one’s face,” and trading whatever small surplus they could
produce for the bare necessities of life. Tragically, it was also common for nearly half of
all children to die from disease or injury, with child mortality rates hovering around s0%
throughout much of history [1]. Today, by contrast, the global child mortality rate has
dropped to approximately 4.3%, and in Sweden, it is now below 0.3%. This remarkable



transformation raises an important question: what changed?

A compelling answer is the rise of modern science—often referred to as the scientific
revolution—which led to better agricultural methods, vaccines, and an essential under-
standing of how diseases spread. While this explanation is apt, the term “revolution” can
be misleading. In the late 16™ century, there was no unified scientific community to be
overturned, and the changes that did occur did not constitute a clean break with earlier prac-
tices [2]. Instead, a gradual transformation took place, rooted in the principle that reason
must be paired with observation and experimentation. Moreover, the development of ad-
vanced observational tools—such as telescopes, microscopes, and spectrometers—enabled
a broader range of measurable phenomena, pushing the frontiers of science even further.

Pure reasoning, as employed by many ancient Greek philosophers, can prove powerful in
mathematics yet falls short in explaining natural phenomena and the laws that govern them.
Conversely, observation without accompanying theoretical reasoning—like the extensive
recordings made by Babylonian astronomers—can yield valuable data (for instance, deter-
mining the best times to sow and harvest) but does not necessarily reveal the deeper nature
of our universe. By uniting direct observation with theoretical analysis, modern science
was born.

Galileo Galilei personified this approach, demonstrating the importance of empirical ob-
servation. Through careful experiments and telescope-based observations, he refuted the
prevailing geocentric worldview. Although he faced resistance in his time, his insistence
that scientific claims be grounded in observation proved remarkably fruitful. Albert Ein-
stein later referred to Galileo as “the father of modern science,” recognizing his role in
championing observation as an indispensable element of scientific development [3].

1.2 Underlying assumptions

For modern physicists, the importance of observation and experimentation is self-evident.
However, throughout most of human history, it was not generally acknowledged as the
foundation of all scientific inquiry. One reason is that making systematic observations of
any phenomenon is demanding and thus requires a firm belief that such efforts can yield
genuine knowledge. This belief, in turn, rests on several bold and ultimately unprovable
assumptions.

The first assumption is that the world around us is “sane” in the sense that it is both real and
ordered. This position aligns with classical realism, in which an external, mind-independent
reality is taken to exist [4, 5]. ! If the external world existed only in my imagination (or was

'The references in this section are included primarily to show that similar ideas have been extensively
discussed in the literature rather than to provide evidence that the ideas are true. The views presented here



conjured by an evil spirit [6]), I would have no way of knowing otherwise. In that case,
it would be absurd to invest time in studying what might be an entirely imaginary reality.
Moreover, if the world were not fundamentally consistent in a manner comprehensible to
human thought, observations would serve little purpose. If, for instance, the laws of physics
changed arbitrarily over time or varied from place to place, observations made today would
hold no relevance tomorrow, and any experiment would essentially be a random number
generator. This concern is closely related to the “problem of induction,” which was explored
by David Hume [7]. Hume pointed out that assuming the future will resemble the past in
any systematic way cannot be justified purely by logical deduction, emphasizing the leap
of faith inherent in our scientific assumptions.

The second assumption is that our senses are trustworthy. This premise is central to em-
piricism, notably championed by John Locke, who argued that knowledge stems primarily
from sensory experience [8]. All observations must ultimately be processed through human
senses, and we consequently choose to rely on them, even though this reliance cannot be
rigorously proven without falling into circular reasoning. Furthermore, our senses occa-
sionally deceive us: we hear or see things that are not truly there, or fail to notice what is
plainly in front of us. In the context of this work, my colleagues and I have often stared
at image data wondering, “Are we really observing a pattern, or are our eyes overly eager
to find structure where there is none?” Despite these occasional pitfalls, we generally trust
our senses because, in most cases, they serve us well—and we lack any viable alternative.

The third assumption is that our minds are capable of forming rational conclusions from
these observations. This view draws on both rationalist traditions—exemplified by René
Descartes [6]—and later by Immanuel Kant, who proposed that certain fundamental cog-
nitive structures allow us to meaningfully interpret sensory data [9]. Yet again, trying to
prove the rationality of our minds using rational argument leads to the same problem of
circular reasoning. If our minds cannot reliably interpret observations, then making those
observations would be ultimately pointless.

Given that these assumptions are unprovable, one might ask why any rational person would
choose to put so much effort into systematic observation and experimentation. The answer
lies in how extraordinarily well this approach have worked. “The proof of the pudding is in
the eating,” as the saying goes. By following Galilei’s principles for only a few centuries, we
have not only arrived at a worldview that does not immediately collide with reality, but we
have also dramatically reduced deaths from diseases such as tuberculosis and malnutrition.
Experiencing such success firsthand provides powerful motivation to continue applying
these methods—and makes abandoning them nearly unthinkable.

are my own, based on the general stance that observation and experimentation rely on certain philosophical
assumptions that cannot be proven but have nevertheless proven practically successful.



1.3 The indirect nature of observations

Even if we accept that observations can be useful, we must still acknowledge that all ob-
servations are indirect. In other words, we can never be in direct contact with the object
under study; instead, we rely on a series of mediators that convey information from the
phenomenon to our minds, where we interpret it.

Consider a red brick wall. At first glance, it seems straightforward to say, “I see a red wall.”
In reality, the process is far more complex. External light (for instance, sunlight) interacts
with molecules on the brick’s surface, absorbing some wavelengths while reflecting those
corresponding to the color red. The reflected light reaches our eyes and triggers responses
in our photoreceptors—specifically, one type of cone cell fires more strongly than the other
two. These signals are then relayed via nerve impulses to our brains, which ultimately
interpret them as “red.”

In this chain of events, our perception depends not only on the physical properties of the
brick but also on the spectral distribution of the illumination source, the functioning of
our eyes, and how our brains decode the resulting neural signals. If the spectrum of the
light were different, or if we were missing one type of cone, our experience of the brick’s
color would change dramatically.

Realizing that all observation is mediated can be both discouraging and encouraging. On
the discouraging side, it highlights that we can never fully apprehend the object “as it is”;
there is always a subjective layer—this “veil of mediation”—between us and the phenomena
we study. Yet there is a positive side: even if we for example only manage to capture a partial

trace of a phenomenon, 2

we are not fundamentally altering the nature of observation.
Since all observations, even the ones that seem most direct, are in fact mediated, relying
on incomplete or indirect evidence does not necessarily diminish the value or integrity of
our investigation. This realization that every observation is necessarily mediated goes back
at least to Locke’s distinction between primary and secondary qualities, and remains central

to contemporary discussions of perception and knowledge [8].

1.4 What makes an observation “good”?

That all observations are indirect does not mean they are all equally valuable—some are
better than others. In scientific practice, the usefulness of an observation is determined by
its capacity to address a research question. A visually striking or elegant measurement that
does not advance our understanding of a hypothesis has little scientific merit. Conversely,

2This is precisely the case for several of the experiments presented in this work, where the object under
study leaves a “mark” that becomes imprinted on a probe pulse.



even a grainy or low-contrast observation can be invaluable if it sheds light on unexplored
phenomena or helps test a theoretical model.

It is also possible for an observation to be scientifically worthwhile when it prompts us
to pose new questions rather than immediately answering existing ones. In the context
of imaging, this reminder is particularly important. We should not evaluate our methods
solely on the aesthetic appeal of the resulting images, but rather on whether they contribute
to meaningful insights about the target under investigation.

From a more technical standpoint, an observation becomes far more straightforward to
interpret if it responds monotonically ® to some property of the object. In other words,
if an increase in the emitted or reflected signal from the target produces a corresponding
increase in image brightness, we can more reliably associate changes in pixel intensity with
changes in the underlying phenomenon. If the same observed brightness could arise from
two fundamentally different states of the target, interpretive ambiguity arises. Ideally, this
relationship between a measured quantity and the image signal is not only monotonic but
also linear, making it simpler to construct accurate models that map measured signals to
physical properties.

1.5 Images: a special case of observations

Images are an especially useful category of observations in that they provide a spatially re-
solved snapshot of a phenomenon or object. Humans rely heavily on vision as our primary,
highest-bandwidth sense [10, 11], and we naturally tend to trust what we see. As a result,
we often classify and interpret the world according to appearance, which explains why a

typical flora for human readers makes extensive use of pictures to identify flowers 4.

Even in the absence of cameras, hand-drawn illustrations can serve as valuable documenta-
tion, enabling researchers to compare and discuss specific features with minimal ambiguity.
Static images provide a common frame of reference, making it easier to pinpoint critical
details and share them with others. Modern cameras have further enhanced this capability,
greatly improving both the objectivity and ease of creating images. Tasks that are theo-
retically feasible without a camera—such as counting stars in the sky or cells in a petri
dish—become practically unmanageable without a captured view that can be revisited and
methodically analyzed.

Beyond enhancing our ability to preserve and communicate visual information, imaging

3A function is monotonic if, when the object parameter x changes in a single direction, the observed param-
eter f{x) does not increase and then decrease, or vice versa. It may, however, remain constant. Mathematically,
for a monotonically increasing function, flx;) > fx2) if and only if x, > x;.

4A flora for dogs might instead focus on scent, while one for bats would require three-dimensional models
of the flower’s shape, which would be challenging.



extends the scope of observation into realms far beyond the limits of the naked eye. Cam-
eras can detect light outside the visible spectrum, enabling observations in ultraviolet [12],
infrared [13], and X-ray wavelengths [14, 15]. Telescopes collect faint light from galaxies
billions of light-years away, allowing astronomers to study galaxies, nebulae, and exoplan-
ets [16, 17], while microscopes provide access to the intricate microcosmos of a single cell,
supporting research in biology and medicine, such as diagnosing diseases or studying cellu-
lar mechanisms [18, 19]. Aerial and satellite imaging reveal large-scale geological structures,
deforestation patterns, or changing coastlines, supporting environmental monitoring and
analysis [20]. Time-lapse imaging accelerates slow processes, for example revealing the
dynamics and competition involved in plant growth [21, 22], while high-speed cameras
capture phenomena unfolding faster than the sense of sight, such as rapid fluid dynamics,
shock waves, and laser interactions [23, 24, 25]. Imaging and specifically the ability to cap-
ture images has thus revolutionized our perception across spectral, spatial, and temporal
dimensions—spanning the microscopic to the cosmic and encompassing events ranging
from year-long processes to those occurring in mere milliseconds. This ability to go be-
yond the natural limitations of human perception underscores the critical role of images in
modern scientific exploration.

2 A brief history of images

Far from being merely aesthetic, images stand at the heart of many scientific inquiries. In the
Jollowing section, the history of imaging will be briefly outlined—from simple hand-drawn
depictions to sophisticated high-speed techniques that have allowed scientific discoveries otherwise
impossible.

2.1 The earliest man made images

Strictly speaking, an image is any object that represents another thing, generally by resem-
bling it. However, in this work, only flat objects, such as pictures, paintings, or other
two-dimensional visualizations that resembles something else, will be considered images.
For at least 64,000 years, humans have created objects of this kind, the oldest known being
cave paintings of hands (see Fig. 1.1a) made by Neanderthals in what is now modern Spain
[26]. These paintings appear to have been crafted by placing one hand (in most cases the
left) on a surface and then applying or splashing pigment around it.

Almost 20,000 years later, more figurative paintings began to emerge, often depicting an-
imals. The oldest known example, a painting of a pig found in a cave in modern In-
donesia (see Fig. 1.1b) [27], serves to highlight the significant development from the ear-
liest technique—where a physical object leaves an imprint by blocking the application of
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Figure 1.1: Examples of painting techniques. (a) A 64,000-year-old imprint of a Neanderthal hand, created using a stencil
painting technique, where pigment was applied around the object [26]. Credit: Hipolito Collado Giraldo. (b) A
45,000-year-old freehand drawing of a pig from Sulawesi, Indonesia [27]. Credit: Maxime Aubert. (c) A painting
of Erik XIV from 1561 by Steven van der Meulen. The transition from (a) to (b) represents a qualitative change in
technique, while the progression from (b) to (c) is primarily quantitative.

pigment—to frechand drawing from the artist’s memory. This transition enabled the cre-
ation of images representing not just physical objects but also imagined ones, expanding
the scope of what could be visualized.

The further development of painting techniques eventually allowed Dutch painter Steven
van der Meulen to paint the realistic portrait of Erik XIV in Fig. 1.1c. This portrait was sent
to Queen Elizabeth I of England as part of Erik’s ultimately unavailing marriage proposal.
> The imaging development, however, was not qualitative in the same sense as the earlier
shift from stenciling to freehand drawing. To clarify, a qualitative development introduces
entirely new capabilities, while a quantitative development improves on existing capabil-
ities. ¢ Hence, the shift from rock paintings of pigs in Spain to the detailed portrait of
Erik XIV represents a quantitative improvement in an existing technique, even though the
progression was undeniably immense.

2.2 Painting with light

The next truly major leap in the development of imaging techniques occurred when images
of the environment could be automatically generated by the use of a camera. This break-
through required two key technical advances. The first was optical imaging, which will just
be called “imaging” from here on. Its essence is that light originating from a particular
point on an object should, after the imaging process, converge to a single point on the
screen or detector. Additionally, light from neighboring points on the object should result
in neighboring points on the screen. If these criteria are met, the entire object—composed

>To all of Sweden’s surprise the Queen of England rejected the gracious offer, but is said to have expressed
delight in the noble Swede’s slender legs [28, p.406]
A quantitative improvement is thus an improvement of quality, which can be confusing.



of many such points—will appear as an image on the screen. In practice, this projection is
never perfect, as light from a point is always spread over a small area rather than converging
to a single point. However, the smaller this projected area, the better the imaging quality.

Even if individual rays of light travel in this point-to-point manner, the collection of rays
originating (or reflected) from a given point on an object spreads in all directions. This
phenomenon (fortunately) allows objects to be seen from different angles but also (unfor-
tunately) means that imaging does not occur by itself. Achieving imaging therefore requires
some ingenuity. The simplest and historically first solution relied on the realization that
some rays of light do follow the desired paths that allow imaging. The task is just to filter
out all the other rays.

This can be achieved by placing the screen in a completely dark room and making a tiny
hole in the wall opposite it. In this configuration, all light reaching the screen must pass
through the pinhole. Rays constrained by both their point of origin and a point along
their propagation will travel along a single line and converge at the corresponding point on
the image screen. This setup satisfies the imaging criterion, as illustrated in Fig. 1.2a, which
shows how light cones from a traffic light form an inverted image inside the camera obscura.
The traffic light (which is obviously broken, as all three colors are lit simultaneously) emits
light evenly in all directions, but for clarity, the rays that pass through the pinhole and
eventually form the image have been enhanced.

a)Camera obscura b)Oldest photo b) Daguerreotype

T

object

Figure 1.2: Milestones in early photographic development. (a) Illustration of the camera obscura principle using a traffic light
as the object. The light cones from each lamp that pass through the small pinhole (artificially emphasized relative
to the filtered-out light) project an inverted image onto the screen inside the dark room. The dashed line indicates
a cutaway side wall, removed for demonstration purposes. (b) The oldest known surviving photograph, created
around 1827 by Joseph Nicéphore Niépce, using a bitumen-coated plate and a camera obscura. (c) One of the
earliest daguerreotypes, depicting a view of the Boulevard du Temple in Paris, created by Louis Daguerre around
1837.

The name of this technique, camera obscura, has given us the word “camera,” but literally
means “dark room” [29]. Its first documented mention in literature dates back to 400 B.C.
in China [30]. While this invention represented a significant step forward in imaging, it
had practical limitations: the tiny pinhole allowed only a small amount of light to reach
the screen, necessitating long exposure times.

To address this limitation, lenses were introduced, allowing more light to be collected while
still maintaining the imaging properties of the pinhole. By focusing light rays from a single
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point on the object to a single point on the screen, lenses preserved the point-to-point
correspondence essential for imaging. This innovation drastically reduced exposure times
and paved the way for modern cameras. However, for the formed images to be permanent
(as in painting techniques), another technical solution was needed.

The second technical advancement was the development of photosensitive materials, which
chemically change under the influence of light and gradually darken. Areas exposed to
more light appear darker in the developed image, effectively inverting the grayscale. This
principle was first demonstrated in 1827 by Joseph Nicéphore Niépce, who used a bicumen-
coated metal plate as the screen in a camera obscura to record an image. The oldest surviving
image created in this way is View from the Window at Le Gras, shown in Fig. 1.2b. Although
a visual image would form, it faded soon after development [31]. Despite this limitation,
Niépce’s experiment marked a milestone: light, rather than pencils, had been used to draw
an image.

In 1839, Louis Daguerre presented to the world a technique that allowed the creation of
permanent images through light exposure—the daguerreotype. Producing a daguerreotype
involved polishing a silver plate to a mirror finish, rendering it photosensitive with iodine
vapor, developing the photo using mercury vapor, and desensitizing the plate with a hot
salt solution. Despite the effort involved and the fragility of the resule—the photo could
be destroyed by the slightest touch—the daguerreotype was a success and dominated pho-
tography for two decades [32]. An early example, showing a Parisian boulevard is shown in
Fig. 1.2c. Due to the long exposure time, moving traffic is absent from the image, but two
stationary figures are visible, making the photograph widely regarded as the oldest surviving
photo of humans. Can you spot them? 7

Since then, much more practical photosensitive materials have been developed. However,
the basic process of creating a photograph—using light to chemically alter a material—
remained largely unchanged until the advent of Charge-Coupled Devices (CCDs) in the
late 1960s [33] and the first commercial digital camera in 1988 [34].

A common characteristic of all the types of images described so far is that they exist only
as physical objects. This means the image is inseparably tied to the material from which it
is constructed—whether pigment on rock, oil on canvas, or bitumen on a copper plate. If
we attempt to deconstruct the image into its visual essence and store it purely as an idea, it
is inevitably lost. Even if the image persists in the mind of the most skilled painter, it can
never be perfectly recreated in its original form; each attempt will result in a slightly altered
rendition. Consequently, the full essence of such images can exist in only one representa-
tion: the actual physical image itself.

While information can be extracted from these images—such as the physical size or ar-

7Located in the center of the lower-left quadrant, one person is polishing the other’s shoes.
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rangement of the objects depicted—this information is always incomplete and cannot fully
convey every aspect of the image. Thus, for all images up to this point in history, the image
itself is the primary entity, while the information it contains is secondary.

2.3 Digital images

This fundamentally changed in 1957, when Russel Kirch at the National Institute of Stan-
dards and Technology scanned a photograph of his son (see Fig. 1.3a), creating the first
digital image [35]. The image only measured 176 by 176 pixels, but it was the start of a new
imaging era. In digital images, information takes precedence, while the actually visible
image comes second and can be said to be a mere realization of the preexisting image infor-
mation. In short, the essence precedes the existence. ® This breakthrough allowed images
to exist beyond their physical manifestation and enabled entirely new possibilities: images
could be transmitted, manipulated, analyzed, and transformed in ways that were previously
inconceivable. The ability to transform and represent the exact same image information in
completely different forms is central to the work presented in this thesis.

b)Cheetah in 1 MB

Figure 1.3: Examples of digital images. (a) The first-ever recorded digital image, depicting the son of its creator, originally
scanned at a resolution of 176 by 176 pixels. Public domain [37]. (b) A digital image of a cheetah with a resolution
of 1000 by 1000 pixels and 256 intensity levels, corresponding to 1 MB of data. The zoomed-in section reveals the
discrete pixel structure of the image. Credit: Tara Turkington, Flickr: flowcomm.

8Now all children reading this think: You forget about the fuse bead plate! Doesn't the essence precede the
existence for fuse beads with pre-made patterns? You are right. However, Gunnar Knutsson did not invent fuse
beads until 1962 [36], five years after the first computer image. Still, the fuse bead plate is a type of digital image,
since it is discretized both in space and color selection. And so are knitting patterns. And carpet patterns. In
fact it is quite possible to argue that digital images are very old.
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Before delving into these transformative aspects of digital images, it is necessary to first
define what a digital image is. A digital image consists of a finite number of elements, each
represented by a finite value. These elements may be vectors (as in vector graphics) or math-
ematical functions, but here we will focus exclusively on raster images—images composed
of pixels arranged in equidistant rows and columns. Furthermore, we will constrain our
discussion to monochromatic (grayscale) images, as they are more fundamental than poly-
chromatic images (typically represented in red-green-blue channels) and are the primary
type used in ultrafast imaging.

In a monochromatic image, each pixel is assigned a value, known as the pixel value, which
determines its grayscale intensity. Typically, this value is an integer between o and 2* — 1,
allowing for 20 possible grayscale levels. Here, & represents the bit depth of the image, in-
dicating the number of bifs required to store each pixel value. Common bit depths include
8, 10, 12, and 16, where a bit depth of 8 or 16 corresponds to 1 or 2 bytes (B) per pixel,
respectively. For example, the image in Fig. 1.3b is 1000 by 1000 pixels, with a bit depth of
8 (256 = 28 grayscale levels), requiring precisely 1000 - 1000 - 1 byte = 1 MB of storage.

Unlike analog images, the data required to store a digital image is finite and clearly defined.
The trade-off for this precise quantization is the pixelated nature of the image, as demon-
strated by the zoomed-in section of one of the cheetah’s spots in Fig. 1.3b. However, as long
as we do not magnify the image excessively, the limiting factor for observable detail will not
be the image data itself but rather the resolution of the printing process—or, ultimately,
the resolution of our eyes. When the resolution of the human eye is the limiting factor, we
perceive the image as continuous, despite its inherently discrete nature.

Since image information in digital form is fully accessible, it can be transformed in ways
that make otherwise undetectable features visible. This capability alone is such a tremen-
dous benefit that it justifies sacrificing most ? of the inaccessible analog image information
to obtain the accessible digital data. Transforms allow the representation of an image to
change: the resulting representation might become unrecognizable as the original image
or recorded object, or it might remain recognizable but altered in some way. Mathemati-
cally, a transform is a function that applies a set of rules to a dataset, mapping it to a new
representation. In the case of lossless transforms, this new representation retains the same
information as the original, enabling perfect reconstruction. By contrast, lossy transforms
intentionally discard certain information to simplify or compress the data. Two notable ex-
amples of lossless transforms are the Fourier Transform and the Wavelet Packet Transform.

Figures 1.4a and 1.4b illustrate these transforms using the cheetah image from Fig. 1.3b.
In the Fourier-transformed image (Fig. 1.4a), the cheetah becomes entirely unrecognizable,
while in the wavelet-decomposed image (Fig. 1.4b), the cheetah is more or less recognizable,

%In fact, almost all information is discarded during the digitization of an analog image, as the difference
between infinite and finite is vast.
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depending on which sub-image you look at.

a) Fourier transform b)Wavelet package transform
Absolute value
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Figure 1.4: Examples of lossless digital image transforms applied to the cheetah image from Fig. 1.3b. (a) Fourier transform.
The large image shows the absolute value of the image’s frequency components, with larger values concentrated
near the center (low frequencies). The small image displays the phase of the frequency components, which appears
random but is essential for reconstructing the image. (b) Wavelet packet transform at two levels. HH: diagonal
edges; HL: horizontal edges; LH: vertical edges; LL: low-resolution approximation.

The Fourier Transform represents the image in terms of spatial frequencies—essentially
wave patterns of varying wavelengths and orientations—that must be combined to recon-
struct the original image. An intuitive analogy is a skilled musician identifying the indi-
vidual notes in a chord; probably without realizing it, she performs a Fourier Transform
in her mind by isolating the sound’s frequency components. Consequently, the Fourier
Transform is often referred to as a frequency transform, and the transformed data is said to
exist in the Fourier or frequency domain.

For each pixel in the original image, the Fourier representation contains two numbers: an
absolute value, which indicates the strength of each frequency component, and a phase,
which determines the component’s alignment. The inset in Fig. 1.4a shows what appears to
be random noise but actually encodes the critical phase information required to accurately
reconstruct the original image. Lower-frequency components are typically shown closer
to the center of the Fourier transform, while higher-frequency components are positioned
further out. Although the Fourier transform appears to require two numbers (amplitude
and phase) for each pixel in the original image, its inherent symmetry ensures that the
total amount of information is conserved between the original image and its transformed

representation. '°

In the Fourier domain, amplitude and phase jointly encode the information of the original image. Low-
frequency components typically have large amplitudes, where minor phase variations have little effect, while
high-frequency components have small amplitudes but require precise phase information for accurate recon-
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The Wavelet Packet Transform, on the other hand, decomposes an image into four sub-
images, each with one-quarter of the original pixel count. These sub-images capture differ-
ent types of information: diagonal edges (HH '! ), horizontal edges (HL), vertical edges
(LH), and a low-resolution approximation of the original image. In the example shown
in Fig. 1.4b, the first-level approximation is not explicitly presented but has been further
decomposed into its own components. While much more could be said about these trans-
forms, this brief overview demonstrates how digital images enable representations of image
information that are otherwise impossible.

Beyond being transformable, digital images can be modified and analyzed in ways that are
simply not possible for analog images. Figure 1.5 shows three examples of modifications
made to the cheetah image from Fig. 1.3b. In the Fourier Transform in Fig. 1.4a, a thin
circular red line is visible. By setting all components outside this circle to zero and per-
forming an inverse Fourier Transform, the low-pass filtered image in Fig. 1.5a is produced.
This image retains only the low-frequency components, resulting in a blurred version of
the original image where only the cheetah’s general shape is preserved, but its spots are
removed.

a) Low—pT filtered b) High-pass filtered c) Gradient filtered

Figure 1.5: Examples of filters applied to digital images, demonstrated using the cheetah image from Fig. 1.3b. (a) Low-pass
filtering, performed by Fourier transforming the image, setting the components outside the orange circle in Fig. 1.4a
to zero, and then inversely transforming back to the spatial domain. (b) High-pass filtering, performed identically to
(a), except the components inside the orange circle are set to zero. (c) Gradient filtering, performed by pixel-wise
calculation of the combined amplitude of the image derivatives in the horizontal and vertical directions.

Where did the spots go? They appear in the complementary high-pass filtered image in
Fig. 1.5b, which was generated by only keeping the components outside the circle in Fig. 1.4a,
and setting those inside to zero. High-pass filtering highlights the high-frequency compo-

struction. This interplay suggests a trade-off: components with high amplitude can tolerate lower phase pre-
cision, while those with low amplitude demand higher phase precision. For the DC component (representing
the average intensity), phase information is entirely irrelevant. On average, the combined bit depth allocated
to an amplitude-phase pair must equal the bit depth per pixel in the original image to ensure information
conservation.

"H and L stand for high- and low-frequency components, respectively. The first and second letters refer
to the horizontal and vertical directions, respectively. HH hence represents high-frequency components (i.e.,
edges) in both directions, meaning diagonal edges.
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nents, such as the spots, making them more prominent. By applying specific types of
filters—low-pass, high-pass, or even band-pass filters (which isolate a selected frequency
band)—different aspects of an image can be emphasized or suppressed, facilitating detec-
tion and analysis.

Finally, in Fig. 1.5c, the gradient of the original cheetah image has been calculated, ac-
centuating transitions between regions and aiding in tasks such as edge detection. These
examples are just to show a tiny fraction of what can be done with digital images, in terms
of modification and analysis.

2.4 Recording digital images

The following section introduces the devices used to record digital images, beginning with
the earliest one.

2.4.1 The birth of digital image sensors: the charge-coupled device

To automatically produce digital images using a camera or other imaging system, photo-
sensitive film had to be replaced by a device capable of quantifying light intensity at distinct
locations. The Charge-Coupled Device (CCD), invented in 1970, achieved this goal and
had a revolutionary impact on imaging [33]. It consists of a pixel array, with one photoactive
region per pixel, which generate charge upon exposure to light. Connected to the photoac-
tive regions are potential wells, which can collect and transfer charge. The architecture is
sketched in Fig. 1.6a.

The photoactive region is made of a doped semiconductor with an external static voltage
applied, creating a depletion zone devoid of free charge. During exposure, photons striking
atoms in the depletion zone generate electron-hole pairs. The external voltage accelerates
the free charges, directing the electrons into the potential wells. The amount of charge
collected in each well corresponds to the intensity of light at that pixel.

After exposure, the collected charge must be digitized. This process involves sequentially
shifting the charges from all pixels toward a single Charge Voltage (CV) converter, which
amplifies the charge into an analog voltage. The analog voltage is then digitized by an
Analog-to-Digital (AD) converter. The readout begins with the lowest row of pixels, where
each pixel’s charge is digitized one at a time. Once the first row is fully processed, the
remaining rows are shifted down by one step, and the process repeats. This sequential
transfer of charge operates similarly to a bucket-brigade system, where each pixel contains
three potential wells. By modulating the depth (voltage) of these wells in a controlled
sequence, the charge ”pours” from one well to the next, ultimately reaching the CV and AD
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Figure 1.6: Architectural evolution of digital image sensors. (a) The Charge-Coupled Device (CCD) architecture relies on charge
generation in a photoactive area (PA), sequential charge transfer to a single Charge Voltage Converter (CVC) that
amplifies the signal, and digitization by an Analog-to-Digital converter (ADC). (b) The Complementary Metal-Oxide-
Semiconductor (CMOS) architecture has one CVC per pixel for parallel readout, enabling higher frame rates. (c) The
In-situ Storage Image Sensor (ISIS) architecture allows ultra-high-speed burst imaging by temporarily storing charge
in the vertical stack of potential wells (PW) within the pixel array. (d) The ultimate frame rate limit for silicon-based
sensors is determined by the temporal signal dispersion, caused by randomness in photon-electron conversion and
electron drift, yielding a theoretical maximum of 90.1 Gfps for green light.

converters without mixing with the charges from adjacent pixels. This method, illustrated
in the zoomed in section of Fig. 1.6a, ensures accurate digitization of the accumulated charge
into digital values.

One key advantage of CCD sensors is that all pixels share the same converters, ensuring that
any systematic errors introduced during digitization are consistent across the entire detector.
However, this architecture also imposes limitations on read-out speed, making high frame
rates difficult to achieve. To increase the frame rate, the rate of charge shifting must be
accelerated, which reduces the efficiency of charge transfer between wells and increases
noise levels.

Despite their limitations, the highest-performing CCD sensors can achieve frame rates of
approximately 10 fps for large-format sensors (e.g., 16 MP) and significantly higher for
smaller sensors. These sensors also excel in spatial resolution, reaching over oo MP [38].
Additionally, their shared CV and AD converter architecture ensures exceptionally low
noise levels, particularly when cooled to reduce thermal noise. This combination of high
resolution and low noise makes CCDs ideal for applications requiring maximum sensitiv-
ity. Consequently, they remain widely used in fields such as astronomy [39], where long
exposure times and the highest possible signal-to-noise ratios are essential.
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2.4.2  Revolutionizing speed: the complementary metal-oxide-semiconductor.

Similar to CCD sensors, Complementary Metal-Oxide-Semiconductor (CMOS) sensors
consist of a pixel array, with each pixel containing a photosensitive region and a charge
storage area, as illustrated in Fig. 1.6b. However, unlike CCDs, CMOS sensors integrate
a CV converter and additional circuitry directly within each pixel. This circuitry connects
the pixel to an AD converter via electronically controlled switches. By selectively opening
and closing these switches, each pixel can be independently read out, eliminating the time-
consuming charge transfer process required in CCDs. This design allows for significantly
faster readout of the entire array, as voltage signals propagate much faster than physical
charge transfer [40].

This architecture, however, introduces two notable drawbacks. First, the CV converters
are not perfectly identical, leading to fixed-pattern noise (FPN), which manifests as slight
variations in the digitization process. Second, the CV converters and associated circuitry
occupy part of each pixel, reducing the photosensitive area and overall sensitivity. Both
challenges can be mitigated. Fixed-pattern noise is addressed by calibrating each CV con-
verter using known quantities of charge, ensuring consistent output across the array. Sen-
sitivity loss is mitigated by integrating micro-lenses atop each pixel, which focus incoming
light onto the active photosensitive regions. While micro-lenses are commonly associated
with CMOS sensors, they are also employed in advanced CCD designs to enhance light-
gathering efficiency. CMOS sensors that incorporate pixel-wise CV calibration are referred
to as scientific CMOS (sCMOS) sensors, specifically tailored for scientific applications.
Today, sSCMOS sensors have largely replaced CCD sensors in most scientific contexts due
to their superior speed, lower power consumption, and comparable or even better noise

performance. 2

With an individual CV converter for each pixel, CMOS sensors eliminate the bottleneck
associated with the sequential charge transfer process in CCDs. Instead, the primary lim-
itation for achieving higher frame rates shifts to the time required to digitize and store
data from each pixel. Frame rates can thus be further increased by reducing the number
of active pixels, either through pixel binning or by selecting a smaller region of interest.
For instance, commercially available high-speed CMOS cameras, such as the Photron E9
1008, achieve frame rates of 326 thousand frames per second (kfps) (A7 = 3.1 ps) with a
resolution of 640 X 480 pixels. By reducing the resolution to 640 X 32 pixels, the frame
rate increases to 2.72 million frames per second (Mfps) (A7 = 368 ns). This capability to
trade field of view for temporal resolution makes CMOS cameras exceptionally versatile,
allowing them to capture phenomena across a wide range of timescales, including ballistics

2During my work, I received funding to purchase a high-resolution CCD camera. However, by the time I
was ready to order, the manufacturer strongly recommended switching to an sSCMOS camera. Although the
CCD camera was still in stock, the sensor itself was no longer in production, meaning repairs or replacements
would not be possible if the sensor failed.
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[41], fluid dynamics [25], and combustion processes [23].

2.4.3 A faster architecture: the in-situ storage image sensor

In 1996, Kosonocky et al. introduced a groundbreaking approach to overcome the data
storage bottleneck associated with CMOS sensors [42]. Their solution involved surround-
ing each pixel with additional, sequentially ordered storage elements. During acquisition,
photogenerated charge is continuously and sequentially transferred from one storage ele-
ment to the next in what can be described as a "burst”. This transfer within each pixel’s own
“shift-register” is represented by arrow 1 in Fig. 1.6¢c. In modern designs, the shift registers
are typically stacked beneath the primary photosensitive region of the pixel, maximizing
the effective light-collection area while maintaining the compact architecture. Only after
the full acquisition sequence is completed is the accumulated charge digitized and stored to
memory. This approach eliminates the need for high-speed data transfer to external mem-
ory during acquisition, drastically increasing achievable frame rates. The initial prototype
utilized 30 storage elements per pixel, thus enabling a sequence depth of 30 frames. The
technique was originally referred to as a Very High Frame Rate (VHFR) burst image sensor
but later became widely known as the In-situ Storage Image Sensor (ISIS) [43].

Over the years, the ISIS architecture has undergone significant advancements. By optimiz-
ing the geometry to minimize abrupt changes in electron movement, the technology has
evolved dramatically. The original design achieved frame rates of 0.5 Mfps (A7 = 2 ps)
across 30 frames with a pixel resolution of 360 X 360 pixels. Recent iterations, such as the
version described by Suzuki et al., have reached frame rates of 125 Mfps (A7 = 8 ns) across
368 frames, with a resolution of 50 X 108 pixels [44].

A constraint inherent to this type of sensor is the fixed sequence depth, determined by the
architecture. Additionally, there is a trade-off between total pixel count and frame rate,
which arises from geometric constraints in the design. As a result, achieving the highest
frame rates often requires a reduction in pixel resolution. Despite these limitations, ISIS
cameras remain a highly effective solution when CMOS cameras are too slow. They have
been successfully applied in both fundamental [45] and applied research [46, 47], demon-
strating their utility across a range of scientific and engineering disciplines.

2.4.4 Pushing limits: the ultimate frame rate of silicon sensors

The ultimate frame rate achievable with silicon-based sensors, including CCD, CMOS,
and ISIS, is fundamentally constrained by the physics of the light-matter interaction within
the silicon photoactive region. At the core of this limitation lies the temporal broadening
of the signal during photon-to-electron conversion, which eventually prevents temporally
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distinct events from being resolved because of charge mixing. Specifically, the depth at
which incoming light interacts with silicon atoms to generate electron-hole pairs is inher-
ently random. For green light, the average penetration depth is approximately 1.73 pum,
but individual photon interactions can occur at shallower or deeper locations. This ran-
domness causes the initial positions of the generated charges to be distributed within the
silicon. Once generated, these charges start to drift toward the potential well. However,
because of their finite velocities and varying initial positions, the times they take to reach
the well are also randomly distributed. This temporal dispersion leads to mixing of charges
associated with distinct optical events, making it increasingly difficult to resolve events that
occur close together in time. The stochastic nature of the light-matter interaction and sub-
sequent random electron drift thereby imposes a lower limit on temporal resolution, which
translates to an upper limit for the achievable frame rate.

This physical limitation is illustrated in Fig. 1.6d, which schematically outlines three steps in
the process and the associated temporal signal dispersion: (1) photon propagation through
air and silicon, (2) the generation of photoelectrons at random depths, and (3) the subse-
quent drift of electrons towards the potential well. Simulations suggest that the theoretical
maximum frame rate for silicon-based sensors is 90.1 Gfps for green light. Beyond this
threshold, the intrinsic properties of silicon prevent further improvements in temporal res-
olution, establishing an absolute boundary for these systems [48].

Chapter summary

Modern science, one of humanity’s greatest success stories, is founded on experimentation
and observation. Among the most transformative forms of observation are images, which
not only enhance the communication of scientific findings but also expand the temporal,
spatial, and spectral range of human vision. The advent of digital imaging has unlocked un-
precedented possibilities for analyzing and modifying images, as well as capturing events at
extremely high speeds. However, digital sensors face an inherent upper limit in achievable
frame rates. To push beyond this boundary and capture even faster phenomena, funda-
mentally new and qualitatively different imaging approaches must be developed.
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Chapter 2

Ultrafast videography

1 Why bother going faster?

The last chapter concluded that digital sensors face an insurmountable upper limit of 90 Gfps,
corresponding to an inter-frame time of approximately 11 ps. This limit is imposed by the funda-
mental physics of silicon-based sensors, and no amount of quantitative improvement can over-
come it. If we want faster image sequences a qualitatively different approach is definitely needed,
but the question remains: is there any real need to film faster than 9o Gfps?

1.1 Curiosity drives us

As humans, we naturally inhabit the realm of meters and seconds—scales that align with
the objects and timescales we encounter daily. While we frequently work with units like
kilometers (1,000 meters) and millimeters (1/1,000 meter), distances beyond these—like
megameters (1,000 kilometers) ! or micrometers (1/1,000 millimeter)—become almost in-
comprehensible without the aid of specialized tools. Instruments such as maps, bicycles
and microscopes bridge these gaps, transforming the inaccessible into something tangible.
Similarly, motion that unfolds over durations longer than 1,000 seconds or shorter than
1/10 second can be very difficult to perceive, as it lies outside our natural ability to follow
events that are either too slow or too fast for our senses.

Historically, humanity has pushed beyond these limits, exploring both the vast macrocos-
mos, where distances are measured in light-years and time in millions of years, and the
intricate microcosmos of the atom, where distances are measured in nanometers (10~

Yes, you can probably imagine 1 megameter, but I am pretty sure you do it on a map and not in “real” life.
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m) and time in attoseconds (10718 s). In doing so, we have made remarkable discoveries.
Some, like gravitational waves [49] and exoplanets [50] in the macrocosmos, or the electron
[s1] and DNA [s2] in the microcosmos, were predicted long before their eventual confir-
mation. Others were, however, entirely unexpected, arising from chance observations or
experimental surprises, such as the cosmic microwave background [53] and the existence of
pulsars [s54] in the macrocosmos, and quasicrystals [55] and bacteria [56] in the microcos-
mos.

The historic record of science thus teaches us that discovery is not always the result of a tar-
geted effort; many breakthroughs occur unexpectedly. However, such chance discoveries
often arise when we actively strive to extend the boundaries of observation and measure-
ment. This is why we must continue advancing imaging and videography technologies,
pushing beyond the limits of silicon sensors and exploring the ultrafast regime beyond 1
Tfps (10'2 frames per second). Even if we do not know precisely what we are looking for,
such efforts may reveal phenomena we cannot yet conceive—discoveries that no one has
predicted. To claim that everything is already known, or that extending videography into
the ultrafast domain is futile, would not only be shortsighted but also contrary to the very
spirit of scientific inquiry.

Curiosity must therefore drive us, even if no other motivation existed. Fortunately, we are
not searching blindly; there are compelling reasons to push these boundaries, due to the
existence of scientifically interesting ultrafast phenomena.

1.2 Potential ultrafast targets

In the following section, I will explore a selection of phenomena that ultrafast imaging has
the potential to illuminate, offering new insights into the dynamics of the natural world.

1.2.1 Laser wakefield acceleration

Laser Wakefield Acceleration (LWFA) is a technique for accelerating electrons using ul-
trashort laser pulses instead of conventional external electric fields, as in linear or circular
accelerators. This method achieves accelerating fields on the order of GeV/m, far surpassing
the MeV/m fields of traditional accelerators. Consequently, LWFA can produce electrons
with equivalent energies over distances that are three orders of magnitude shorter [57].
These high-energy electrons have applications in medical imaging and therapy, materials
science, high-energy physics, and the generation of ultrashort X-ray pulses [s8]. While
LWFA performance approaches that of classical accelerators, it has not yet fully matched
their capabilities [59].
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Figure 2.1: Potential targets for ultrafast videography. (a) A simulation of laser wakefield acceleration, propagating to the right.
Adapted from [59]. (b) The process of alternating self-focusing and plasma-driven defocusing, which is thought to
yield laser filamentation. Adapted from [61].

The accelerating wakefield in LWFA can be likened to a wave that electrons “surf” on,
gaining energy as they ride it [60, 58]. This wakefield is generated when an ultrashort laser
pulse interacts with a gaseous medium, ionizing it to create plasma. The plasma, composed
of heavy positive ions and lightweight negative electrons, is macroscopically neutral due to
the even distribution of charges. As the laser pulse propagates, its transverse (perpendicular)
electric field displaces the electrons, pushing them away from the laser’s path while leaving
the heavier ions nearly stationary. This displacement creates a positively charged region,
or "wake,” that closely trails the laser pulse. A simulation of this process can be found in

Fig. 2.1a.

Electrons, whether randomly present or intentionally injected into this wakefield, can be-
come trapped and accelerated. As they are continuously drawn toward the point of max-
imum positive charge, they experience not only forward acceleration but also transverse
and longitudinal focusing. This process is analogous to a boat moving through water: as
the boat displaces water, it leaves a trailing "hole” bordered by a wave. Any object with
a velocity similar to the boat can become trapped in the hole and propelled forward by
the wave. Similarly, in IWFA, electrons with appropriate velocities entering the wake are
captured and accelerated.

Despite its elegance, LWFA comes with several challenges. One significant issue is dephas-
ing, where electrons outrun the accelerating phase of the wakefield, leading to dispersion
and loss. This can be mitigated through spatio-temporal pulse shaping, which creates a
phase that travels at the speed of light, preventing electrons from overtaking it [62]. An-
other complexity arises from the highly non-linear interaction between the laser pulse and
the plasma, where effects like self-focusing due to the optical Kerr effect alter the laser field
and the resulting wake. Understanding these dynamic processes is crucial for optimizing
the acceleration mechanism.

Efforts to monitor LWFA dynamics have employed various imaging techniques. Hologra-
phy has been used to visualize electron density variations, demonstrating the high sensitivity
of interferometric methods, but these were static images and could not capture the temporal
evolution of the process [58]. Shadowgraphy has also been employed [62, 60], but also only
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for single-frame snapshots. To better understand the acceleration process and determine
critical experimental parameters, a videographic imaging technique with high sensitivity
to electron density variations, spatial resolution on the order of a few micrometers, and
matching temporal resolution (20 fs) would be highly beneficial.

1.2.2 Laser filamentation

Laser Filamentation, first reported in 1995 [63], is a phenomenon where a high-intensity,
ultrashort laser pulse undergoes self-channeling, forming a thin filament approximately 100
pm in diameter that can extend over at least a kilometer [64]. These filaments have been
proposed for applications such as remote sensing of gases and aerosols in the atmosphere
[65], lightning control [66], laser-based telecommunications in foggy conditions [67], and
laser-induced spectroscopy [68]. Additionally, filamentation plays a crucial role in laser
wakefield acceleration (LWFA), as the driving laser pulse often undergoes filamentation.
Understanding the filamentation process is therefore essential for developing stable LWFA
conditions [69)].

Laser filaments form due to a dynamic balance between two competing effects, as illustrated
in Fig. 2.1b. The first is self-focusing caused by the optical Kerr effect, where the refractive
index 7 of a material depends on the intensity / of the incident light, such that n = ny+ny1.
Since the nonlinear index 7, is much smaller than the linear refractive index 7y, the Kerr
effect becomes significant only at very high intensities, such as those found in ultrashort
laser pulses. The typical intensity profile of a laser pulse has a higher intensity at the center
and lower intensity towards the edges. Combined with the Kerr effect, this results in a
higher refractive index near the center of the beam, creating an optically longer path for
the light in the center. This acts like a focusing lens, causing self-focusing if the laser power
exceeds a critical threshold P..

The second effect, which counteracts self-focusing, is defocusing. This is typically attributed
to plasma generation caused by the high-intensity laser light [65]. However, some studies
suggest that defocusing may also arise from higher-order nonlinear Kerr effects, such as
contributions from 74, #g, and beyond [70]. Regardless of the exact mechanism, defo-
cusing eventually counterbalances self-focusing, bringing the pulse back to a Kerr-effect-
dominated regime, where it refocuses. This cyclical interplay between self-focusing and
defocusing confines the pulse within a small, stable volume, forming a filament.

Laser filamentation remains incompletely understood, with competing models proposing
different mechanisms to explain its behavior. To determine which model better describes
the process, improved data on the dynamic behavior of filaments is needed. Since the pro-
cess evolves rapidly, this data should ideally be temporally resolved. As a highly nonlinear
and dynamic phenomenon, laser filamentation is particularly sensitive to the initial condi-
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tions of the driving laser pulse, making the process inherently stochastic [71]. While this
stochasticity may not be apparent on a macroscopic scale, it becomes evident when the
process is studied in a microscopic configuration, as demonstrated in Paper v of this thesis.

The stochastic nature of filamentation poses significant challenges for sequential imaging
techniques, as they cannot accurately capture the true dynamics of the process due to the
variability between events. Instead, the study of laser filamentation calls for single-shot
ultrafast videography capable of high spatio-temporal resolution and interferometric sen-
sitivity. These requirements are similar to those for studying laser wakefield acceleration
(LWFA), emphasizing the need for imaging methods that are highly sensitive to refractive
index gradients and can resolve spatial details on the micrometer scale and temporal events
on the femtosecond scale.

1.2.3 Attosecond pulse generation

Attosecond pulse generation has recently garnered significant attention, highlighted by its
recognition as the subject of the 2023 Nobel Prize in Physics [72]. The production of such
ultra-short pulses relies heavily on the bandwidth-duration relationship, which states that
shorter pulses require broader spectral bandwidths. This requirement makes High-order
Harmonic Generation (HHG) a key mechanism for attosecond pulse generation, as it can
produce light with the requisite bandwidth.

HHG is a collective molecular response to intense, coherent laser illumination. When a
gas-phase ensemble of molecules is exposed to the strong and rapidly oscillating electric
field of a high-intensity laser pulse, the binding potential that holds electrons near atomic
nuclei becomes distorted. This distortion allows electrons to tunnel out of the potential
barrier and be accelerated away by the laser’s electric field. As the field reverses direction,
the electrons are driven back toward their parent nuclei, where they may recombine. The
energy accumulated during this trajectory is released upon recombination in the form of a
high-energy photon, whose exact energy depends on the phase of the laser field at the time
of electron tunneling. Due to the collective response of the ensemble and the periodicity
of the process (occurring twice per cycle of the driving laser field), only the odd harmonics
of the laser frequency constructively interfere, while others cancel out [73]. The resulting
harmonics extend into the extreme ultraviolet (XUV) regime, enabling the generation of
attosecond pulses.

The unique duration of attosecond (1078 s) pulses opens up unprecedented opportunities
for studying electron dynamics on their natural timescales [74]. For example, attosecond
pulses have been used to measure the temporal delay in the photoelectric effect [75], pro-
viding insight into the internal dynamics of atoms and advancing our understanding of
quantum processes.
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While methods exist to characterize both the driving laser pulse [76, 77] and the resulting
attosecond XUV pulse [78], no method currently allows for monitoring the generation pro-
cess itself. Observing how the driving laser field ionizes the gas and is subsequently modified
by the plasma it generates could significantly enhance our understanding of the process and
enable further optimization of models of the generation process. Achieving such observa-
tions would require ultrafast single-shot videography with high spatio-temporal resolution
and sensitivity to optical density gradients. Developing these capabilities would aid the fur-
ther development of attosecond science, providing new insights into the underlying physics
of ultrafast light-matter interactions.

The three examples given above underscore the potential of ultrafast single-shot videogra-
phy to deepen our understanding of complex and dynamic processes. Each of these phe-
nomena are at the intersection of cutting-edge science and technology, where capturing
transient events with both high spatial and temporal resolution can lead to new discover-
ies. Beyond these cases, the need for ultrafast imaging extends into other fields, such as
ultrafast chemical reactions [79, 80] and material science [81, 47], where imaging shock
wave propagation and rapid phase transitions has the potential to lead to breakthroughs in
understanding material properties under extreme conditions. Ultrafast imaging is therefore
not merely a technical challenge but also a gateway to a deeper understanding of the physics
that govern our universe.

2 The general solution

This section provides an overview of the general principles behind achieving ultrafast single-shot
imaging, focusing on the use of ultrashort laser pulses and optical multiplexing. Before delving
into the specific methods, I define and discuss the key metrics used to evaluate the performance
of ultrafast imaging systems, such as spatial and temporal resolution, sensitivity, and dynamic
range. Additionally, I will introduce imaging modalities relevant for studying transparent tar-
gets, including shadowgraphy, schlieren imaging, and interferometry, to provide a fundamental
understanding of the techniques employed in ultrafast imaging.

2.1 'The metrics

When comparing the utility of different systems, it is convenient to use numerical metrics
that directly correlate with performance. The most relevant metrics depend on the system’s
intended purpose. In this section, the key metrics for ultrafast imaging are introduced.
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2.1.1  Spatial resolution

Spatial resolution is often misunderstood as the number of pixels 7, 2 on an imaging sensor.
While the pixel count is relevant and can sometimes be the limiting factor, it does not
inherently define the spatial resolution of the imaging system as a whole.

The actual meaning of spatial resolution, 7, is the minimum distance between two resolv-
able points. It can be interpreted as the inverse of the highest resolvable spatial frequency,
often expressed as the number of line pairs per millimeter (Ip/mm). Lord Rayleigh estab-
lished an elegant criterion for resolution based on the diffraction patterns of coherent point
sources, which produce concentric Airy rings when imaged (see Fig. 2.2a) [82, 83]. Accord-
ing to this criterion, two points are resolved when the central maximum of one diffraction
pattern coincides with the first minimum of the other. * To generalize this definition for
other signals, we calculate the corresponding critical Michelson contrast:

[max - [min
Copip = 220 _ 1525, .
‘ [max + [min 5 5 (2 I)

where /p.x and Iy, are the intensities at the peaks and the local minimum between them,
respectively. For Gaussian signals, this criterion translates to points being resolvable when
separated by approximately 1.19 times their full width at half maximum (FWHM):

7 = 1.19 - FWHM. (2.2)

The spatial resolution of an optical system can thus be determined either by identifying
the closest features that satisfy the contrast criterion in Eq. 2.1 or by simply measuring the

FWHM of the smallest observable feature and applying Eq. 2.2.

The limiting factor for an imaging system’s measurable resolution can originate from the
digital sensor, the optical system, or the physical target. This is illustrated in Fig. 2.2b,
where three synthetic resolution measurement images are shown. In each case, a different
parameter limits the measurable resolution, denoted as 7;.

The first constraint arises from the digital sensor. Its resolution is determined by the pro-
jected pixel size Ax, which is defined as the physical size of a reference object divided by
the number of pixels it spans in a sensor image. Note that Ax is not the physical pixel size
on the sensor but rather its effective size in the image plane. To resolve an array of spots, at
least one pixel must separate adjacent spots, and each spot must occupy at least one pixel.
This sets a lower bound for the resolution:

2For simplicity, only the x direction is discussed here, but the same principles apply to the y direction.
3Rayleigh’s criterion has been shown to be slightly conservative compared to human perception of resolved
spots [76], however, its elegant definition makes it a strong candidate for a universal resolution standard.

27



a)Rayleigh's criterion b)Resolution measurement

target limited
YL

[Hl( X

Imin

c)Pulse train temporal profile
AT < At AT>At

i

Figure 2.2: lllustrations of spatial and temporal resolution. (a) Two Airy patterns resolved according to Lord Rayleigh’s criterion.
The colored dotted lines represent the |nten5|ty proﬂles of the individual patterns, while the white solid line shows
their summed intensity profile. The rings are only visible in the plots. (b) Three synthetically produced resolution
measurements, each consisting of rows of spots. In each case, the measured resolution #; is limited by a different
factor. Within a row, the distance between adjacent spots equals twice the spot diameter. The images were gen-
erated by digitizing a convolution of a common ground truth image (identical in all three cases) of perfectly circular
top-hat spots with a Gaussian point spread function (PSF). The resolution is determined as the minimum distance
between resolvable spots. For each case, the size of the PSF and pixel is shown as an inset. When the size of the
spots (the target) is the limiting factor, the resolution can be estimated by measuring the distance 4 over which the
edge transitions from 75% to 25% of the maximum spot intensity and setting » & 2.14. (c) Temporal intensity
profiles of two pulse trains: one with strongly overlapping pulses (A7 < A#) and another with non-overlapping
pulses (AT > Ag).

re > 2Ax.

The second constraint comes from the optical system and its point spread function (PSF),
which describes how a point source is blurred when observed from the sensor plane. In the
case of coherent, aberration-free illumination, the PSF takes the form of an Airy pattern.
Applying Lord Rayleigh’s criterion, the spatial resolution is given by:

0.51A
=~ NA
where X is the illumination wavelength and NA (numerical aperture) represents the light-

gathering ability of the imaging system [84]. More generally, the resolution is limited by
the FWHM of the PSE leading to the criterion in Eq. 2.2.

rx
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Finally, the physical target itself may impose a resolution limit if it lacks sufficiently small or
closely spaced features. When no small or closely spaced features are present in the image,
the resolution can instead be estimated from the broadening of an edge. In this case, the
50% intensity drop-off distance dsgy, (measured between 75% and 25% of the maximum
edge intensity) can be used to approximate the resolution as:

rx 21450%

For a derivation of this expression, see Appendix A.

For systems designed to image transparent targets, traditional methods of resolution testing,
such as using highly absorbing test patterns, may not be appropriate. Instead, resolution
should ideally be measured in the same imaging modality and under conditions that closely
resemble the intended application. This ensures that the resolution assessment reflects the
actual performance of the system in its intended use case, avoiding overestimation or mis-
representation of its capabilities.

While spatial resolution is critical for assessing an imaging system’s performance, it must be
considered alongside the field of view (FOV). A larger FOV allows the system to capture
more of the scene, enabling a broader perspective. In practice, there is often a trade-off
between resolution and FOV, with higher spatial resolution achieved at the cost of a smaller

FOV.

2.1.2  Temporal resolution

Temporal resolution is the minimum temporal separation between two events that can be
observed as distinct. It should ideally be treated similarly to spatial resolution, meaning that
it should be determined from data using Rayleigh’s criterion. Such a rigorous approach is
rare in the ultrafast imaging literature, though [85] provides a notable example. Unfor-
tunately, temporal resolution is often conflated with the frame interval A7, which is the
inverse of the frame rate. While this might be a reasonable definition for silicon-based sen-
sors that acquire frames sequentially, it does not apply to more complex imaging systems
and does not align with Lord Rayleigh’s criterion.

In traditional high-speed cameras, the frame interval A7 is strictly longer than the integra-
tion time Az. However, in ultrafast imaging systems, especially those that rely on illumi-
nation by a train of short light pulses, A7 can be shorter than the integration time Az, as
illustrated in Fig. 2.2¢c. Here, Az represents the time during which light is collected to form
a frame. For conventional sensors, Az is the time the sensor is exposed to light, while for
illumination-based methods, Az corresponds to the duration of the illuminating pulses. 4

“How At is defined depends on the temporal pulse shape, but assuming that the pulses are Gaussian and
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By temporally overlapping these pulses, i.e., by setting AT < At (see Fig. 2.2b), the frame
rate can be increased at the expense of the uniqueness of the data in each frame.

For ordinary cameras, this situation does not have a direct analog in the spatial domain
because pixel size and spacing are inherently linked—pixels do not overlap. In the temporal
domain, however, if AT < Ar data points do overlap, and the collected data can often
be down-sampled without loss of information, effectively reducing the usable frame rate.
To address this complexity, I propose that when temporal resolution cannot be rigorously
measured, it should at least be estimated analogously to the spatial case as

re > 20T,

i.e., twice the temporal spacing of illuminating pulses. This estimation strictly requires that
AT < At - meaning illuminating pulses do not overlap - and aligns with the principle that
at least two samples are required to resolve a feature [86].

Using this definition of temporal resolution, the two key metrics for the temporal domain
become the temporal resolution 7, analogous to spatial resolution, and the total integra-
tion time 7, analogous to the field of view (FOV) in the spatial domain. Commonly,
frame rate (1/A7) and sequence depth (7,) are used instead but they only reveal the total
integration time (7" = (n. — 1)A7) and not the temporal resolution. While these met-
rics are indicative, they provide an incomplete picture, as they reveal little about how fast
dynamics the system’s is actually able to capture accurately. For example, if a system em-
ploys many long, overlapping illuminating pulses, it may achieve a high frame rate and an
impressive sequence depth, but the resulting frames will carry nearly identical information
and the temporal resolution will be poor due to the long pulse durations. 100 pulses with
a duration of Az = 1 ps could for example be separated by just A7 = 10 fs, to obtain a
staggering 100 Tfps video sequence over 100 frames. Adjacent frames would however have
an information overlap around 99% and the total integration time would only be ~1 ps.
In contrast, temporal resolution 7 and total integration time 7" directly reflect how well
and for how long a transient event can be recorded—qualities that ultimately determine
the system’s utility in capturing dynamic phenomena.

Another crucial aspect to keep in mind when imaging trasient events is the characteristic
velocity v of the moving object, as it directly links temporal and spatial resolution. A key
objective for scientific videographic methods is to achieve motion blur-free imaging, as
emphasized in e.g. [87, 88, 89]. To accomplish this, the object must not move more than
one pixel, > Ax during the integration time:

requiring that the illumination pulses are resolvable (according to Lord Rayleigh’s criterion) when Ar = AT
(back-to-back pulses) results in Az = 1.19FWHM, where FWHM is the pulse’s full width at half maximum.
>Allowing a movement of up to one pixel ensures that a point is never imaged by more than two pixels (per
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vAt < Ax. (2.3)

Less intuitive but entirely analogous to motion blur is the issue of "frozen motion”, as illus-
trated in Fig. 2.3. Points moving at different speeds are captured individually in Fig. 2.3a,
while in Fig. 2.3b, the response to all three points is visualized, highlighting the symmetry
between motion blur and frozen motion. The yellow point moves too fast for the camera,
causing motion blur, while the blue point moves too slowly, appearing stationary (frozen
motion).

a)Movies of moving point b)Moving point response
frame#
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Figure 2.3: Recording a moving point. (a) Six single-row frames of three moving point sources (blue, orange, and yellow) with
different velocities in the positive x-direction. The camera sensor is one-dimensional, capturing one row per frame.
The integration time Az introduces motion blur, while the inter-frame time A7 determines whether motion is frozen.
These sequences correspond to the white box in (b). (b) Simulated camera response to the same three point sources,
illustrating the symmetry between spatial and temporal resolution. The x-axis represents position, while the y-axis
represents time. Pixel size is Ax = 5 m, and the inter-frame time is A7 = 50 fs. The color intensity reflects how
long a point remains within a pixel. The yellow source (v = ¢) moves too fast and appears blurred (motion blur),
the blue source moves too slowly and appears static (frozen motion), while the orange source is optimally sampled,
showing neither effect.

A general audience often reacts negatively to cases like the yellow point, demanding shorter
integration times to reduce motion blur. In contrast, scenarios like the blue point might
be admired for their ability to "freeze” motion. However, as Fig. 2.3 demonstrates, these
situations are fundamentally equivalent. Both motion blur and frozen motion degrade the
system’s ability to capture dynamics accurately: motion blur indicates insufficient tempo-

direction). Requiring that a moving point be captured by only one pixel at all times would be impractical, as
even a slow-moving object could randomly transition between adjacent pixels during a short integration time.
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ral resolution, while frozen motion arises due to inadequate spatial resolution to detect
movement.

To avoid frozen motion, the object must move at least one pixel between frames, which
requires:

vAT > Ax. (2.4)

Ultimately it is Equations 2.3 and 2.4 that dictate how pixel size Ax, integration time Az
and frame interval A7 must be related to prevent both motion blur and frozen motion.
However, for the ideal case where the system operates at its temporal resolution limit (i.e.
when AT = A1), and the collected data is down-sampled to match the actual resolutions,
the spatial and temporal resolutions are given by:

re=r-20t =207, r=r""2Ax,

for some down-sampling factor . Since the Rayleigh resolution criterion that defines
both 7 and r, is somewhat conservative, v should likely be slightly larger than one to
avoid unwanted loss of information. The exact value of v is not critical, only that the
temporal and spatial dimensions should be treated equally. Substituting these relationships
into Equations 2.3 and 2.4, which state the criteria for motion blur and frozen motion,
respectively, yields the following relationship for a system with balanced spatiotemporal
resolution:

= Uv- 1. (2.5)

In practice, perfectly matching spatial and temporal resolution is very challenging. How-
ever, avoiding significant mismatches is essential. If 7, is much smaller than » - 7, motion
blur will degrade the image, indicating that the temporal resolution must be enhanced (i.e.
7. made smaller). Conversely, if - 7, is much smaller than 7., motion will be undetectable,
indicating oversampling in time, indicating that the spatial resolution must be enhanced.
To ensure accurate capture of dynamic phenomena, spatiotemporal resolution should be as
closely aligned as possible.

For systems intended to image laser-induced phenomena (i.e., v = ¢ = 3 - 10® m/s) as dis-
cussed in Sec. 1.2, such as laser filamentation, laser wake-field acceleration, and attosecond
generation, with a suggested temporal resolution of approximately 20 fs, Eq. 2.5 implies
that a spatial resolution of approximately 6 pm is desirable.
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2.1.3  Sensitivity

Spatial and temporal resolution, as well as field of view and total integration time, are crucial
parameters for determining the capability of an imaging system, but without sufhcient
sensitivity to a signal from the target, they become meaningless. In ultrafast imaging, where
interframe times are on the order of a few picoseconds (1 ps = 10712 s) or less, target
emission processes are generally too slow and weak to be relevant. As a result, the signal
must typically be imprinted on and mediated by external illumination—except in cases
where the illumination itself is studied object, as in [90, 91]. For transparent targets, such
as those listed in Sec. 1.2, the three most important imaging modalities are shadowgraphy,
schlieren imaging, and interferometric imaging.

In shadowgraphy, the shadow cast by the target is observed. Shadows can result from
absorption, as with opaque objects, or from the lensing effect of transparent targets. For
opaque objects shadowgraphy is highly sensitive, since it produces a strong and clear signal,
while for transparent targets the signal will be much weaker. A transparent target induces
angular deflections in incident light rays according to the optical density distribution of the
target, as governed by Snell’s law. If the deflection is homogeneous, i.c., if the derivative of
the deflection is zero, shadowgraphy will detect no signal. However, if the deflection is in-
homogeneous, certain sensor areas will receive more light while others receive less, resulting
in a shadow pattern that serves as the signal from the target. ¢ The more inhomogeneous,
i.e. the greater the derivative of the deflection is, the stronger the signal will be.

Schlieren imaging detects even homogeneous deflections by selectively discarding light
based on the magnitude and direction of the deflection. Traditionally, this is achieved
using a spatial filter at the focus of an imaging lens, where the signal from deflected light
either increases or decreases in intensity depending on the direction of deflection and the
geometry of the filter [92]. A modern variation, background-oriented schlieren (BOS),
quantifies perceived distortions in the target’s background rather than directly filtering light
[93, 94]. Dark-field microscopy can also be considered a form of schlieren imaging, as it re-
lies on light deflection to generate contrast [95]. Since schlieren imaging directly measures
light deflection rather than its second derivative, it inherently offers higher sensitivity than

shadowgraphy.

In Fig. 2.4, BOS has been implemented in a home-office setup using a webcam as a sensor,
a sinusoidal pattern displayed on a computer monitor as the background, and the rising
hot air from a tealight as the target. 7 The signal manifests as slight perturbations in
the striped pattern, which can be readily analyzed through Fourier methods (see Sec. 3.2).

®For example, sunlight illuminating a seabed through wavy water produces a shadowgraphic pattern of
lighter and darker areas.

7Every parent should try this experiment, as it has been proved by example that children as young as five
take great delight in observing the invisible.
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While observing the target in a shadowgraphic configuration yields no visible signal, the
schlieren setup reveals a clear and strong signal, exposing the turbulent rising air. The stark
contrast between the two signal images in the figure highlights the significantly greater
sensitivity of schlieren techniques compared to shadowgraphy when imaging transparent
targets.

VE

camera view

i

Schlieren image

Figure 2.4: A simple implementation of background-oriented schlieren using a structured background. The schlieren image
was reconstructed from the camera view image, while the shadowgraphic image was obtained using a uniform
background. The comparison highlights the increased sensitivity of schlieren imaging for detecting transparent
phenomena.

The most sensitive modality, however, is interferometric or holographic imaging. These
methods detect not only light deflection but also the optical delay induced by the target.
In interferometry, a probe pulse that has passed through the target is made to interfere with
a reference pulse. 8 By comparing the resulting interference patterns with and without the
target, the optical delay (i.e., the added optical path length) introduced by the target can be
detected and quantified as a phase shift. These methods are extraordinarily sensitive, capable
of detecting variations in path length as small as 1 nm [96]. Consequently, interferometric
methods represent the gold standard for imaging transparent objects.

8n interferometry, the reference pulse is typically split off from the probe pulse before target interaction,
whereas in holography, the reference pulse is usually an entirely separate pulse.
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2.2 Short laser pulses

With electronics being too slow to detect the ultrafast phenomena we aim to observe, the
solution is to shift from relying on electronic speed to relying on the speed of light. Instead
of increasing temporal resolution by making detectors faster, we can instead shorten the
duration of the incoming light. By doing so, the time that the detector receives light is
reduced, even if the detector itself is slow. Since off-the-shelf lasers can generate pulses as
short as a few femtoseconds (1 fs = 1071 s), it becomes possible to achieve the extremely
short integration times required for imaging ultrafast events.

In principle, this is achieved by sending a short probe pulse through the event of interest and
then recording it with a camera sensor. If the event affects the probe pulse, this interaction
is captured as a signal. By iteratively repeating the process with a slightly increased delay
between the event onset and the probe pulse, a video of the event can be reconstructed.
Such pump-probe experiments have been used, for example, to capture image sequences of
light in flight [97]. However, pump-probe experiments require the event to be repeatable,
which is not the case for stochastic or destructive processes.

For these types of events, the entire process must be recorded in a single shot to capture
its evolution accurately. This is accomplished by illuminating the event not with a single
pulse, but with a train of pulses, each probing the event at distinct times. In this way,
each pulse carries information corresponding to a different phase of the process. The chal-
lenge then becomes ensuring that the optically distinct information carried by each pulse
remains distinguishable even after they are captured by the camera. Achieving this requires
overcoming the limitations of traditional systems through optical multiplexing.

2.3 Optical multiplexing

Multiplexing is the process of simultaneously sending more than one signal through a sin-
gle physical channel. For the process to be meaningful it must be accompanied by de-
multiplexing, the inverse process of separating multiplexed signals. De-multiplexing takes
place on the other side of the channel and either allows a single receiver to read multiple
signals, or multiple receivers to each read their designated signal. If multiplexing is not
followed by de-multiplexing, the only thing it achieves is the mixing-up of signals and sub-
sequent loss of information. Hence, the term multiplexing often implicitly also includes
de-multiplexing, and that is generally how I will use the term.

In principle it would not be wrong to call the acts of hearing and decoding two simulta-
neous voices multiplexing and de-multiplexing, respectively. ® However, the term is in

9The situation might arise when you overhear a more interesting conversation at the table next to yours,
while still managing to somewhat follow what your table mate is saying.
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general reserved for more technical applications, specifically within telecommunication. In
the 1870’s the predecessor of all telecommunication, telegraphy, was an established tech-
nology, and the demand for telegrams was growing high enough that the wires became a
limiting factor for telegraphy companies. Each telegram consisted of a sequence of beeps
(Morse code), which could not be interrupted, without the message being lost. Hence,
only one message could be transmitted at the time. Adding more wires to meet the in-
creasing demand was costly and it was in this context that Elisha Gray in 1875 invented a
multiplexer, enabling dual signal transmission by sending beeps of different pitches. These
signals could then be separated by tone at the receiving end, allowing multiple messages to
be sent simultaneously without loss of information [98].

It turns out that the challenge with ultrafast imaging is similar to the challenge with teleg-
raphy in the 1870’s. In ultrafast imaging it is not wires that are the scarce resource that has
to be shared by multiple signals, but camera sensors. Recording a single ultrashort optical
signal with a camera sensor is straightforward: the sensor receives the optical signal, con-
verts it to electrons in its pixels, and reads out the voltage of each pixel sequentially. Sensor
speed is irrelevant in this scenario, as it has all the time it needs. However, recording just
two light pulses with temporal separations shorter than the sensor’s readout time immedi-
ately becomes challenging. Just as telegraphy companies could not meet demand the sensor
cannot meet the brief, but ultrahigh, demand for optical storage.

To overcome this limitation, some optical trick has to be applied to the light pulses be-
fore they reach the camera. These tricks ensure that distinct optical signals remain distin-
guishable even after being recorded by the sensor. In the field of ultrafast imaging, optical
multiplexing techniques can be broadly categorized into: (1) spatial division multiplexing,
(2) wavelength division multiplexing, (3) compressed sensing-based multiplexing, and (4)
spatial frequency division multiplexing. The technique used in this work, FRAME, falls
into the last category.

3 Specific solutions

This section provides an overview of several ultrafast imaging techniques, focusing on their funda-

mental principles of operation, key achievements in resolution, frame rate, and imaging modal-

ity, as well as their respective strengths and limitations. For those exploring the broader field of
ultrafast imaging, this overview offers a comprehensive entry point. General readers, however,

may still gain a solid introduction to the field by focusing on the subsection introductions and
examining the figures.
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3.1 Spatial division multiplexing

The common principle underlying all Spatial Division Multiplexing (SDM) techniques
is that temporally distinct events are recorded at spatially distinct regions of the detector.
In practice, probe pulses are sent through the target volume and then directed to unique
locations on the detector. The primary challenge lies in spatially separating the probe pulses.
To achieve this, the pulses must differ in some parameter—such as wavelength, polarization,
or another distinguishing characteristic. These differences are then exploited to sort the
pulses based on the chosen parameter, allowing them to be mapped to specific regions of
the detector.

3.1.1 Sequentially timed all-optical mapping photography

Sequentially Timed All-optical Mapping Photography (STAMP) was first introduced in
2014 by Nakagawa et al. [99]. This technique marked the advent of ultrafast single-shot
imaging and relied on spatial division multiplexing. '° The parameter used to sort the probe
pulses was wavelength, and the basic principle can be summarized in four steps, illustrated
and described in Fig. 2.5.
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Figure 2.5: The principle operation of STAMP. (1) An initially short, broadband pulse is stretched in time to match the desired
total integration time. (2) The pulse is divided into a train of short, spectrally unique probe pulses. (3) Each probe
pulse interacts with the target at a unique time, imprinting information corresponding to the target's state at the time
of interaction. (4) The probe pulses are spatially directed to distinct detector locations based on their wavelengths.
PS: pulse stretcher; TMD: temporal mapping device; SMD: spatial mapping device; CS: camera sensor.

Since its introduction, STAMP has been demonstrated in numerous studies, with continual
refinements to its technical implementation. In its original version, the system used a
Temporal Mapping Fevice (TMD) to divide the initial stretched pulse into temporally
distinct probe pulses. The TMD consisted of two gratings, two lenses, two wave plates,
and a spatial light modulator. A Spatial Mapping Device (SMD) was then employed to
direct the probe pulses to distinct detector locations. The SMD included another grating,

10While it was not the very first single-shot ultrafast imaging technique (see [100]), it marked the beginning
of a rapid surge in the development of such techniques.
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a cylindrical mirror, and a custom-built periscope array with six channels. Each channel
redirected a probe pulse vertically and laterally, eventually guiding it to the detector. This
configuration enabled the acquisition of six shadowgraphic images at an unprecedented
frame rate. However, the group later acknowledged challenges with scalability, noting, “it
is not easy to manufacture a periscope that can manage much larger spectral components,”
and concluded that “another approach is needed” [101].

This alternative approach, presented in the same paper from 2015, replaced both the TMD
and SMD (and their numerous components) with a simpler configuration. A Diffractive
Optical Element (DOE) was used to spatially split the initial pulse into sub-pulses, while
an angled bandpass filter selected distinct spectral—and therefore temporal—components
of each sub-pulse. In this configuration, named Spectral Filtering (SF-) STAMP, the pump
pulse interacted with the target before being divided into sub-pulses. However, this sim-
pler setup introduced a new issue: the sub-pulses were no longer equidistant in time. Fur-
thermore, intensity variations within the illumination, a long-standing problem across all
STAMP versions, persisted.

Both of these issues were resolved in 2020 by another research group, which incorporated
an Acousto-Optic Programmable Dispersive Filter (AOPDF-STAMP). This innovation al-
lowed precise temporal control and spectral selection, ensuring equidistant sub-pulses with
uniform intensity [102]. The same study also demonstrated STAMP with in-line hologra-
phy, making the technique phase-sensitive for the first time.

In 2024, a third research group achieved optical phase-sensitive imaging by integrating
STAMP with diffraction phase microscopy [103]. In this configuration, a reference pulse
was split from each probe pulse after interaction with the target using a grating. The ref-
erence pulse was spectrally filtered in the optical Fourier plane to remove high-frequency
components and then overlapped with its corresponding probe pulse on the detector, gen-
erating an interference pattern that encoded phase information about the target.

The highest reported frame rate for STAMP systems is 7.52 Tfps, corresponding to an inter-
frame time of 133 fs [104]. However, the probe pulses had a duration of 464 fs, resulting in
331 fs temporal overlap and an effective frame rate of approximately 2.2 Tfps when consid-
ering the integration time. This study also reported the highest number of frames achieved
in a STAMP system, namely 25. Spatial resolution, though not directly quantified in any
STAMP paper, can sometimes be estimated from the smallest structures visible in the data.
In the original STAMP paper, the spatial resolution was approximately 3 pm (330 lp/mm)
over a field of view (FOV) of 93 x 93 um? [99]. In subsequent studies, it was approximately
8 pm (125 lp/mm) over 207 X 135 X 93 pm? for SF-STAMP [101] and 15 pm (67 Ip/mm)
over 190 X 245 X 93 pm” for AOPDF-STAMP [102].

STAMP systems have been applied to a range of phenomena, including laser ablation [99,
105, 102], lattice vibrations [99], air breakdown [101, 102], laser-induced plasma filaments
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[101, 103], ultrafast phase transitions [81], laser-induced shock waves [106], and the opening
and closing of an optical Kerr gate [102].

An inherent characteristic of STAMP is the need for wavelength differences between the
probe pulses, typically on the order of tens of nanometers. While this is unlikely to im-
pact many applications, it introduces a theoretical risk that variations in the observed signal
between frames could stem from differences in the probing pulses rather than changes in
the target. This issue is particularly relevant in cases where the spectral sensitivity of the
target could influence the interpretation of results, underscoring the importance of care-
fully considering potential wavelength-dependent effects in experimental designs. Despite
this, STAMP is clearly a powerful tool for capturing ultrafast dynamics with single-shot
acquisition.

3.1.2 Framing imaging based on non-collinear optical parametric amplification

Framing Imaging based on Non-Collinear Optical Parametric Amplification (FINCOPA)
was introduced by Zeng et al. in two papers in 2020 [88, 107]. FINCOPA is an SDM
technique that achieves single-shot ultrafast imaging by sequentially mapping temporally
distinct parts of a probe pulse to unique detectors using Non-Collinear Optical Parametric
Amplification (NCOPA) crystals. The principle of operation is schematically presented in
Fig. 2.6.
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Figure 2.6: The principle operation of FINCOPA. (1) An initial short pulse passes a second harmonic generator (SHG) to form
a probe pulse and a frequency doubled trigger pulse. (2) The two pulses are separated. (3) The probe pulse is
stretched in time to match the desired total integration time. (4) The initial trigger pulse is further split into multiple
trigger pulses, which are temporally controlled to match the desired integration times. (5) The probe pulse interacts
with a target, continuously imprinting the dynamics of the scene. (6) The probe pulse is sequentially overlapped
with the triggering pulses in distinct NCOPA crystals, generating idler pulses that correspond to temporally distinct
parts of the probe pulse. (7) Each idler pulse is mapped to its own detector. SHG: second harmonics generator;
WS: wavelength separator; SDD: split and delay device; PS: pulse stretcher; NCOPA: noncollinear optical parametric
amplifier; CS: camera sensor.

FINCOPA has been demonstrated with a frame rate of up to 15 Tfps (A7 = 67 fs) over four
shadowgraphic frames, using 5o fs triggering pulses. The spatial resolution was measured
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at 12 pm (83 lp/mm) by imaging the propagation of a plasma grating, with a field of view
of approximately 900 x 600 xm?.

In terms of studied phenomena, FINCOPA has been applied to laser-induced plasma grat-
ings and Ultrafast Intensity-Rotating Optical Fields (UIROF), which rotate at rates of up
to 1.9 trillion revolutions per second. The UIROF sequences are particularly noteworthy,
as they provide a clear visualization of how a circular light field with a low-intensity central
streak rotates distinctly from frame to frame.

One of FINCOPA's key strengths lies in its use of four separate detectors, which eliminates
the trade-off between sequence depth and spatial resolution. This enables the resolution
of small structures without compromising the number of frames captured. However, this
approach comes with certain drawbacks. Each additional frame requires an additional de-
tector, which increases both the cost and the complexity of the setup. Furthermore, the later
frames in a sequence are encoded in parts of the probe pulse that have passed through more
optical components—such as lenses and NCOPA crystals—than the eatlier frames. This
effectively stretches the probe pulse in time for each additional frame, while the triggering
pulses remain unaffected, leading to variations in readout conditions across the sequence.
Despite these challenges, FINCOPA has demonstrated impressive capabilities, achieving
high spatial and temporal resolution.

3.1.3 Framing integration ultrafast photography

Framing Integration Ultrafast Photography (FIP), also referred to as Frequency domain
Integration Sequential Imaging (FISI), is a spatial division multiplexing technique intro-
duced by Zhu et al. in 2021 and further developed in 2022 [108, 109]. It achieves ultrafast
imaging by encoding temporal information through spatial delays introduced in the probe
pulse, enabling simultaneous acquisition of multiple shadowgraphic frames in a single shot.
The FIP system integrates the temporal delay unit and imaging structure into a simple and
compact setup. Its operational principle is illustrated in Fig. 2.7.

In the referenced studies, FIP demonstrated a maximum frame rate of 12.6 x 10!2 fps
(AT = 79 fs) over six frames, with a spatial resolution of approximately 50.8 lp/mm or
20 pm. The reconstructed frames were 2.6 mm X 3.7 mm in size, and the effective signal-
detection area was limited to 1.o mm X 0.35 mm. When measuring the spatial resolution,
a stationary target was used.

The authors also reported an intrinsic spatial resolution of 108 Ip/mm, a value depen-
dent on the system’s optical magnification (M = 0.41x). However, intrinsic resolution
does not represent the actual resolvable detail in recorded images and is not a standard
performance metric for imaging systems. The observable (extrinsic) spatial resolution of
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Figure 2.7: The principle operation of FIP. (1) Spatially distinct regions of a short initial pulse are individually delayed by different
temporal offsets using a step array made of glass. (2) The delayed pulses are collimated and directed towards the
target using a microlens array and an ordinary lens. (3) The probe pulses interact with the transient target, encoding
the dynamics of the scene. (4) The probe pulses are collimated and mapped to distinct detector regions by a second
lens and a matching microlens array. SA: step array; MLA: microlens array with focal length f£; L: lens with focal
length £; CS: camera sensor.

50.8 Ip/mm reflects the system’s practical capability in its operational configuration and
is the relevant measure for assessing FIP’s imaging capabilities. In both studies where FIP
was demonstrated, the technique was used to image laser-induced plasma channels. This
remains the only phenomenon studied using this method, underscoring its early stage of
application in ultrafast imaging research.

FIP has certain limitations that affect its performance, particularly when imaging transpar-
ent targets, such as plasma filaments. The technique exhibits low sensitivity to refractive
index changes in such cases, necessitating background division to make the signal visible.
This low sensitivity is due to the shadowgraphic modality and results in reduced contrast,
which can degrade the observable spatial resolution compared to the values measured using
highly absorbing resolution targets. An underlying issue is that the spatial resolution is not
measured in the same modality as the intended targets, complicating the evaluation of its
performance under realistic experimental conditions. An issue directly related to the geom-
etry of the setup is that temporally distinct pulses will probe the target from slightly differ-
ent angles, yielding a somewhat stereoscopic view that makes direct comparisons between
frames difficult. Nevertheless, the technique’s reliance on commercial optical components
and the streamlined integration of the delay unit in the imaging system suggest potential
for further optimization.

3.2 Wavelength division multiplexing

Wavelength division multiplexing (WDM) operates on the principle that temporally dis-
tinct events are probed by spectrally distinct light in such a way that they can be separated

41



based on the probing wavelength. Unlike spatial division multiplexing, where pulses are
fully spatially separated on the detector (as in the wavelength-dependent spatial division
multiplexing technique STAMP), WDM allows the pulses to overlap spatially on the detec-
tor. This overlap requires that either the detector itself or the pulses be locally organized—at
the pixel level—in a manner that enables the spectral separation of signals.

3.2.1 All-optical photography with raster

All-Optical Photography with Raster (OPR) is a WDM technique introduced in 2021 by
Zhu et al. [89] in 2021. OPR maps the temporal dimension to the spectral dimension,
which is subsequently mapped to specific positions on the detector. This approach takes
advantage of the Nyquist sampling theorem, which states that a signal (in this case, a 2D
image) can be reconstructed if each frequency component is sampled at least twice per
period [86]. Consequently, the scene can be discretely sampled and reconstructed with a
resolution determined by twice the sampling distance. The basic operational principle of
OPR can be summarized in five steps, schematically illustrated in Fig. 2.8.
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Figure 2.8: Operational principle of OPR. (1) An initially short, broadband probe pulse is temporally stretched. (2) The pulse
is spectrally filtered to match the desired total integration time. (3) The pulse interacts with a transient target,
continuously imprinting temporal information about the dynamic scene. (4) The pulse is spatially discretized in the
x-y plane to form a raster of spectrally broad sub-pulses. (5) Each sub-pulse, comprising a wide range of wavelengths,
is spatially dispersed according to wavelength and recorded by a camera sensor. PS: pulse stretcher; SF: spectral filter;
MLA; microlens array; L: lens with focal length £ G: grating; CS: camera sensor.

The sensor image consists of an array of short lines, with each line corresponding to a posi-
tion in the x-y plane and each position along the line encoding a specific wavelength—and
thus a specific moment in time. Using a Fourier-based reconstruction algorithm, individ-
ual frames representing unique temporal instances can be extracted. This process relies on
calibrating the spectral dispersion introduced by the grating and the setup geometry to
establish a mapping between detector position, wavelength, and time. The calibration en-
sures that each reconstructed frame corresponds to a discrete temporal slice of the transient
event, enabling the visualization of dynamic processes throughout the integration window.
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In the referenced study the temporal mapping (steps 4 and s in Fig. 2.8) is implemented
using a 300 X 300 microlens array and a grating positioned at the center of a 4f imaging
system. The microlens array spatially discretizes the probe pulse, while the grating dis-
perses the spectral components, mapping temporal instances to distinct detector locations.
Although the article does not explicitly address how unwanted diffraction orders from the
grating are filtered, it is reasonable to assume that this issue was effectively managed in the
experimental setup. This configuration transforms the focal spot of each microlens into a
temporally resolved line on the detector. By combining this spatial and spectral informa-
tion, the system encodes both spatial and temporal details of the target interaction into the
detector image. After reconstruction, the resulting images are of shadowgraphic modality,
capturing intensity variations caused by the interaction between the probe pulse and the
target.

The study reported a frame rate of 2 Tfps (AT = 500 fs) over 12 frames, with a spatial
resolution of 9o Ip/mm (11 pm). The reconstructed images are reported to have dimensions
of 1236 x 1626 pixels. However, given the composition of the microlens array, the number
of effective sampling points for each image is 300 X 300, meaning that the images can at
least be downsampled to this size without any loss of information. The field of view is not
reported, but can be estimated to be 5 X 7 mm. Additionally, the spatial resolution was
measured from a single (non-multiplexed) acquisition using a stationary target, while the
temporal resolution is not specified. The probe pulse, centered at 800 nm with a bandwidth
of 28 nm, interacted with laser-induced plasma strings in air and plasma dynamics in glass,
which served as the study’s targets.

As with other wavelength-dependent techniques, it is important to consider that differ-
ent wavelengths may interact slightly differently with the target. Furthermore, while it
is theoretically possible to calculate the temporal mapping of each sensor pixel (based on
the grating parameters and setup geometry) and thereby estimate the frame interval, de-
termining the degree of temporal overlap between adjacent frames is not trivial and is not
addressed in the article.

3.2.2 Chirped spectral mapping ultrafast photography

Chirped Spectral Mapping Ultrafast Photography (CSMUP) is a straightforward ultrafast
imaging technique introduced by Yao et al. in 2021 [110]. It operates by mapping temporal
information encoded in a chirped broadband laser pulse into the spectral domain, which
is then recorded using a hyperspectral camera. In this setup, each pixel consists of 25 sub-
pixels, each covered by a unique band-pass filter (BPF) to selectively capture distinct spectral
components. The basic principle is summarized in three steps in Fig. 2.9.

The resulting 2D sensor image contains both spatial and spectral information, from which

43



shadowgraphic images of the temporal evolution of the target can be reconstructed frame
by frame. The experimental steps are sketched in Fig. 2.9.
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Figure 2.9: Operational principle of CSMUP. (1) An initial short probe pulse is temporally stretched to match the desired total
integration time. (2) The probe pulse interacts with the target, imprinting temporal information corresponding to
the ultrafast dynamics. (3) The pulse is captured by a hyperspectral camera, which encodes spectral — and hence
temporal- components based on the sub-pixel band-pass filter arrangement. PS: pulse stretcher; HSCS: hyperspec-
tral camera sensor.
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In the two available studies, CSMUP produced video sequences of 25 frames at a frame rate
of 250 Gfps (AT = 500 ps). The reconstructed frames have a reported spatial resolution of
833 nm and pixel dimensions of 217 X 409 [110, 111]. Based on the presented images, the
field of view can be estimated to be approximately 60 x 60 um?. The temporal resolution
is influenced by the degree of overlap between frames, which is determined by the spectral
overlap of the sub-pixel BPFs. While this overlap is not explicitly quantified in the articles,
the presented spectral profiles suggest significant variation across the spectral range, ranging
from low to substantial. This variation directly impacts the precision of the reconstructed
temporal dynamics.

In the referenced studies, CSMUP was used to observe femtosecond laser ablation in ma-
terials like silicon and gold. While the captured data showed trends consistent with the-
oretical models of laser-material interaction, some discrepancies in quantitative agreement
highlight the need for further refinement and validation. The technique faces limitations,
including spectral-temporal crosstalk and unequal temporal intervals between frames due
to the non-linear chirp of the probe pulse and varying spectral distance between sub-pixel
BPF’s. Despite these challenges, its simplicity, compact configuration, and reliance on com-
mercially available components make CSMUP an appealing option for single-shot ultrafast
imaging.

3.3 Compressed sensing-based multiplexing

Compressed sensing (CS) was introduced in 2006 by Candgs et al. [112] and Donoho [113]
as a method to reconstruct signals from far fewer samples than the Nyquist—Shannon the-
orem would suggest. Ordinarily, undersampling a signal would yield infinitely many pos-
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sible solutions, making accurate reconstruction impossible. However, CS leverages prior
knowledge about the signal to select a unique and stable solution.

In the case of natural images, the prior knowledge is that they are sparse in the Fourier
domain. Rather than allowing any solution that fits the undersampled data, CS techniques
iteratively approach the sparsest of all possible solutions through optimization-based algo-
rithms. Requiring sparseness effectively narrows the solution space and allows the original
image to be reconstructed accurately despite undersampling.

When applied to ultrafast imaging, compressed sensing allows multiple frames to be recorded
within a single shot by intentionally undersampling and then numerically reconstructing
the image sequence. Since the development of the first CS-based ultrafast imaging tech-
nique, numerous variations have appeared—often bearing distinct names. For simplicity,
however, I will discuss all such variations in the same section.

3.3.1  Compressed ultrafast photography

Compressed Ultrafast Photography (CUP) was first demonstrated in 2014 by Gao etal. [90],
just months after the first STAMP paper. CUP is described as a single camera snapshor tech-
nique rather than a single-shor imaging technique, as it does not require active illumination
in principle. Unlike other ultrafast imaging methods, CUP does not map the temporal
dimension of a dynamic scene to a specific property of the illumination. Instead, it uses a
streak camera to encode temporal information. For this reason, one could argue that CUP
deviates from the general solution to the ultrafast imaging problem outlined in Sections 2.2
and 2.3 of this chapter. However, in practice, CUP shares significant similarities with other
ultrafast imaging techniques, as can be seen in in Fig 2.10, where its principle of operation
is illustrated.

In CUP, the light from the dynamic scene that is ultimately recorded by the streak camera
is conceptualized as a continuous 3D data cube, with spatial information encoded along the
x- and y-axes and temporal information along the z-axis. As this data cube approaches the
detector within the streak camera, it is sheared in the y-direction, establishing a correlation
between the vertical detector position and time. However, this correlation is not one-to-
one, as multiple temporal instances are recorded on the same detector row, resulting in
undersampling. Specifically, subsequent frames share all but one row on the detector, with
the frame rate determined by the ratio of the shearing velocity to the pixel size. This un-
dersampling necessitates the use of compressive sensing-based reconstruction algorithms,
whose primary goal is to recover the original data cube in a discretized form while maxi-
mizing spatio-temporal resolution and preserving the intricate details of the dynamic event
under investigation. To achieve this, a random binary pattern is added to spatially encode
the dynamic scene. This pattern introduces unique spatial signatures, enabling the separa-
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tion of overlapping temporal and spatial information during the reconstruction process.

CuUP Camera view

Frontal view

Figure 2.10: Operational principle of CUP. (1) High-intensity light from a dynamic scene is encoded with a random binary pattern.
(2) The encoded light enters the streak camera through a fully open slit and is converted into electrons by the
photocathode (PC). (3) The electrons are horizontally accelerated by a static voltage applied across an accelerating
mesh (AM). (4) The electrons are vertically sheared by a rapidly varying voltage, introducing a temporal dispersion.
(5) The temporally sheared electrons are converted back to light by a phosphor screen (PS). (6) The resulting light
signal is recorded by the internal camera sensor (CS). BPS: binary pattern screen; SCS: streak camera slit.

Since its introduction, CUP has been developed in a variety of ways. The first being the
addition of a second camera to capture an unsheared view of the dynamic scene before the
binary pattern is imprinted [114]. The pixel values recorded by this secondary camera set a
hard upper limit for the sum of corresponding pixel values in the reconstructed data cube,
thereby reducing the number of possible solutions to the compressive sensing problem and
improving reconstruction accuracy.

Another significant advancement involved imprinting the binary pattern using a digital
micromirror device (DMD) [114]. The DMD deflects light either left or right, and by
recording both complementary deflections with the streak camera, the system reduces un-
dersampling and achieves more accurate reconstructions.

Further development introduced active illumination of the dynamic scene with a train of
temporally stretched and chirped laser pulses [115]. By incorporating a diffraction grating
that shears light horizontally according to wavelength before it enters the streak camera,
temporal shearing was achieved in both the y- and x-directions, resulting in a higher effective
frame rate.

CUP has also been adapted for specialized applications. For example, it has been com-
bined with dark-field microscopy to enhance sensitivity to light deflected by transparent
objects [116], and integrated with a Mach-Zehnder interferometer to achieve true phase
sensitivity [117].
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In the first CUP demonstration, a frame rate of 50 Gfps (A7 = 20 ps) was reported, with
a temporal resolution measured at 74 ps. The spatial resolution was approximately 3 mm
(0.3 Ip/mm), with slightly reduced performance in the spatiotemporal shearing direction
(the y-direction), and a field of view of 50 x 50 mm?. However, the standout feature was
the sequence depth, which reached an impressive 350 frames.

Four years later, advancements in CUP achieved a frame rate of 10 Tfps (A7 = 100 fs) with
a temporal resolution of 580 fs, maintaining the same sequence depth of 350 frames. This
significant increase in frame rate was attributed to the use of a faster streak camera. Further
progress was made with the introduction of active illumination, leading to a frame rate of
70 Tfps (AT = 14 fs) over 980 frames and a temporal resolution of 240 fs in 2020 [115].
In 2019, a frame rate of 219 Tfps (AT = 4.6 fs) was demonstrated, achieving a temporal
resolution of 108 fs over 230 frames [118].

Spatial resolution for these higher frame rates was not explicitly reported, but for the 70
Tfps case, it appears to have been slightly over 100 pm, similar to the best explicitly re-
ported value [119]. This value was measured as 109 pm in the y-direction and 99 pm in
the x-direction, based on the apparent broadening of a known-sized object. The observed
anisotropy in spatial resolution was attributed to the shearing effect in the y-direction.

CUP has been applied to investigate a variety of phenomena, including the refraction,
reflection, and propagation of short laser pulses in scattering media in 2D [90, 120, 87]
and 3D [8s]; plasma dynamics [85]; the propagation of photonic Mach cones [121]; the
laser-induced Kerr effect in crystals [116, 115, 118]; the propagation of action potentials in
axons [117]; laser induced shock wave propagation in water [116]; and the propagation of
laser-induced filaments in glass [118].

One notable limitation of CUP is the lack of a simple connection between the optical
system and the resulting images. For most other ultrafast imaging techniques, each light
pulse, imprinted with image information, directly corresponds to a single image. Even in
cases where a continuous light pulse carries image information, it is usually intuitive to
understand how different segments of the pulse are separated and processed to produce an
image sequence. For CUP, however, this direct relationship is obscured by the non-intuitive
inner workings of compressive sensing (CS) algorithms. While this complexity can lead to
skepticism about the integrity of the technique, it should only highlight the importance of
calibrating and verifying novel imaging methods against known reference data.

The most significant technical challenge for CUP likely lies in its reliance on a streak camera,
rather than the CS reconstruction itself. Within the streak camera, photons are converted
to electrons, which inherently differ in their initial velocities. This results in non-uniform
shearing for electrons corresponding to the same instant of the data cube, ultimately de-
grading spatial resolution. Additionally, electron-electron repulsion causes smearing in
both time and space, with this issue intensifying as signal levels increase due to higher elec-
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tron densities. This introduces an undesired trade-off between signal strength and image
quality. As summarized by Kim et al., streak cameras “trade spatial and temporal resolutions
as well as dynamic range for higher frame rates” [116]. While it has been speculated that
spatial resolutions as fine as 1 pm could be achieved with the use of more magnifying op-
tics [115], this has yet to be demonstrated. Yet another challenge with using a streak camera
is the temporal jitter inherent to all electronic devices, which can make it hard to consis-
tently capture ultrafast transient events without relying on relatively long total exposure
times. This limitation is largely mitigated in all-optical techniques, which avoid the timing
fluctuations associated with electronic systems.

Another issue lies in the discrepancy between reported and effective frame rates. Reported
frame rates are often significantly higher than those supported by the measured tempo-
ral resolutions, effectively reducing the practical frame rate. For instance, in the 70 Tfps
and 219 Tfps demonstrations, the effective frame rates were approximately 8 and 12 times
lower, respectively, when accounting for oversampling. This mismatch is likely due to lim-
itations in the CS reconstruction process, which enforces one frame to be reconstructed
for each detector row. However, even if the resulting data were down-sampled to better
match the temporal resolution, the reconstructed data cube would still contain significantly
more frames than other ultrafast imaging techniques, and CUP’s effective frame rate would
remain among the highest in the field.

3.4 Spatial frequency division multiplexing

Spatial Frequency Division Multiplexing (SFDM) ensures that frames are separated in the
Fourier domain rather than in real space. In this approach, subsequent frames can fully
overlap on the detector so that each sensor pixel collects information from all frames. De-
spite this complete overlap, individual frames remain distinguishable because each probe
pulse is encoded with a unique spatial frequency—much like assigning each radio channel
its own carrier frequency. By “locking in” to the correct frequency in Fourier space, the
corresponding frame can be reconstructed even though it shares the same physical detector
area as all the other frames.

Our technique, Frequency Recognition Algorithm for Multiple Exposures (FRAME), op-
erates according to this principle, but it will be discussed in greater detail in Chapter 3.

3.4.1 Single-shot Sequential Holographic Imaging.
The first demonstration of ultrafast SFDM was published in 2006 by Wang et al. [100].

This paper may even represent the earliest instance of ultrafast single-shot videography.
While Wang et al. referred to their approach as “spatial angular multiplexing,” they did not

48



assign it a specific name. The term Single-shot Sequential Holographic Imaging (SSSHI)
was introduced in a 2019 paper that utilizes the same fundamental principle, illustrated in
Fig. 2.11.:

SSSHI Frontal view
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Figure 2.11: Operational principle of SSSHI. (1) An initial short pulse is split into a probe pulse and a reference pulse. (2) The
probe pulse is further split and temporally delayed to form a train of probe pulses. (3) The probe pulses interact
with the target, encoding information about the dynamic event. (4) The reference pulse is split and delayed to
form a train of reference pulses that correspond temporally to the probe pulses. (5) he probe and reference pulses
are pairwise overlapped on the detector, forming superposed holographic interference patterns. The orientation
and period of these patterns depend on the angle between the corresponding probe pulse and its reference pulse.
BS: beam splitter; SDD: split and delay device; CS: camera sensor.

Camera view

In the 2019 paper a modification to the operational steps of SSSHI was introduced by
splitting the initial pulse into sub-pulses early in the process. Each sub-pulse was directed
into a dedicated delay arm equipped with a grating that can be rotated around the optical
axis. In this setup, the zeroth-order beams generated by the gratings served as the probe
pulses, while the +1°t-order beams functioned as reference pulses. This approach addressed
several challenges. First, it allowed for a common delay stage for each probe-reference pair,
greatly simplifying temporal alignment. Second, using gratings instead of beam-splitters
to separate the probe and reference pulses enabled perfect spatial overlap between them
on the detector. Finally, the rotatable gratings facilitated precise control over the relative
angles between the probe and reference pulses, and thus the orientation of their common
interference pattern. This was a significant improvement over the 2006 method, which
relied on multiple mirrors to control the angles.

The 2006 study demonstrated a frame rate of 3.3 Tfps (A7 = 300 fs) over three frames,
with 50 fs probe pulses and a field of view of approximately 150 x 310 m?. The authors
claimed a spatial resolution of 10 pm, but this estimation was based solely on the pixel
size of the detector. Such a claim does not properly account for optical limitations, as
spatial resolution is often determined by optical factors rather than pixel size alone. In
SFDM techniques in particular, spatial resolution is further reduced due to the low-pass
filtering involved in locking-in to specific frequency components. In contrast, the 2019
study achieved an improved frame rate of 5 Tfps (A7 = 200 fs) over five frames, using 30
fs probe pulses and a field of view of approximately 165 x 370 pm?. From the imaged
objects, the spatial resolution in this study can be estimated at approximately 15 pm.
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The two studies were similar in their choice of target. The 2006 paper focused on laser-
induced ionization of air. While no observable movement was captured across the frames,
a clear temporal increase in phase was observed in the ionized region. The 2019 paper
investigated laser-induced plasma dynamics, also in air. Here, the plasma signal displayed
noticeable movement across the frames, capturing the dynamic evolution of the event.

These techniques share several similarities with FRAME, particularly in their use of spatial
frequency encoding to distinguish between frames. However, an important distinction lies
in the use of unaffected reference pulses in SSSHI to form the interference patterns. This
makes it relatively straightforward to quantify the optical delays experienced by the probe
pulses. Nevertheless, this approach introduces certain challenges. The requirement for
precise spatial and temporal alignment between probe and reference pulses can complicate
the addition of more frames. Furthermore, when using very short probe and reference
pulses (e.g. less than 10 fs, corresponding to a spatial extent of less than 3 m), the additional
optical path length induced by the target may prevent temporal overlap between the probe
and reference pulses, making it impossible to form interference patterns.

Chapter Summary

Even without a precisely defined target, the pursuit of ever-faster videography remains valu-
able, as pushing the boundaries of temporal and spatial resolution may lead to unexpected,
yet groundbreaking, discoveries. However, several well-defined target events exist in ultra-
fast imaging, particularly in the study of high-intensity light-matter interactions, which
require micrometer-scale spatial resolution, femtosecond temporal resolution, and high
sensitivity to optical density variations.

In this chapter, I have reviewed a range of ingenious multiplexing methods for ultrafast
videography developed by others. In the following chapters, I will present the method I
have worked on and contributed to developing.
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Chapter 3

Frequency Recognition Algorithm for
Multiple Exposures

1 Natural Images

When exploring the world around us through imaging, our primary interest often lies in cap-
turing images of naturally occurring objects—commonly referred to as natural images. In this
section some of the key properties of natural images, with a particular focus on their representa-
tion in the Fourier domain, will be examined. These properties play a critical role in enabling
the optical multiplexing capabilities of Frequency Recognition Algorithm for Multiple Exposure
(FRAME), and their exploitation is central to the techniques success.

.1 A tiny fraction

Natural images represent only a minuscule fraction of all possible images. By natural im-
ages, we mean those that could, in theory, depict real-world scenes, particularly scenes
involving naturally occurring objects [122]. These are the types of images that most interest
physicists, as they reflect the world we aim to investigate. Even images of man-made ob-
jects often resemble natural images unless they contain numerous sharp edges or straight
lines—features that are relatively rare in the natural world and thus appear “unnatural.”

The idea that natural images form such a small subset of all possible images might initially
seem counterintuitive, given that an infinite number of natural images clearly exist under
this definition. However, a thought experiment can help clarify this claim. Imagine digi-
tizing all images into a resolution of 256 by 256 pixels, each with a bit depth of 8, resulting
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in 256 possible grayscale values per pixel. Now, suppose we start randomly generating such
images. What are the odds that one of these randomly created images even remotely re-
sembles a natural scene? Intuitively, we recognize that this probability is vanishingly small.
Almost every randomly generated image would appear as meaningless noise. Thus, the pro-
portion of natural images among all possible images must indeed be extraordinarily small
(123].

To solidify this understanding, I will soon return to this question and provide an estimation
of an upper bound for the proportion of natural images among all possible images.

1.2 A property of natural images

One fundamental property of the natural world—and therefore of images capturing it—is
the absence of preferred spatial scales. While we may find objects at the scale of centimeters
or meters most relevant to our daily experience, nature itself does not inherently favor any
particular size. If we zoom in, shifting perspective from a human scale to that of an ant,
previously imperceptible details become prominent, while objects that once seemed large
now appear vast. Importantly, the relative proportion of large to small structures remains
unchanged across scales.

This scale invariance can be visually observed in Fig. 3.1a, which presents a forest scene
at three different magnifications. Details that are indistinguishable at x 1 magnification
emerge at X4 and X 16, yet the overall distribution of large and small features appears con-
sistent across scales. This impression is confirmed when examining the Fourier transforms
of these images in Fig. 3.1b. In the frequency domain, high frequencies—corresponding
to fine details and sharp edges—are located near the periphery, while low frequencies—
representing broad, slowly varying features—are concentrated at the center. Despite differ-
ences in zoom level, the Fourier amplitude distributions remain strikingly similar: highestat
low frequencies and gradually decreasing towards higher frequencies. This self-similarity is
a hallmark of natural images and reflects their scale-invariant frequency distribution [124].

Mathematically, this invariance implies that the average amplitude 4 of Fourier components
at a given spatial frequency ffollows a power-law relationship:

A= kfg, (3.1)

where £ and 3 are real constants. To illustrate this, Fig. 3.1c plots A as a function of ffor five
different zoom levels of the forest scene. Both axes are logarithmic so that the power-law
relation in Eq. 3.1 appears as a straight line. The slopes of the fitted lines vary only slightly,
from —0.94 to —0.98, closely matching the commonly cited 8 = —1 [125, 124, 126]. The
data is obtained by grouping the Fourier components into frequency bins, calculating the
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Figure 3.1: Scale invariance of natural images. (a) A forest scene observed at different magnifications, demonstrating the
presence of features across a wide range of scales. Credit: Donar Reiskoffer. Licensed under CC BY 3.0. (b) The
corresponding Fourier transforms of the images above. The red ellipses indicate regions containing 50%, 25%,
10%, 5%, and 1% of the total spectral power, respectively, illustrating the spatial frequency distribution. (c) The
amplitude spectra of the images in (a), plotted as functions of spatial frequency. The similarity across scales highlights
the scale-invariant statistical structure of natural images.

mean amplitude and frequency within each bin, and finally fitting a straight line to the
logarithms of these averaged quantities.

Empirical studies have confirmed this trend across diverse natural scenes. In a 1992 study,
Tolhurst et al. analyzed 135 natural images and found an average exponent of § = —1.2,
indicating that, on average, the Fourier amplitudes decay even more steeply than expected
[123]. The study also reported variation across images, with 3 values ranging from —0.6 to
—1.6, highlighting the statistical nature of this scale invariance. !

A key observation is that the Fourier transform of natural images is not evenly distributed
but is instead heavily concentrated at lower frequencies. This characteristic is fundamen-
tal to the compressibility of natural images, as it implies that high-frequency components
contribute less to the overall image structure. Consequently, many of these components
can be discarded with minimal perceptual degradation [125].

This concept is illustrated in Fig. 3.2, where a beautiful mountain scene is shown after
different degrees of low-pass filtering, retaining the most central (lowest frequency) 100%,
10%, 1%, and 0.1% of the Fourier components. As fewer frequency components remain, the
image quality visibly degrades, yet the scene remains recognizable down to 1%. Notably,
the minimal degradation between the 100% and 10% cases may seem too good to be true—
and, in a sense, it is. The reason for this limited perceptual difference is that in the 100%
case, the resolution of the printed image is not limited by the underlying image content

"When repeating the experiment with 500 natural images stolen from Wikipedia I obtained S-values in
the exact same range, but with a mean of -1.1.
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but rather by the printing process itself. As a result, many of the frequency components
discarded when reducing to 10% had no impact on the printed image quality.

This scenario, in which factors other than the imposed bandwidth restriction (low-pass
filtering in this case) determine the final signal quality, is ideal for multiplexing. Since
multiplexing inherently restricts the available bandwidth for each signal, it is most effective
if this restriction does not degrade the final signal quality. Examples of such cases include
displaying the image on a low-resolution screen, where high-frequency details would not
be resolved regardless, or when the discarded frequency components do not contain mean-
ingful information.

Furthermore, the non-uniform spectral distribution of natural images suggests that the
sparsely populated regions of their Fourier transform could, at least in principle, be repur-
posed to store additional information—such as image data from an entirely different scene.
This concept is central to FRAME and will be explored in an upcoming section.

dna
&

Figure 3.2: The effect of low-pass filtering. The proportion of remaining frequency components is indicated for each image.
Credit: Matthias Zepper. Licensed under CC BY 3.0.

1.3 Estimating the proportion of natural images

As previously discussed, natural images constitute only a tiny fraction of all possible images.
But just how tiny? To address this question, we leverage the finding by Tolhurst et al. that
natural images generally exhibit a power spectrum slope 8 < —0.6 [123]. To estimate the
proportion of images that meet this criterion, 10’ random N X N grayscale images (256
gray levels) were generated for each integer IV € [4, 20] and their corresponding amplitude
spectra were calculated. Fig. 3.3a contains examples of an actual natural image, a random
image that fulfills the slightly more generous criterion # < —0.5 and a random image
that does not, along with their Fourier transforms. It is important to note that while this
criterion does not guarantee that an image could have originated from a real-world scene,
it at least identifies candidates that share a key statistical property with natural images.

As expected, the proportion P of images that meet 3 < —0.5 and hence are classified as
natural decreases rapidly with increasing /V. In Fig. 3.3b the fraction starts just below 0.4
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for 4 x 4 images and drops to approximately one in a hundred for 10 X 10 images and one
in a million for 19 x 19. The data is well described by the exponential fit:

— 2 _
P=c¢ 0.023.V* 0.35N+0.88‘

Extrapolating this fit to V = 256 yields a proportion of approximately one in 10°3—a
number so big it makes astronomical numbers seem insignificantly small. 2 Moreover,
since the inclusion criterion for a natural image was rather generous, the true proportion is
likely even smaller.
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Figure 3.3: Proportion of random images with an amplitude spectrum similar to that of a natural image, as a function of image
size. (a) Example 20 x 20 images, including a downsampled version of the mountain scene from Fig. 3.2, a random
image with a sufficiently low 8 to be considered natural-like, and a non-natural image. (b) Proportion of random
images fulfilling the criterion 8 < —0.5, and thus classified as natural-like, plotted as a function of image size.

2 Modulated illumination

10 optically redistribute image information into the underutilized regions of the Fourier trans-
form, modulated illumination is employed. This section explores the principles behind this ap-

2To put this into perspective, even if all 3.3 x 10* particles in the observable universe were each generating
one random 256 X 256 image every Planck time (1079 s) for the entire age of the universe (4.3 X 107 ),
they would have collectively produced only 1.4 x 10'" images. The probability of generating a single natural

image in this scenario would still be less than one in 10°°%,
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proach and examines its effects when used to illuminate a sample.

2.1 The effect of modulated illumination

Having identified the peripheral regions of a natural image’s Fourier transform as sparsely
populated, these regions present an opportunity for encoding additional image informa-
tion. The key question then becomes: how can we transfer image information into these
underutilized regions? While it is trivial to synthetically extract the central Fourier com-
ponents of one image and paste them into the periphery of another, such an operation is
not optically feasible. Instead, we require a method that is not only theoretically sound but
also experimentally realizable. The solution lies in modulated illumination, which refers to
illumination with a sinusoidally modulated intensity profile, as depicted in Fig. 3.4a. This
figure will be used throughout this section to explain the effect modulated illumination has
on the perception of a target.

a)Modulated ill. b) Flat ill. target c)Mod. ill. target

/>

/PN °

Image space

Fourier space

Figure 3.4: Effect of modulated illumination in image and Fourier space. (a) A synthetic image of modulated illumination with
indicated parameters, used throughout this section. Three distinct frequency components are visible in its Fourier
transform. (b) A synthetic image of a target illuminated from behind with flat (uniform) illumination. Its Fourier
transform shows high-amplitude frequency components symmetrically concentrated in the center. (c) The same
target as in (b), but now illuminated with the modulated illumination from (a). In the Fourier domain, copies of the
original image information are shifted to locations corresponding to the modulation frequency. The low-resolution
versions of the target image were reconstructed by applying an inverse Fourier transform to the indicated sections.
Note: The period of the modulated illumination is increased tenfold in image space for visibility.

From the detector’s perspective, modulated light results in an image similar to the 7 X 7
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image in Fig. 3.4a, which is characterized by an amplitude A, an angle 6 relative to the
x-axis, a period P (or equivalently, spatial frequency f= 1/P), and a phase ¢. The phase is
not explicitly stated in the figure, but it can be found by measuring the shortest distance 4
from the origin to any (preferably the closest) crest and setting

d
QS — 271'7)

The relations between P and its projections along the coordinate axes are given by P =
P/ cos B and P, = P/ sin 0, respectively. The frequency in vector form is hence

- 11 cosf sinf
F=eh=(575)- (525
These values are useful when synthetically constructing 2D modulations to emulate spatially
modulated illumination.

Underneath the spatial detector image is a visualization of its Fourier transform, showing
the absolute value (or amplitude) of all its frequency components. In this representation,
three distinct structures appear: a single central component, located at pixel coordinates
(n/2,m/2), proportional to the image’s average pixel value, and two cross-like structures

at coordinates
n  ncos® m msind
— 24+ m
(e, ) = (5 %+ =53 P

whose central components are proportional to the amplitude of the sinusoidal modulation.
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Due to discrete sampling effects from the 7 X 7 pixel detector, the sinusoidal illumination
is not perfectly smooth, leading to cross-shaped structures in the Fourier domain rather
than single-frequency components.

In Fig. 3.4b, we see a target 3 as imaged by the detector when illuminated from behind with
a uniform (flat) intensity profile. The observed image intensity is hence proportional to
the transparency of the target scene. Its Fourier transform shows a large symmetric central
cluster, containing its constituent frequency components with hightest amplitude.

The image in Fig. 3.4c illustrates the target in Fig. 3.4b when illuminated by the modulated
illumination in Fig. 3.4a. In the spatial domain, the effect may not appear particularly strik-
ing, but in the Fourier domain, a remarkable transformation occurs: the frequency com-
ponents of the target image (previously confined to the central region) are systematically
shifted to new locations, corresponding to the frequencies of the modulated illumination.

To verify that the displaced components indeed contain the target’s image information, one
can extract a section (marked by boxes in the figure) of the Fourier transform centered at any

3A bomb, quite frankly.
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of these locations and compute its inverse Fourier transform. The result is a low-resolution
version of the target image, as shown in the figure. The smaller the extracted section, the
more strongly low-pass filtered the resulting image becomes, leading to reduced spatial
resolution. The relationship between filter size and image resolution has previously been
illustrated in Fig. 3.2. From the Fourier transform in Fig. 3.4c, it is clear that the section
cannot be made arbitrarily large, as increasing its size too much will cause information
from neighboring clusters to leak into the reconstructed image. Hence, a certain degree of
low-pass filtering is unavoidable when multiplexing images in this manner.

Opverall, this demonstrates that we have successfully transferred image information to sparsely
populated regions of the Fourier domain using a method that closely mimics what can be
reliably implemented in the laboratory.

2.2 Mathematical description of modulated illumination

In the following section, the effect of applying a sinusoidally varying—i.e., modulated—
illumination to a target is described mathematically. Although the content may be techni-
cal, intuition and illustrative examples will still play a central role.

2.2.1 Sums of sinusoidal terms

In mathematical terms, the duplication and transfer of image information in the Fourier
domain can be understood by considering both the modulated illumination and the target
images, Jnod(%,7) and Largec(x, y), respectively, as composed of sums of sinusoidal terms
terms with periods P € [00,2 px], i.e., frequencies f € [0, 1 Ip/px]. 4 The phase and
amplitude of each of these spatial terms corresponds to a pair of frequency components in the
Fourier domain, as will be demonstrated below.

We begin by expressing the image of the modulated illumination, assuming that the mod-
ulation varies from amplitude Ay — A to Ay + A, with frequency fand phase ¢, as:

—

]mod(?) = AO +ACOS(27Z f 7+ (b) (33)
_ a4y 1 Ageriree) | A —ianfreo)
2 2

“The units of the inversely related quantities P and £ may appear inconsistent at first glance. A period P
corresponds to exactly one line pair (Ip), meaning that the unit px/lp would be technically correct. However,
we prefer to omit the denominator, as it is implicitly understood. For frequency f; omitting the numerator
would feel slightly awkward, so we include ”lp” for clarity. That said, using px_1 as the unit for frequency
would also be valid.
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where 7 is the spatial coordinates (x,y) in vector form. This expansion results in three
terms, corresponding to the three distinct complex components vy, v, and v_ in the
Fourier transform of the modulated illumination (see Fig. 3.4a). At this stage, making this
connection without a rigorous proof may seem like a leap of faith. However, it will soon
be strengthened, and more formal treatment of this relationship can also be found in, for
example, Chapter 4 of [127]. The first term represents the static DC component, while the
following two terms correspond to the symmetric off-center components at coordinates
(1, v1), (see Eq. 3.2), with frequencies i}: The complex DC component is

vy = mnAy,
while the off-center components are
mnA 4,
vE = e (3.4)

The absolute value and phase of the frequency components in Eq. 3.4 are hence directly
related to the amplitude and phase of the spatial sinusoidal term in Eq. 3.3. This link
between a sinusoidal pattern and its Fourier representation is summarized in Table 3.1.

Table 3.1: Fourier components of a sinusoidal 7 x » image with spatial frequency f = 1/P at angle 6, amplitude 4,,,,, phase

¢, and average value Ay. The table shows the corresponding discrete frequency components and their locations in
the Fourier transform.

Spatial frequency (f;,f;)  Frequency Component — Location in Fourier transform (, v)

(O, 0) Vo) = m}’le (g, %)
(=2, 232) vy = 2 (3 + 22 5 4 220
e D WA (3 — =2, g — =pe)

Now consider the target Zirpec(7) in Fig. 3.4b. Its Fourier transform is much more densely
populated, but actually also symmetric, consisting of pairs of frequency components with
equal amplitudes and opposite phases. If the proposed connection between an image and
its Fourier transform holds, then it should be possible to reconstruct the image by sum-
ming sinusoidal terms whose frequencies, amplitudes, and phases match those in its Fourier
transform.

In Fig. 3.5, this approach is applied to the Fourier transform of the target in Fig. 3.4b. The
reconstruction begins by sequentially adding sinusoidal terms, starting with those with
the highest amplitude. As more terms are included, the reconstructed image increasingly
resembles the original target. With § terms the bomb resembles a blurred circle, with 100
terms the fuse is clearly visible, and with 10,000 terms (out of a maximum of 32,768), the
image becomes indistinguishable from the original.
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Figure 3.5: Reconstruction of an image by summing sinusoidally varying terms. The amplitude, phase, and frequency of each
term are determined from the Fourier transform of the original image. The number of terms used, &, is indicated
for each image. The individual terms are displayed above the larger reconstructed images, which are the cumulative
sums of these terms.
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This result confirms that the target image—or more generally, any digital 72 x 7 image—can
indeed be expressed as a finite sum of real-valued sinusoidal terms:

N
Itarget(;) — ZAI COS(27T ]21: 7+ ¢i)a
i=0

where N =~ =, 5 ﬁ; = 0 and Ay is the mean pixel value of the image.

2.2.2 Interaction between target and modulated illumination

If we now assume that the target is illuminated from behind by a spatially modulated light
pulse (as described by Eq. 3.3), the detected pixel intensity /g (7) at each location 7 =
(x,y) will be proportional to the product of the uniformly illuminated target’s intensity
Largee (7) and the unperturbed modulated illumination 7,4 (7). Assuming that the uniform
illumination and the modulated illumination have the same peak intensity, so that the
modulation function effectively acts as an envelope to the target image, we have:

[det(7) = ]mod(;') . [target(?)

N
= (AO + Acos(2x f 7+ (f))) ZAi cos(2x - fi - 7+ 1)

i=0
N N
=AyY AicosQr-fi-7+¢i) +AY  Aicos(2m - fi-F+ ¢n) - cos(2m - f- 7+ ),

i=0 i=0
(3.5)

>The exact value depends on whether 7 and/or 7 is even or odd, but is approximately half of the total

number of pixels due to the symmetry of the Fourier transform.

60



where the first term is an unmodulated version of the target image, and the second term is
the key term, as it redistributes the target’s frequency components by shifting them in the
Fourier domain.

To avoid making things overly complicated, we isolate the contribution from the /" term:

— —

Liis(F) = Adicos(2m - fi- 7+ 61) - cos(2 - f- 7+ ¢)

A4 o s
= (cos (27z‘ (ﬁ+ﬁ-r+(<f)i+¢)> +cos<27r'(ﬁ—ﬂ'r+(¢i—¢))).
(3.6)
What Eq. 3.6 shows is that by illuminating the target with a spatially modulated light pulse
(with frequency f; amplitude A and phase ¢), each of the targets spatial terms (with fre-

quency f;, amplitude 4; and phase ¢;) results in two additional terms with new frequencies,
phases and amplitudes

fr=h=f
¢ =i F o,
AT = Aﬁ
1 2 ?
respectively. Since each spatial term is represented by two frequency components in the

and

Fourier domain (according to Eq. 3.4) this produces four distinct frequency components
in the Fourier domain, which are shifted versions of the two original components:

VF = L”;“i Fi676)

According to Eq. 3.2 these components are located at:

(o) = (5 £ nlhiu TR, T Emhy T 5))- 6:)

Each frequency component of the uniformly illuminated target image is hence shifted by
+(nf, mfy) in the Fourier domain. Since every frequency component is shifted equally,
this process effectively redistributes the entire image information into previously unused
frequency regions, making it possible to multiplex multiple images.

3 Implementing FRAME

This section details the practical implementation of FRAME, highlighting the critical steps in-
volved in both the optical setup and the post-processing reconstruction process. The technique is
presented as it was when I began my doctoral studies in early 2019.
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3.1 The optical setup

Multiplexing images using modulated illumination is the core principle of FRAME, first
introduced in 2017 by Ehn et al. [128]. Like single-shot sequential holographic imaging
(SSSHI) (discussed in Section 3.4 of Chapter 2 ), FRAME is a spatial frequency division
multiplexing (SFDM) technique, meaning that image information is encoded using dis-
tinct spatial frequencies. In FRAME, these spatial frequencies are imprinted as intensity
modulations onto the illumination pulse by imaging a grating, whereas in SSSHI, they arise
due to interference between probe and reference pulses on the detector. A key distinction is
that FRAME does not require interference and can therefore be implemented using either
coherent or incoherent light. The operational principle of FRAME can be summarized in
five steps, illustrated in Fig. 3.6.

FRAME Frontal view

image

plane 1 focal

plane 2

SDMD‘ focal
L plane 1 cs
I I\ Camera view

Figure 3.6: Operational principle of FRAME. (1) An initial light pulse is split into multiple sub-pulses, which are individually
delayed and pass through gratings with distinct angles and/or frequencies. (2) The resulting train of sub-pulses is
directed toward the target, ensuring that the gratings are imaged onto the target plane. (3) If needed, the probe
pulses are spatially filtered in the focal plane of the first lens, removing undesired frequency components (e.g. the
DC component) to improve the quality of the modulations. (4) The probe pulses interact with the target, encoding
the dynamic scene. (5) The probe pulses are directed to the camera sensor, ensuring that both the target and the
gratings are imaged onto the sensor. SDMD: split, delay, and modulate device; BS: beam splitter; M: mirror; G:
grating; L: lens; CS: camera sensor.

Step 1 is to produce a train of uniquely modulated probe pulses. In principle, these pulses
can originate from different sources and be combined using beam splitters to form a pulse
train. However, to achieve the highest frame rates, the pulses must originate from the same
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initial pulse to ensure optical synchronization and avoid temporal jitter associated with
electronic timing. Since the primary focus is on ultrafast applications, this description
is restricted to laser light from a single common source. In Fig. 3.6, the Split, Delay, and
Modulate Device (SDMD) executes this step by splitting the initial pulse with a set of beam
splitters, delaying the resulting sub-pulses using orthogonal mirrors on a translation stage to
create the desired interframe time A7, passing the sub-pulses through gratings with unique
orientations to imprint the desired spatial modulation, and eventually recombining the
sub-pulses with a mirrored set of beam splitters. It is crucial that all gratings are equidistant
from the final recombination beam splitter to ensure that they are all imaged onto the
target plane. Additionally, it is beneficial if all sub-pulses to undergo the same number of
reflections and transmissions to maintain uniform refraction effects across pulses. ¢

Step 2 is to image the modulated sub-pulses onto the target, which can be achieved using a
single lens. If the illumination is incoherent, it is particularly crucial that the image plane
of the gratings perfectly match the target plane, as any misalignment would degrade the
modulation contrast. For coherent illumination, however, the requirement is less strin-
gent, since sinusoidal modulation naturally emerges when two coherent beams overlap at
an angle. When a coherent beam, such as a laser, passes through a grating, diffracted beams
emerge at angles dictated by the wavelength of the light and the grating frequency. Imag-
ing the grating is to overlap these refracted beams perfectly, but even imperfect overlap will
result in a modulation pattern. Typically, the highest possible spatial frequency is preferred
(as long as it remains resolvable by the imaging system), as it allows the highest spatial res-
olution in the reconstructed images. Consequently, the magnification or de-magnification
of of this imaging step should be adjusted so that the size of the pulses matches the size of
the target.

Step 3 is an optional step to filter out undesired spatial frequency components in the focal
plane (the optical Fourier domain). If a grating is used to generate the modulation, the un-
filtered pulse profiles will not be purely sinusoidal; instead, they will exhibit a high-contrast
striped pattern with sharp transitions between maximum and minimum intensity. How-
ever, by blocking all but the &1 diffraction orders in the focal plane, the resulting intensity
profile becomes sinusoidal. This effect arises from the way spatial frequency components
combine to form the rectangular intensity profile associated with a grating. If unwanted
diffraction orders are not blocked, they will show up in the Fourier transform of the multi-
plexed detector image and possibly result in cross-talk in the reconstructed (de-multiplexed)
images.

Step 4 is the interaction between the probe pulses and the transient target. As each tempo-

°In the figure, the upper left beam splitter serves solely to equalize the number of transmission events for
all pulses.
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rally distinct pulse passes through the target, its intensity is modulated based on the target’s
state at that specific moment. Depending on the dynamics of the target, different regions
of each probe pulse will be absorbed, transmitted, or otherwise altered, thereby encoding
the evolving scene into the sequence of probe pulses.

Step s is to image the target onto the detector. Since the gratings have already been imaged
onto the target, both the target and the modulation patterns are subsequently imaged onto
the camera sensor. To maximize the sensor’s efficiency, the probe pulses should preferably
fill the entire sensor area, and ideally the full bit depth should be utilized without overex-
posing a significant number of pixels.

3.2 Reconstruction

Once all the previous steps have been implemented, the camera sensor records an image
similar to the camera view in Fig. 3.6, where the temporally distinct illumination pulses
have combined into what appears to be a spatially indistinguishable mess. This original
image will be called the detector image. 7 In the case of three multiplexed sub-images 7 (7)
(i = 1, 2, 3), each multiplied with a unique modulation 7;,04,;(7) = COS(27Zf_;7 + ¢;) the
detector image is

3
Idet(;) = [0(?) + ZII(;&) : COS(27Z_]?;7—|— ¢i)a (3-8)
i=1

where /y(7) contains the unmodulated copies of the multiplexed images.

The crucial final step is the reconstruction process, which aims to de-multiplex the image
information carried by each individual light pulse, i.e. to retrieve all /(7). This process is
illustrated in Fig. 3.7, using a detector image synthetically generated in MATLAB, closely
resembling the camera view in Fig. 3.6, as input.

Since all of the necessary steps are illustrated and described in the caption of Fig. 3.7, only
the non-trivial steps are discussed in detail below.

Step 2: Constructing the low-pass filter. A suitable low-pass filter (LPF) is constructed
based on the Fourier transform of the detector image. Typically, this filter is circularly
symmetric, but an elliptical or custom-shaped filter can also be used to match the layout of
image information clusters in Fourier space. To avoid excessive cross-talk between images,
8 the filter must not be too large. A reasonable starting point is to set the radius of a circular
filter to slightly less than half the distance between the two closest clusters (including the

7In cases where I have synthetically produced corresponding images—without any involvement of a
detector—1I will still refer to the resulting image as the detector image.
8]t is probably not possible to eliminate exactly all cross-talk.
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Figure 3.7: Post-processing reconstruction of FRAME in eight steps. (1) The detector (input) image, containing spatial frequency
division multiplexed data, is Fourier transformed. (2) A suitable low-pass filter is designed based on the spacing
between the image information clusters. (3) Two reference modulations with a phase difference of z /2 are generated
to match the coordinates of the component clusters. (4) Each reference modulation is pixel-wise multiplied with the
input image. (5) The resulting images are Fourier transformed, revealing how the previous step shifted the image
information clusters, centering the cluster corresponding to the reference modulations. (6) The shifted Fourier
transforms are pixel-wise multiplied with the low-pass filter, removing all but the centered image information. (7)
The low-pass filtered Fourier transforms are inversely Fourier transformed. (8) The final output image is reconstructed
by pixel-wise squaring, summing, and taking the square root of the resulting images. This process is repeated for all
multiplexed images. Note: The periods of the modulations are increased tenfold in image space for visibility.

central cluster). Clear signs of cross-talk can be observed in Fig. 3.7, particularly in the still-
unexploded bomb image, which is surrounded by noise in the shape of the larger exploded
bombs from the adjacent images. This phenomenon is a clear example of cross-talk, in
which image information from one frame contaminates or overlaps with the information
in other frames.

Step 3: Constructing reference modulations. Two reference modulation images R; ; (7)
and R;(7) are generated with the same spatial frequency as the modulation frequency
of the probe pulse corresponding to the image being reconstructed. Since the encoding
spatial frequency term’s phase is unknown, two orthogonal reference modulations (i.e.,
with a phase difference of 7/2) are required to recover the image. The spatial frequency
]_é = (fix»fiy) of the reference modulations is determined from the coordinates (u;, ;) of

65



the central component in one of the two corresponding image information cluster as:

according to Eq. 3.2. The reference modulations have an average value of 0 and amplitude
of 1, yielding:

R,(7) = cos(27r]_‘;7), (.9)
R,(7) = cos(27r]_‘;7+ 7/2). (3.10)

Step 4: Frequency shifting by multiplication. Pixel-wise multiplication of the input image
with each reference modulation shifts the image information clusters in the Fourier domain,
centering the cluster corresponding to the reference modulations. This effect is analogous
to how the original image information was shifted using modulated illumination. A major
difference is that the reference modulations have no DC component, meaning that a//
image information is shifted by :I:]_é leaving none at its original location. Multiplying the
detector image in Eq. 3.8 with the reference images in Equations 3.9 and 3.10 gives:

3
Li() - R () = | L(F) + le(?) . COS(ZnﬁV—I— o) | - cos(27rj_‘;7')

j=1
= Ih(7) COS(27Z};7)
3 (7 I - =
+)° [’9 (cos(2ﬂ(ﬁ + /)7 + @) + cos(2n(f — f)7 + ¢,-)) :

j=1

According to Eq. 3.7, this corresponds to the observed shifts in the Fourier domain.

Step 6: Applying the low-pass filter. The previously constructed low-pass filter (LPF) is
applied to the Fourier transform of the products of the detector image and the reference
modulation images. This removes all components except those closest to the center (corre-

sponding to]‘i :]7{), yielding:

11;7) COS(2ﬂ(ﬁ_ﬁ)7+ ¢i) = ]19 cos(¢i), (3.11)
Lgﬁ cos(2x(f — f)7F+ ¢ — g) _ 11;;)

LPF(Iyee(7) - R0 (7)) =

LPF(Igee(7) - Ri2 (7)) =

sin(¢y),  (3.12)
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where 7;(7) is a low-pass filtered approximation of the sought multiplexed image /(7). The
effect of the filter is to eliminate all spatial frequencies that are not part of the desired image
while preserving the relevant information.

Step 8: Final image reconstruction Since ¢; in Eq. 3.12 may vary over 7 the phase com-
ponents cos(¢;) and sin(¢;) are not necessarily constants that can be removed through
normalization. This is why zwo reference modulations are needed for reconstruction. Since
cos?(¢;) + sin?(¢;) = 1, the absolute value of the reconstructed image is given by:

()] = (59| = 2/ (LPF(1ae( - R (9))? + (LPF (s - Ra(M))2. G13)

3.3 The early versions

When I started my work in 2019 FRAME was a very young technique with few publications.
In this section I will briefly review the results of these early versions of FRAME.

The initial FRAME studies demonstrated that the technique can be implemented in con-
figurations beyond the one outlined in Fig. 3.6. In [128], the illumination did not originate
from behind the target but rather from the side, using modulated laser sheets. This en-
abled simultaneous probing of a flame at different distances from the camera, allowing for
the reconstruction of a 3D snapshot of the flame. In this setup, FRAME recorded not the
transmission of light but fluorescence emission from the target, induced by the laser illu-
mination. A similar 3D reconstruction of a gliding arc plasma was also performed by Bao
et al. in 2021 [129]. In that study, FRAME’s ability to selectively detect modulated light
was essential, as it enabled the extraction of the modulated probe pulse-induced fluores-
cence signal, despite the presence of intense unmodulated plasma emission. Although the
paper was published after the start of my doctoral studies, the experimental work predates
my own. This study is notable in that the primary objective was not to advance the tech-
nique itself, but to use FRAME as a tool to investigate a physically relevant phenomenon—
demonstrating the method’s practical applicability beyond proof-of-concept experiments.

In 2017, Ehn et al. showcased FRAME in an ultrafast configuration, achieving a frame
rate of 5 Tfps (AT = 200 fs) over four frames while shadowgraphically imaging the laser-
induced Kerr effect in a birefringent crystal [130]. The measured spatial resolution in this
setup was approximately 67 pm (15 Ip/mm) over a 7 X 7 mm? field of view. The sequence
displays how the birefringent effect propagates at the speed of light in barely detectable
steps. At the time it was widely regarded as the fastest video sequence ever recorded.

Additionally, FRAME had been demonstrated for multispectral imaging in two separate
studies, further highlighting the versatility of the technique. In the study by Dorozynska
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et al., the simultaneous response from four different fluorophores was probed using three
distinct excitation wavelengths [131]. The differing spectral responses of the fluorophores
allowed them to be distinguished and identified in a single-shot acquisition. In the work
by Li et al., a turbulent flame was illuminated with two different wavelengths, and the
resulting laser-induced emissions from combustion species were used to localize OH and
CH,O (formaldehyde) within the flame [132]. This was also achieved in a single-shot,
demonstrating the capability of FRAME to perform chemically specific imaging of transient
phenomena.

Chapter Summary

Natural images exhibit characteristic spectral properties, with their Fourier transforms heav-
ily concentrated at lower frequencies, making them well-suited for compression and signal
encoding. By illuminating a target with modulated light, image information can be re-
distributed into previously underutilized regions of the Fourier domain. FRAME exploits
both the spectral properties of natural images and the effects of modulated illumination
to achieve optical multiplexing, enabling the capture of multiple images in a single expo-
sure. This raises several intriguing questions: How many images can be multiplexed using
FRAME before the image quality is completely degraded? Could FRAME be combined
with microscopy to achieve higher spatial resolution? And could it be integrated with a
more sensitive imaging modality than shadowgraphy to enhance its applicability?

68



Chapter 4

My work

1 Investigating the sequence depth

10 fully capture dynamic processes throughout their duration, a large sequence depth is often
required. In this section, we investigate whether long sequences are possible and what the effects
of increasing the number of multiplexed frames in FRAME are.

.1 Background

When people are introduced to FRAME, a common question typically arises: "How many
frames is it possible to multiplex?” While this question may not have a definitive answer,
it remains highly relevant. All else being equal, a video sequence with more frames holds
more information about the studied process and is hence superior to a shorter sequence.
It would therefore be discouraging if FRAME were fundamentally limited to only a few
frames—for instance, four frames, which was the highest demonstrated sequence depth
when I began my PhD studies. Thus, the primary goal of my first assigned project was to
investigate whether it is possible to drastically increase the sequence depth, enabling video
sequences with tens, hundreds, or potentially even a thousand multiplexed frames.

To synthetically demonstrate that FRAME can indeed multiplex a high number of frames
is not difficult. This had been done before my work started, and Fig. 4.1 presents my own
attempt. After recording a slow-motion video of falling metal flanges, individual frames
were extracted, and each thereafter superposed with a synthetically generated unique mod-
ulation pattern. The frequencies of the modulation patterns were selected by iteratively
determining a (near-)optimal arrangement of 100 frequency components in the Fourier
domain (see the bottom image in Fig. 4.1a). Once the component coordinates were set,
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the corresponding modulation patterns were generated based on the relation between fre-
quency component location and spatial modulation in Table 3.1.

The modulated frames were then pixel-wise summed to synthetically form the detector
image in Fig. 4.1a. Looking at the Fourier transform of this image reveals a highly structured
placement of frequency components, maximizing their separation while avoiding the strong
central DC component. The 100 multiplexed frames were reconstructed using standard
FRAME methodology, as described in Section 3.2 of Chapter 3. As demonstrated by the
reconstructed images in Fig. 4.1b, it is evident that FRAME can heoretically multiplex
this many frames, albeit with a certain degree of compromised image quality. Notably,
the detector image size is only 1080 x 1080 pixels. A larger image would allocate more
frequency components per multiplexed frame, generally improving image quality if the
number of frames is kept constant.

b) Reconstructed frames

Figure 4.1: Synthetic demonstration of FRAME's multiplexing potent|al (@) A synthetically multiplexed image and its Fourier
transform. 100 movie frames were superposed with unique modulation patterns and summed to form this image.
The white circles in the Fourier transform highlight the upper half of the information clusters used for reconstruction.
(b) Reconstructed movie frames from the single detector image in (a). Frames 1 to 40 out of a total of 100 are shown.

Even if a synthetic demonstration can provide an indication of what is possible, it is in
no way equivalent to an optical demonstration—which is what ultimately matters. In a
synthetic scenario, the modulations are perfect, with no amplitude or frequency deviations
across the image. This level of perfection cannot be expected in an optical implementation.
For instance, even a slight misalignment of the camera will introduce a skewed observation
angle, causing the modulation frequency to vary across the image. Other potential optical
challenges include variations in illumination intensity and inconsistencies in modulation
amplitude across frames. Therefore, an optical demonstration is not just beneficial but
absolutely essential to validate the technique’s potential for long sequences.
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1.2 Optical setup

To perform the optical demonstration, the setup in Fig. 4.2 was designed and built. It differs
significantly from previous FRAME setups (such as the one illustrated in Fig. 3.6), as it does
not rely on beam splitters to divide an original probe pulse into multiple consecutive pulses.
If the number of pulses /V is chosen as a power of 2, the conventional approach would
require 2(N — 1) s0:50 beam splitters to generate the desired pulse train. ! Additionally,
another 2/V mirrors, arranged in orthogonal pairs on translation stages, would be needed
to control the time delay of each pulse.

a) Setup for long sequences

[ TP

532 nm CW
laser

16 MP CCD
Camera

Figure 4.2: Optical setup for long-sequence FRAME. (a) Schematic of the setup used in Paper 1. The key components include
the diffractive optical element (DOE), which splits the incoming beam into multiple sub-beams, a lens that images
the DOE onto the target, and the digital micromirror device (DMD), which controls the timing of the sub-beams. (b)
Photograph of the sub-beams on the DMD, showing the characteristic pattern of the DOE.

In such a setup, each pulse undergoes NV beam splitter reflections or transmissions—half
of these for splitting and half for recombination. Each recombination results in a 50%

intensity loss, leading to a total remaining intensity of (%)N/ ? relative to the original pulse.
For N = 16, this type of configuration would require 30 beam splitters, 32 mirrors, and
result in an intensity loss of 99.6%. For N = 128, the numbers become even more extreme:
254 beam splitters, 256 mirrors, and a remaining intensity proportion of ~ 5-1072%, While
the NV = 16 case is technically achievable, it would be extremely challenging to align and
operate, whereas the V = 128 case is entirely unrealistic due to the severe intensity loss.
Thus, a different approach is necessary to investigate larger sequence depths.

Instead of using beam splitters, the new setup employs a Diffractive Optical Element
(DOE) to split the illumination. A DOE is a thin glass plate with a sub-micrometer-
scale surface pattern that causes transmitted coherent light (such as laser light) to interfere
constructively only in specific, predefined directions. These diffraction angles can be freely

UThis is likely the wisest choice, if using 50:50 beam splitter.
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designed, allowing for the projection of any binary pattern. The pattern used in this setup,
shown as a photo in Fig. 4.2b, consists of 64 spots arranged in a spiraling pattern, with four
spots per arm across 16 arms. It was designed by my supervisor to mimic a well-structured
Fourier domain and the intended use was to only interfere symmetric beam pairs, such as
the pair highlighted with red circles in Fig. 4.2b. The Fourier transform of the resulting
interference pattern would then match the location of the two interfering beams (except for
some scaling factor and an additional DC component). By sequentially imaging all 32 such
beam pairs, which are symmetric under 180-degree rotation around the center, their com-
bined interference patterns result in an image whose Fourier transform closely replicates
the DOE pattern itself.

The light source in this setup is a continuous wave (CW) laser with a wavelength of A = 532
nm. Since the output beam is relatively narrow, it is expanded using a telescope before being
cropped by an iris to produce a collimated beam with the desired diameter and a near top-
hat intensity profile. This beam is incident on the DOE, which transmits copies of it in 64
unique directions, corresponding to the previously described pattern. As the beam copies
propagate away from the DOE, they become increasingly separated. Before this separation
becomes too large, they pass through a lens that causes them to start converging.

Near the focal plane of the lens, a Digital Mirror Device (DMD) is positioned. The DMD
consists of 1920 x 1080 micromirrors, each of which can be tilted by 12° either to the left
(tilt on) or to the right (tilt off). By carefully controlling the tilt pattern of the DMD, two
selected beams at the time can be directed towards the target and eventually to the camera,
while the remaining beams are dumped. The target is placed at the plane where the two
selected beams perfectly overlap.

If all beams were simultaneously directed towards the target, it would be customary to say
that the DOE was imaged onto the target by the lens. However, since only two out of 64
beams are used at a time, it is more appropriate to describe the setup as overlapping beams
at the target plane, thereby creating a unique interference pattern. By rapidly shifting the
pattern on the DMD, different beams pairs can be selected such that the spatial modulation
pattern illuminating the target changes in rapid succession. This leads to the encoding of
the target state into temporally distinct modulations. By imaging the target with a camera
while it is being exposed to this burst of illumination, a multiplexed detector image is
captured, which can then be used to reconstruct the individual frames.

Although the DOE was designed with the intention of only utilizing beams in symmetric
pairs, an important realization was made while working with this setup: any two beams
can be used, as there is nothing inherently special about a symmetric pair. Any pair will
suffice, and the resulting interference pattern will simply be determined by their relative
positions, such that the period is dictated by their separation and the orientation by their
relative angle.
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Figure 4.3: An illustration of two overlapping, and thus interfering, beams of coherent light.

To be precise, if the selected beams are separated by a distance 4 =  /d= + 4} and the

distance from the DMD to the target, D, is much greater than d, the separation angle
between the beams is given by o ~ %. Using the small-angle approximation sina ~ «, 2
the period of the interference pattern is:

P A A _AD
" 2sina | 2sin(d/D)  2d°

This situation is illustrated in Fig. 4.3, where two beams can be seen to overlap and produce
an interference pattern at the target plane.  The periods P and P, in each direction are
found by replacing 4 with the respective separations & and 4. According to Table 3.1,
if an 7 X n image of the interference pattern is recorded the corresponding frequency
components will be located at

(#r,v+) = (g + %dxa % + %%) ) (4.1)

in the Fourier transform of the image, i.e., at positions proportional to the beam separation
d = (dy, dy) at the DMD. Thus, any unique combination of 7 and 4, results in a distinct
interference pattern with uniquely located Fourier clusters.

2’ There is an international law, saying that when you are doing physics for more than a half hour, you must

use at least one small angle approximation.” - 3BluerBrown[133]

3The image in question is produced using the following MATLAB code:
I = abs((exp(1i*2*pi*(imrotate(ones(100,1)*(1:1000), +alpha/2)/lambda)) + ...
exp(1i*2*pi* (imrotate (ones(100,1)*(1:1000), -alpha/2)/lambda)))."2);

73



The number of possible modulation patterns that can be generated with this setup, given
the DOE in question, is therefore limited by the number of beam spot pairs with unique
separations. Assuming the DOE pattern is perfectly symmetrical, this number is exactly
1024, with the explanation for this provided in Paper 1. This significantly extends the se-
quence depth beyond the initially intended 32 frames, allowing for the investigation of
much longer multiplexed video sequences.

1.2.1  Finding beam positions

To generate an image sequence with /V < 1024, one must simply select /V unique beam
combinations and sequentially project the corresponding on-off patterns onto the DMD.
A prerequisite for this procedure is that the exact locations of the beams on the DMD are
known. However, determining these positions is a tedious task, and even minor distur-

bances* can necessitate recalibration. The best approach I found was to use a live script

that allowed tilt-on discs to be moved around on the DMD. While observing the DMD
through a mobile phone camera, the position and size of the discs were adjusted until all
spots were perfectly covered.

1.2.2 Selecting beams

Selecting beam pairs involves finding the /V pairs that result in the best distribution of
Fourier clusters. Specifically, an optimal distribution minimizes cross-talk between frames
by maximizing the spread of Fourier clusters, while also avoiding interference from the
strong central DC component. An example of a well-distributed frequency layout is shown
in Fig. 4.1a, where most of the available area is utilized while maintaining a safe distance to
the DC component.

Finding any such distribution is easy, but finding the optimal distribution is non-trivial,
when the possible Fourier cluster locations are pre-determined and the relative power °
between individual cluster and the DC component is only known in theory. Assuming that
the positions of the beam spots on the DMD have been determined, the best approach I
found was as to:

1. Identify the symmetric twin of each beam spot, by finding the spot closest to the
symmetric location.

2. Construct all 1024 possible beam pairs and calculate their characterizing separation

“For example, going home for some sleep.
>Power is here used to describe the summed absolute values of a group of frequency components.
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distances d; = (dix, d;y), which can be thought of as Fourier cluster locations, ac-
cording to Eq. 4.1.

3. Remove all clusters that are closer to the central DC component than a set threshold.

4. Iteratively identify the smallest distance between any two clusters and out of the two,
remove the one closest to any ozher cluster.

5. Either repeat step 4 until exactly NV clusters remain or until slightly more than V
remains and remove the last ones manually.

With manual removal some obviously ill placed (e.g. directly above or to the side of the
DC component) clusters can be avoided.

1.3 Results and further discussion

In this section, a selection of results from Paper 1 is presented. The associated discussions
reflect an improved understanding compared to when the study was first conducted.

1.3.1 Dynamic targets

Using the setup and methods described above, two main dynamic targets were imaged: a
computer fan spinning at 3000 rpm and a water injection event. For the computer fan,
sequence depths of 32, 64, 128, 256, 512, and 1024 frames were acquired. The Fourier trans-
forms of the captured multiplexed images for each case can be found in figure 5 of Paper 1,
while examples of the reconstructed frames are shown in figure 4. Typical frames for dif-
ferent sequence depths are shown in Fig. 4.4a.

From these results, it is evident that FRAME can be used with sequence depths in the order
of hundreds of frames. However, it is also clear that the image quality of individual frames
decreases as the number of frames increases. This trend was subjectively quantified by
classifying all extracted frames on a five-degree scale from good (5) to useless (1). The average
ratings for each sequence depth were 4.91, 4.78, 4.08, 3.4, 2.71, and 1.68, respectively.

While quantifying something as subjective as perceived image quality might seem uncon-
ventional, it is arguably reasonable. Image quality is a complex attribute that is difficult to
reduce to a single numerical value, yet humans have an inherent ability to recognize good
and bad image quality at a glance. Therefore, a subjective classification may still serve as a
useful metric in evaluating the practical limitations of FRAME at high sequence depths.

The results indicate that the limit for this particular setup is somewhere between s12 and
1024 frames. When the number of frames was doubled from s12 to 1024, the average rating
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a) Computer fan b) Injection event

Figure 4.4: Selected results from the investigation of longer FRAME sequences. (a) Typical reconstructed frames for different
sequence depths, with sequence depth indicated in the upper left corners. (b) A portion of a 32-frame sequence of
a water injection event, acquired using FRAME.

dropped sharply, and the proportion of useless frames—where no meaningful information
about the position or shape of the spinning fan blade could be extracted—increased from
0% t0 36%.

Another dynamic target, in the form of a water injection event was recorded at 13.3 kfps
(AT =75 ps) with a sequence depth of 32 frames. The resulting image series is shown
in figure 9 of Paper 1, with a portion also displayed in Fig. 4.4b. Since the refresh rate
of the DMD imposed a limit on the achievable frame rate, and the most relevant part of
the injection event occurred within the first 2 ms, there was no motivation to use a longer
sequence depth. ¢ Unlike the spinning fan, this event is stochastic, and the dynamic object
occupies only a fraction of the entire image, increasing the risk of overexposure, making
it a potentially more challenging target. Although the images show some artifacts, the
shadow of the injected fluid can be readily observed throughout all reconstructed frames,
and features as small as 0.2 mm (see figure 9 of Paper 1) can be traced over multiple frames,
despite the configuration not being microscopic.

1.3.2 Stationary target

To make a truly objective quantification of the relation between sequence depth and image
quality, a stationary star (36 spokes) target, was imaged with varying sequence depths. This
target, being highly unnatural with razor-sharp edges in every direction, is poorly suited for
multiplexing using FRAME. An underlying assumption for FRAME is that the targets are
natural, producing images with weak high-frequency components, as discussed extensively
in Sections 1.2 and 2.1 of Chapter 3. As seen in the experimental image in Fig. 4.5a, the

62 ms/75 ps ~ 27
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Fourier transform of a star target image exhibits strong features in the shape of straight
lines extending to the resolution limit of the optical system. Each of these lines is the
result of a perpendicular sharp edge in the detector image. Additionally, since the target is
stationary, the lines from all multiplexed sub-images add up in the Fourier domain, making
their collective absolute value comparable to that of the multiplexed signals. Consequently,
interference from the DC component becomes a major issue in this case. Next to the
experimental image are two images of similar star targets that were synthetically constructed
and multiplexed (N = 24) using the FRAME methodology, while writing this thesis.
When the synthetic star target remains stationary, it exhibits the same lines in the Fourier
domain. However, when made to rotate, these lines disappear. The drastic effect this has
on the reconstructed image quality is evident in Figure 4.5b, where the image reconstructed
from the stationary star shows significantly worse quality than its rotating counterpart. This
is further highlighted in Figure 4.5c, where the Modulation Transfer Function 7 (MTF) is
much more suppressed for the stationary star (black line) compared to the rotating star
(white line).

a)Detector images and Fourier transforms
Experimental i . rotating

c) MTF's of
reconst. frames

4 6 8121624
32 48 64 96 128
—Synth. stat.
Synth. rot.

b) Reconstructed fr s

MTF
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Figure 4.5: Synthetic and experimental star targets. (a) Synthetic and experimental detector images, each containing 24 multi-
plexed sub-images, along with their Fourier transforms. The synthetic images feature either a rotating or stationary
star target, while the experimental image contains a stationary target. (b) Frames reconstructed from the detector
images in (a). (c) Modulation transfer functions (MTFs) of the reconstructed frames in (b), as well as MTFs from
experimentally obtained frames at varying sequence depths. The horizontal arrow indicates a decrease in cut-off
frequency with increasing sequence depth, while the vertical arrow denotes a general reduction in contrast.

With that said, we did not prioritize finding a way to make the physical star target rotate,
hence, in Paper 1 a stationary target was used to quantify the MTF for different sequence
depths. Unfortunately, in analysing the effect of sequence depth on the MTE I focused only
on the cut-off frequency (arbitrarily defined as the frequency where the contrast decreases

7Essentially, the contrast displayed in the star target images as a function of distance to the center, and
hence as a function of spatial frequency.
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below o.10). The results showed a monotonically decreasing relation between the cut-off
frequency and sequence depth, as illustrated in figure 8a of Paper 1. While this finding
is valid, it overlooks an important aspect: not only does the cut-off frequency decrease
as the number of frames increases, but the contrast of frequencies below the cut-off also
diminishes. When re-analyzing some of the reconstructed images and plotting their MTF’s
in the same graph in Fig. 4.5c this trend becomes very clear. The horizontal arrow indicates
a decrease in cut-off frequency, which is directly connected to increased degree of low-
pass filtering, while the vertical arrow indicates that the contrast of lower frequencies also
decreases as the number of multiplexed frames goes up. What this implies is that image
quality deteriorates in at least two distinct ways when using FRAME, rather than just one,
as was more or less explicitly assumed in the paper.

1.3.3 Mechanisms for reduced image quality

In an effort to identify the mechanisms contributing to the deterioration of image quality
in FRAME, a model was developed during this thesis work, allowing different effects to be
introduced to a synthetic star target. Since a dynamic object is typically the intended target
for FRAME, the star target was made to rotate while being synthetically multiplexed using
the FRAME methodology. The goal of the model is to replicate both the appearance of an
individual multiplexed frame and the modulation transfer function (MTF) of that frame.

In the model, the ground truth frames are constructed with a contrast of 0.9 between
black and white spokes, along with low levels of Poisson-distributed background noise.
These frames are multiplexed using standard (synthetic) FRAME methodology, and the i
reconstructed multiplexed frame serves as a reference. To emulate the observed effects on
the multiplexed frame, the corresponding ground truth is subjected to the following three
modifications:

1. Low-pass filtering: A filter identical to the one used during FRAME reconstruction
is applied. The size of the filter is dictated by the distance between Fourier clusters.

2. Reduction of dynamic range: The dynamic range is reduced according to the num-
ber of multiplexed frames. The reduction factor is determined as the ratio between
the maximum values of the ground truth image and the detector image containing
all multiplexed frames.

3. Introduction of artificial cross-talk: Random noise is introduced in the Fourier do-
main, with one noise term added for every other Fourier cluster, including the DC
component. The phase of the noise is random, while its amplitude follows the power
law of natural images in Eq. 3.1, where 4 and [ are determined from the ground
truth image. Since the power law is intended for natural images, and the star target
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is highly non-natural, # was adjusted by a factor of 1.3 for better resemblance with
the multiplexed frame. The amplitude of the DC component is assumed to be 2NV
times greater than the amplitude of a single Fourier cluster.

Each of these modifications reduces the image quality of the star target, as seen both in
the resulting images in Fig. 4.6a and their corresponding MTFs in Fig. 4.6b. The effect
of low-pass filtering (yellow line) alone primarily results in the suppression of contrast for
frequencies beyond the filter’s cut-off frequency. While this effect is also seen in the recon-
structed image, it does not fully explain the degradation in image quality observed in the
multiplexed frame (light blue line).

a) Synthetic star targetsl
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Figure 4.6: Investigation of image quality reduction mechanisms in FRAME. (a) Synthetic star targets subjected to various effects
(except for the ground truth) to simulate the degradation observed in images multiplexed and reconstructed using
the FRAME methodology. (b) Modulation transfer functions (MTFs) corresponding to the star targets in (a).

Reducing the dynamic range, while keeping the noise constant, to account for less dynamic
range being allocated for individual frames when recording multiples frames with FRAME,
results in an even reduction of contrast, across all frequencies (red line). The combination
of low-pass filtering and reduced dynamic range does not compound linearly; instead, the
low-pass filtering smooths out noise introduced by the dynamic range reduction. The result
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is an MTF that for each frequency is close to the minimum MTF of either modification in
isolation (purple line). Further introducing synthetic cross-talk results in the characteristic
wobbly appearance seen in the reconstructed multiplexed frame. This effect arises when
high-frequency noise, added e.g. through cross-talk, is low-pass filtered, producing larger
(than pure noise) random structures. The addition of cross-talk also further suppresses the
MTF (green line) at low frequencies, making it more closely resemble that of the multi-
plexed frame.

By adjusting the number of multiplexed frames, noise levels, and bit depth, the relative
appearance of the synthetically multiplexed and reconstructed frame and the frames with
synthetically reduced image quality changes. However, the general conclusion remains:
low-pass filtering alone does not fully account for the reduction in image quality associated
with FRAME and the wobbly appearance of the multiplexed frame is only replicated when
cross-talk is simulated by adding noise in the Fourier domain.

2 Shlieren imaging with FRAME

Due to the nature of ultrafast dynamic phenomena, a technique with high sensitivity to refractive
index gradients is likely to have an advantage when recording such events. In this section, we
investigate whether FRAME can be combined with schlieren imaging to enbance its sensitivity
to these effects.

2.1 Background

As detailed in Section 1.2 of Chapter 2, several potential targets for ultrafast FRAME are
transparent. To visualize them with good contrast, a technique more sensitive than shad-
owgraphy would be, if not mandatory, at least highly beneficial. To investigate whether
FRAME can be integrated with the more sensitive schlieren techniques, we planned to
follow the traditional spatial filtering approach of classical schlieren imaging.

2.1.1 A path towards schlieren imaging

In essence, this approach involves placing a light-blocking object at the focal spot of an
imaging system. When a transparent target causes light rays to deviate from their initial
paths, they may start hitting (or missing) the block, thereby decreasing (or increasing)
the intensity of the corresponding part of the image. In a FRAME setup, the focus of the
illuminating light consists of several distinct spots, corresponding to the spatial modulations
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of the illuminating pulses. Our plan & was thus to design a custom spatial filter that precisely
matched the focal spot pattern of the FRAME setup and insert it in the focal plane. This
would ensure that only light deviated by the target would pass through the spatial filter and
contribute to the superposed interference patterns at the camera sensor.

This approach required that the setup produced exactly the intended modulations; other-
wise, the spot pattern would not align with the spatial filter. The setup we intended to
use splits an initial laser pulse into two and later recombines the sub-pulses at an angle,
producing an interference pattern. By utilizing acousto-optical devices (AODs), the re-
combination angle can be rapidly adjusted with great precision, enabling the generation of
a rapid burst of unique modulations.

Testing this setup with a burst of 38 modulations, I found that the resulting Fourier clusters
were almost perfectly spaced, with a maximum deviation of only 2% from the intended
separation, as illustrated in Fig. 4.7a. This was an encouraging result, suggesting that with
only minor manual adjustments, all focal spots could likely be made to match the spatial
filter. Consequently, the filter shown in Fig. 4.7b was designed, ordered, and delivered,
with experiments scheduled to commence.

a)Fourier cluster distances b)Spatial filter
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Figure 4.7: Preparations for schlieren experiments with spatial filtering. (a) Measured distances between Fourier clusters, verify-
ing modulation accuracy. (b) The designed spatial filter for schlieren experiments, intended to match the modulation
pattern in the focal plane.

At this moment, my supervisor posted the photo of his iPad at a barbecue in Fig. 4.8a,
seemingly thrilled about the implications. I must admit that my reaction was somewhat
underwhelming, as my understanding of the significance was, at that point, non-existent.

2.1.2  Changing path

It turns out that the wrinkles in the modulation pattern in Fig. 4.8b result from light being
deflected on its way from the iPad screen to the camera sensor. What induces this deflection

8 Deviced on a sunny afternoon in Elias garden.” - Dr. V. Kornienko.
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Figure 4.8: Modulated illumination in front of a hot grill, revealing refractive index gradients. (a) An image of an iPad displaying
a horizontal striped pattern in front of a hot grill. (b) A zoom-in on the screen, showing apparent wrinkles in the
uniform modulation. The Fourier transform reveals that the off-center Fourier clusters associated with the modula-
tion frequency are much more spread out than the DC component. (c) The phase and absolute value of the complex
image reconstructed from the part of the Fourier transform within the yellow circle in (b). While the absolute value
image is difficult to interpret, the phase image resembles a plume of hot air and is assumed to reveal associated
refractive index gradients. (d) A 1D illustration of how perturbations, in the form of a phase change (A¢) and the
introduction of an envelope, affect a sinusoidal modulation. These perturbations can be calculated from a perturbed
modulation and its unperturbed counterpart. In this spontaneous BBQ imaging scenario, no true reference exists.

is invisible to the naked eye—slight variations in the refractive index of the hot air rising
from the grill. If the screen were uniformly lit, (almost) no signal from the hot air would be
detected, as it would not induce any change in the perceived image. Similarly, if all refractive
index gradients were strictly horizontal, the corresponding light deflections would also be
horizontal and therefore remain invisible, merely shifting black areas into other black areas
and white areas into other white areas. Conversely, if the screen displayed a static random
pattern, the deflection could only be detected by comparing the current image to a reference
image taken under undisturbed conditions. ° This is the principle behind background-
oriented schlieren (BOS), where differences in the appearance of an object’s background
are revealed by comparison to a reference image captured under undisturbed conditions
[94]. The only reason we can see the effect in the single image in Fig. 4.8b is that we know
how the modulation pattern should look. We assume that the lines should be straight,
allowing us to clearly perceive the distortions—something that would be impossible with
either a uniform or a random background. An early version of BOS actually utilized a
structured background like this, calling the technique synthetic schlieren [93].

Just realizing the effect that refractive index gradients have on the perception of the modula-

9Mirages, such as the shimmering air above hot asphalt, are analogous to the rising hot air from the grill.
If you try to capture these mirages with a camera, you will see nothing, regardless of how clearly you perceive
them with the naked eye. The only reason you can see the mirage is that your brain continuously compares
current visual input to previous images, detecting differences over time. With just a single photograph, no
difference can be detected, and the mirage remains invisible.
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tion patterns we use for multiplexing purposes in FRAME led us to abandon the initial plan
of using spatial filters for schlieren imaging. The reasoning was that with such a striking
effect, valuable information must surely be encoded in the corresponding Fourier clusters,
and our challenge was merely to retrieve and interpret it correctly. That something indeed
has been encoded can be seen in the Fourier transform in Fig. 4.8b, where two large Fourier
clusters appear at locations corresponding to the modulation frequency.

A particularly interesting observation is that these off-center clusters are significantly larger
and contain more power than the DC component. This is not the case when encoding
is achieved through modulation of amplitude, as seen in Fig. 4.1a and Fig. 4.5a. In those
cases, at least half of the power remains in the DC component, with one-fourth allocated
to each of the Fourier clusters, in accordance with Equations 3.5 and 3.6. '°

The reason for this difference is that the (primary) effect a transparent target has on a mod-
ulation

Inod, i(7) = Ao + Acos (27:}?- 7+ gbi>

is to introduce a perturbation in the form of a spatially varying phase shift A¢(7), such that

¢ = ¢i(7) = dio + Ap(7). (4.2)

Unlike amplitude perturbations, which act as envelopes (see Eq. 3.5), an added phase shift
does not interfere with the spatial DC term Ay and is therefore not encoded in or near the
spectral DC component. These two types of perturbations are illustrated in Fig. 4.8d.

The absolute value of the /" target image 7;(7) can be retrieved from a multiplexed detector
image 4..(7) as described in Sec. 3.2. From the expressions in Equations 3.11 and 3.12, it is
straightforward to also extract the phase of the " modulation pattern:

(4.3)

o=t (229 — e (Bl R
cos ¢ LPF(Jgec(7) - Ria (7))
where the reference modulations R, ;(7) and R; 5 (7) are defined in Equations 3.9 and 3.10.
By first making a reference measurement where ¢; = ¢, o(7) (which may also vary with 7),
the phase perturbation associated with the target, Ag;(7), can be determined using Eq. 4.2.
From the detector image in Fig. 4.8b, the complex target image

Lee(7) = [Lee(7) ’eiA(;S(?)

was thus reconstructed using Equations 3.13 and 4.3, while working on the this thesis. The
phase and absolute value of this complex image are shown separately in Fig. 4.8c. While the

1°Qnly if the amplitude of the modulation is maximized to equal the mean value of the modulation, i.e., if
Ay = A, otherwise even more power remains in the DC component.
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absolute value mostly resembles noise, the phase is strikingly similar to a typical schlieren
image, ' and clearly reveals a plume of hot air rising from the grill, albeit at low resolution.

2.2 Optical setup and results

The setup used to investigate whether FRAME can be combined with schlieren imaging
without the additional step of adding spatial filters is schematically illustrated in Fig. 4.9. It
is built around an illumination unit that delivers microsecond modulated incoherent light
pulses, which were used to trans-illuminate a Bunsen burner flame. The illumination unit
was designed to produce four pulses, but one LED was broken, so only three could be used.
12 Further details about the setup can be found in Paper 1.

Deflected pathf\ :
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Figure 4.9: Schematic illustration of the setup used to investigate the integration of FRAME with schlieren imaging. The core
of the setup is the FRAME illumination unit, which delivers modulated nanosecond pulses of incoherent white light.
The relationship between the target-dependent deflection angle &, the distance 4 between the target and imaging
planes, and the measured displacement Ax is illustrated. Insets show the resulting phase images for 4 = 0 mm and
4 = 10 mm. The dynamic range is significantly greater for 4 = 10 mm, as indicated by the larger blue bar.

All schlieren imaging relies on a target-induced angular deflection §(7) in the paths of the
light rays. This deflection results in a spatial displacement

Ax = dtan,

"The internet is full of those.
12This was during the Great Pandemic, when global supply chains lay in ruin, and the estimated delivery
time for a single replacement LED was a full year.
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Figure 4.10: Comparison of (a) phase and (b) absolute value images of a turbulent flame. (c) Normalized lineouts from the central
row of each image. The lines of the phase images are dashed. The red arrows point at the same discontinuity in
(a) and (c).

where d is the distance from the point of deflection to the plane imaged by the camera.
When the displacement affects a spatial modulation, it is equally relevant to describe it in
terms of an induced phase change

2nwAx
po =%
where P is the period of the modulation. The greater the distance 4, the more sensitive
the system becomes to deflections, as an identical deflection results in a larger measurable
displacement (or phase change). However, increasing  also causes the target to become
increasingly out of focus, leading to a more blurred image.

This expected trend of increased dynamic range with larger  was confirmed in an exper-
iment where the flame was incrementally translated in 10 mm steps. The resulting image
series showed that as 4 increased, the dynamic range improved, but so did the occurrence
of regions where the phase could not be properly reconstructed, due to blurring of the
image. Two images from that series are included as insets in Fig. 4.9. The size of the dy-
namic ranges, which in this context is defined as the difference between the maximum and
minimum of the observed phase shifts, are indicated by the length of the blue lines in the
images.

A typical multiplexed time resolved sequence from these experiments is displayed in Fig. 4.10,
which contains the phase (a) and absolute value (b) images of a turbulent flame, acquired

at 1 kfps. The physical interpretation of the phase images is straightforward: a refractive

index gradient at the target induces a deflection in the illumination, which leads to a dis-

placement in the recorded image. Due to the modulated nature of the illumination, this

displacement appears as a wrinkle in the detector image and can be quantified as the phase

change of the modulation.

The physical interpretation of the absolute value images is less clear. One possible explana-
tion is that the refractive index gradients in the flame not only deflect light but also act as
a lens. In some areas, light is focused, increasing the modulation amplitude, while in oth-
ers, light is defocused, decreasing the modulation amplitude. This effect is generally very
weak compared to, for example, the light emitted by the flame, but since the modulated
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illumination allows it to be isolated, it can still be observed using FRAME. My opinion
is that the absolute value images can be considered shadowgraphic images with complete
background removal.

Regarding the actual appearance of the images, both provide a 3D impression. However,
the structures revealed in the absolute value images appear unrealistic for a flame, displaying
thin strands trailing the flame’s edges. In contrast, the phase images offer a representation
that appears more physically plausible. An additional advantage of the phase images is their
improved signal-to-noise ratio (SNR). This is evident in the lineouts shown in Fig. 4.10c,
which correspond to the central row of each image. The lineouts from the phase images are
noticeably smoother, as a consequence of a greater SNR.

2.3 Estimating the sensitivity

To investigate the sensitivity of this schlieren-like technique, I developed a simple model
where a small displacement could be introduced to a synthetic modulation pattern. To
ensure the model was as realistic as possible, the distribution of pixel values was matched
to real data by adjusting the signal and background levels, as well as the overall noise level.
The resulting synthetic noisy data closely resembled real data, as demonstrated by the close
agreement between the histograms in Fig. 4.11a. In Fig. 4.11b, a central region in the detector
images has been shifted by the indicated sub-pixel amount. While no visible change can
be observed in the three images with the smallest displacements, the phase images reveal
detectable shifts for displacements larger than o0.02 pixels, demonstrating that even with
real-world noise levels, the technique is highly sensitive. The signal-to-noise ratio (SNR)
of the phase images was calculated based on the size of the detected phase shift and the
general noise levels in the phase images. By varying the displacement, the SNR changed
accordingly, and Fig. 4.11c shows the median SNR plotted as a function of the modulation
period. The results indicate that a modulation period close to 3 pixels yields the highest
sensitivity. Coincidentally, a period of 3.4 pixels was used throughout the experiments,
aligning well with the observed optimal sensitivity. Further detail can be found in Paper
L.

An issue with the sensitivity investigation in Paper 111, as described above, is that it was not
applied to multiplexed data, which is the standard use case for FRAME. To address this, the
model was updated to incorporate multiplexed data, while working on this thesis. Another
limitation of the previous model was that the displacement was introduced abruptly, in a
highly unnatural manner. To improve realism, the displacement is now applied in the form
of a circular super-Gaussian profile.

The example images in Fig. 4.12a show multiplexed (V= 4) detector images along with
one of the reconstructed phase images. The relationship between the median SNR and the
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Figure 4.11: Investigation of schlieren sensitivity. (a) A histogram comparison between real data and synthetic data to ensure
realistic synthetic noise levels. (b) Detector images (left) with a central section displaced by the indicated number
of pixels and the corresponding reconstructed phase images (right). (c) The median SNR in phase images similar
to those in (b) as a function of the modulation period. For each period, the SNR was computed over a range of
displacements to obtain the median SNR.

modulation period again exhibits a peak near a period of 3 pixels, similar to the previous
investigation. Since the updated model differs from the previous one, the SNR values
cannot be directly compared.
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Figure 4.12: Investigation of FRAME multiplexed schlieren sensitivity. (b) Detector images (left) with a central section displaced
by the indicated number of pixels and one of the corresponding reconstructed phase images (right). (c) The mean
SNR in phase images similar to those in (b) as a function of the modulation period. For each period, the SNR was
computed over a range of displacements to obtain the median SNR.

Considering the optimal modulation period for FRAME, it is often assumed that a shorter
period is always preferable, as it theoretically allows for higher spatial resolution in the
reconstructed images. This aligns with the Nyquist-Shannon sampling theorem, which
states that the highest observable frequency is half of the sampling frequency [86]. However,
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we show here that the period (the inverse of frequency) should not necessarily be minimized,
as doing so beyond a certain point decreases the sensitivity to phase changes. This is a
somewhat surprising finding that will be relevant for designing future FRAME systems.

3 Finally going ultrafast

The main purpose and motivation of this thesis have been technological development to enable
imaging of ultrafast dynamic events with high spatial and temporal resolution. In this section,
we examine the experiments where FRAME was applied to ultrafast physics, specifically laser-
induced plasma events in air.

Having discovered that FRAME inherently detects phase changes, the natural next step was
to apply this capability to an ultrafast transparent target. Hopefully, this marks the begin-
ning of a shift from research primarily focused on the technique itself and its development
toward a greater emphasis on the physics that FRAME enables us to study. The goal was
(and remains) to move from exploring what FRAME can do to focusing on what FRAME
allows us to observe.

3.1 Designing the setup

When operating at ultrafast timescales, it is not feasible to temporally control the probe
pulses using a DMD (as in Paper 1) or to use different light sources (as in Paper 111). In-
stead, the probe pulses must originate from the same initial pulse and be controlled purely
optically to eliminate any temporal jitter associated with electronic components. '3 This
requirement led us to adopt the well-established approach of using beam splitters to divide
a single pulse into a pulse train.

In the design process, we aimed to optimize the design by both improving upon previous
experiments and preparing for future studies. Thus, when designing the setup, our primary
goal was to make the core split, delay, and modulate device (SDMD) compact, easy to set
up, and portable so that it could be seamlessly integrated into future experiments. The in-
tent was to build a versatile workhorse that could serve reliably across different experiments
and laboratories over an extended period.

Meeting these demands naturally required significant effort in designing the SDMD. Early
in the process, we decided that the SDMD should be primarily 3D-printed, with fixed
slots for the necessary optical components. This approach would ensure minimal ambiguity

13Qur laser has an incredibly low electronic jitter of ~ 6 ps, but it is still not low enough.
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during assembly and reduce the need for extensive alignment, making the setup both robust
and user-friendly.

Requiring that the device be 3D-printed meant that its footprint was ultimately limited
by the size of the printing bed (330 mm x 220 mm). The small footprint of the device
meant that the number of distinct optical paths, and hence the number of probe pulses
and ultimately the number of video frames, had to be restricted to four. It would simply
not be feasible to double the number of paths within such a small area. 4

A key component in this type of setup is the translation stage, which allows the optical
path lengths to be adjusted so that the timing of the pulses can be controlled. Striving
for a 1 fs temporal jitter implies that these stages must have a translational resolution of
less than 1 pm. They also needed to be small enough to fit within the limited area. The
model that best suited these criteria was the one shown in Fig. 4.13d, the Q-545 from Physik
Instrumente. It is driven by a piezo motor and offers a well-rounded 6 nm resolution over
a total travel range of 13 mm, within a footprint of 45 mm X 48 mm. Since the light travels
back and forth over the translation stage, 13 mm translates to a total temporal adjustability
of
(13 x 2) mm/c~ 9 ps

per pulse, which is more than sufficient for the intended purposes.

During the procurement of these translation stages, I mistakenly mixed up the maximum
loads for vertical and horizontal placement, which led me to wrongly assume that the max-
imum load was 100 g instead of 500 g. With the smallest commercially available adjustable
mirror mounts weighing around 6o g each, and the setup requiring two per translation
stage, I decided to design and 3D-print my own. Initially, I attempted static mirror hold-
ers, naively believing that the 3D-printing process would be precise enough to eliminate the
need for adjustability. That futile dream was soon shattered, and I had to design a holder
with adjustable pitch (up-down) and yaw (left-right) angles.

The final mirror holder design is displayed in Fig. 4.13b. It consists of a stationary back
part that attaches to a translation stage platform at a fixed angle, and a movable front part
that holds the mirror. I opted to use thin strands of rubber, cut from training resistance
bands, to hold the two parts together. The rubber bands pull the front part towards the
back while still allowing it to rotate. Two standard hex screws protruding through the back
adjusts the exact rotational angles. The rubber bands were secured using wedges, as seen
in Figures 4.13b and c. The photo shows the complete construction, including mirrors,
screws, and broken rubber bands. Since rubber degrades relatively quickly under tension
[134, 135], I more than once returned from vacation to find the setup in need of renovation
and realignment due to shattered rubber bands.

Y4Doubling is typically how the number of pulses is increased when using beam splitters.
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a) Renderings of the split, delay and modulate device
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Figure 4.13: Renderings and photos of the split, delay and modulate device (SDMD) designed for ultrafast FRAME. (a) 3D
renderings of the SDMD. A single laser path enters the unit, where it is split and delayed into four paths, each
consisting of two paths separated by a small angle. In the laser path view, each path is shown in a distinct color.
For visualization purposes, the separation angle within path pairs has been exaggerated from 1.91° to 6°. (b)
Components designed to hold optical elements, including a platform accommodating two mirror holders. Each
mirror holder consists of a front and a back part, enabling independent adjustment of the pitch (up-down) and
yaw (left-right) angles of the mirror. The wedges are designed to secure rubber bands that hold the parts together.
(c) A photo of the delay unit, showing an orthogonal pair of mirrors in their holders mounted on a translation
stage. The orange rubber bands have broken due to being under stress for an extended period of time. (d) The
translation stage around which the unit was designed.

Aside from the mirror holders, the other optical holders (for DOEs and beam splitters) were
static and proved to work well. The finished device consists of a base plate with slots for the
four translation stages, as well as for the DOE and beam splitter holders. A platform with
slots for the mirror holders is mounted on top of the translation stages. A 3D rendering of
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the complete device is found in Fig. 4.13a, which also includes a top-down view of the four
laser paths. In Fig. 4.14 an schematic illustration show how the SDMD was integrated in
the final setup, used throughout Paper v. In this setup the device was used to orthogonally
trans-illuminate a laser induced ultrafast event, revealing the associated refractive index

variations.
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Figure 4.14: The optical setup used throught the ultrafast experiments in Paper V. An initial short laser pulse is split up into a
pump arm and a illumination ar. The pump arm consists of a global delay stage and adjustable mirrors, to control
the timing and position of the laser induced plasma event. The illumination arm consists of the split, delay and
modulate device (SDMD) that shapes the temporal, spatial and spatio-sepctral profiles of the illumination pulses,
as well as the camera and optics for imaging.

When integrated in the complete setup the SDMD enabled sufficiently high precision in
both space and time. The data acquired using this device includes the 1 Tfps sequence
shown in Fig. 4.15, as well as all imaging data presented in Paper v. In the sequence, a
laser-induced signal in the form of refractive index variations can be seen to evolve and
propagate at the speed of light over approximately 1 mm. Several distinct features are visible
in the signal, including a central filament (arrow 1), the outer edge of the driving laser
pulse (arrow 2), a contourless widening of the central filament near the geometrical focus
(arrow 3), the appearance of multiple short filaments (arrow 4), and a single surviving weak
filament (arrow 5). The combination of high spatial detail and ultrafast temporal resolution
demonstrates the general capabilities of FRAME and the particular functionality of the 3D
printed SDMD. However, aligning using hex screws was more difficult than necessary and
is not something I recommend. Using rubber bands was, obviously, a major mistake. I
have since bought steel springs but have not yet redesigned the mirror holders to integrate
them. Whether or not the device will feature in future experiments remains to be seen.
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Figure 4.15: Animage sequence of a laser-induced plasma event, including the formation and propagation of a central filament,
acquired at 1 Tfps. The detector image and its Fourier transform are displayed on the left, while the reconstructed
phase images are shown on the right.

3.2 Phase unwrapping

When analyzing FRAME data, the phase change at any pixel position 7 is found as the
inverse tangent of a ratio between two numbers (see Eq. 4.3). In principle the true phase
change A¢(7) can take on any arbitrarily large positive or negative real value. However, a
phase calculated as ¢ = tan™!(4/a), is always constrained to the interval [—z, z]. Conse-
quently, the measured phase A¢) = ¢ — ¢ will always fall within the interval [—27, 27]. If
the true phase A¢ lies outside this range, it becomes wrapped, meaning that the measured
phase A¢’ differs from the true phase A¢ by a multiple of 27:

AP = A+ m- 2z, (4.4)

where 7 is an integer. Hence, in regions where A¢ exceeds the interval [—27, 27, wrapping
introduces discontinuities in the measured data, as shown in Fig. 4.16a. The true phase
change (blue curve) varies smoothly across the x-axis, while the measured phase (red curve)
exhibits abrupt 27 jumps.

Fortunately, unwrapping the signal in such cases is straightforward. By iterating through
the sequence and adjusting each value by the integer multiple of 27 that minimizes its
difference from the previous value, one can restore the continuity of the phase. The result,
shown as the unwrapped green dashed curve in Fig. 4.16a, retains the same shape as the
true phase and differs only by a constant offset [136].
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Figure 4.16: Wrapping of phase data in 1 and 2 dimensions. (a) True, wrapped and unwrapped 1D phase data. (b) True,
wrapped and unwrapped 2D phase data with an unsolvable discontinuity.

3.2.1 The two dimensional case

Reconstructed FRAME signals are, however, inherently 2D, and in this case unwrapping
is not always straightforward. In the central image in Fig. 4.16b wrapped synthetic phase
data is presented. It is similar to what can be obtained experimentally using FRAME and
requires unwrapping to be presentable. One !> might naively think that the same strategy
as in the 1D case is applicable: iteratively adjusting each pixel according to the value of its
previous neighbor.

The problem with this approach is that each pixel in 2D has two previous neighbors (e.g.,
one below and one to the left), and these neighbors might not agree on the correction that
should be applied. Another way to illustrate the issue is to consider that any two pixels
are connected by more than one possible path. There might be one smooth path without
discontinuities (the curved green arrow in Fig. 4.16b), but also another with a 27 jump (the
straight red arrow). If the discontinuity in the second path is corrected, a new discontinuity
is introduced in the first. This creates an inherent ambiguity: the problem cannot be fully
resolved without compromise.

This challenge is why complex 2D unwrapping algorithms have been developed, designed to
make these compromises and perform the task as efliciently as possible [137]. The algorithm
used most extensively during this work was introduced under the title Fast two-dimensional
phase-unwrapping algorithm based on sorting by reliability following a noncontinuous path in
2002 [138]. In this context it performed as well as the alternatives that were tested and
was faster. Speed might not be a critical factor when analyzing results in the office, but
during lab work, it can be essential to see signal changes in near real time during the align-
ment process. Despite being the fastest alternative, the algorithm was still too slow for this

150ld me
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purpose.

3.2.2 A new 2D unwrapping strategy

To address the limitations of 2D unwrapping algorithms during lab work, I have developed
a fast unwrapping strategy to apply existing algorithms to wrapped data more efficiently.
This approach has sped up unwrapping by more than an order of magnitude in the present
case, without noticeable differences in the results. The essence of the method lies in per-
forming the computationally intensive unwrapping on a down-sampled version of the data
to quickly approximate the unwrapped phase. This approximation is then up-sampled and

utilized to find the correction needed to accurately unwrap the wrapped data, without loss
of finer details.

+@

correction

approx. unwrapped

unwrapped, d = 1

Figure 4.17: Overview of the fast unwrapping strategy. (1) The wrapped phase data is down-sampled by a factor d. (2) The
coarse wrapped phase is unwrapped using a 2D unwrapping algorithm. (3) The unwrapped coarse phase is up-
sampled to approximate the full-resolution unwrapped phase. (4) The correction is calculated as the difference
between the wrapped and approximate unwrapped data and rounded to the nearest integer multiple of 2z. (5)
The wrapped phase is unwrapped by adding the correction, resulting in the final high-resolution unwrapped phase.
At the bottom are three results, obtained using different down-sampling factors, with indicated computational
times.
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The full strategy can be followed in Fig. 4.17, where wrapped synthetic data is unwrapped
in five steps.

Step 1 is to downsample the image (data) by a user-defined downsampling factor . It is
important that  is set so that the rough wrapping pattern is still resolved. However, the
finer details of the image do not need to be resolved. In the illustration of the involved
steps in Fig. 4.17 4 = 8, but the resulting unwrapped images for 4 = 1 and d = 16
are also shown for reference. When down-sampling, no interpolation must be performed;
instead, pixel values should be set to the value of the nearest pixel in the full-resolution
image. Any interpolation would smooth the sharp wrapping edges, preventing them from
being correctly identified in the next step.

Step 2 is to unwrap the downsampled image using an existing 2D unwrapping algorithm.
Any algorithm can be used, but its performance will influence both the quality of the
final result and the computational time. In this step, it is crucial that the unwrapping
is successful; otherwise, an unsatisfactory end result will follow.

Step 3 has the now unwrapped downsampled data upsampled back to full resolution. Here,
interpolation is applied to create a smooth approximation of the unwrapped data. In the
example shown, the result of this step contains no discontinuities and successfully captures

the low-frequency components of the final unwrapped image. ¢

Step 4 involves calculating the correction using the initial wrapped image and the ap-
proximate unwrapped image. Specifically, the correction is calculated by subtracting the
wrapped data from the approximate unwrapped data and rounding to the nearest inte-
ger multiple of 27. As long as the approximate unwrapped data is within 7 of the true
unwrapped data, this step will produce the correct correction. This follows directly from
Eq. 4.4, where the correction must be an integer multiple of 27.

Step s is the final step, in which the correction is added to the wrapped image to obtain the
unwrapped image. If all steps were performed successfully, the resulting image will have no
discontinuities while preserving the high-frequency components of the detector image. In
the example shown, the unwrapped image obtained using 4 = 8 is identical to the image
obtained without downsampling (4 = 1), i.e. using the standard unwrapping procedure,
despite requiring less than 5% of the computational time. The computational time can be
further reduced by increasing the downsampling factor, but unwrapping will eventually fail
when the wrapping pattern is no longer properly resolved.

The MATLAB code for each step is provided below.

16If you squint, the approximate unwrapped image is indistinguishable from the unwrapped image just
below it in the figure. This indicates that they are identical in terms of low-frequency components.
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wrapped_small = imresize (wrapped, 1/d, 'necarest’); % step

I
unwrapped_small = phase_unwrap(wrapped_small); % step 2
approxUnwrapped = imresize (unwrapped_small, d, ’'bicubic’); % step 3
correction = round ((approxUnwrapped -wrapped) /2/ pi) *2*pi; % step 4
unwrapped = wrapped + correction; % step s

To evaluate how well this faster unwrapping strategy performs on experimental data, it
was applied to 10 datasets, each consisting of four phase images. Each image was first
unwrapped without down-sampling to establish a ground truth. To introduce more phase
wraps, the resulting unwrapped image was multiplied by 5, and normally distributed noise
(with a standard deviation of 0.05 cycles) was added before being wrapped. An example of
one of the wrapped test images is shown in Fig. 4.18a.

Each test image was unwrapped with increasing down-sampling factors, ranging from 1
to 32. The computational time for each unwrapping was recorded, and the proportion of
pixels deviating from the ground truth by more than 7 was counted as faulty. Examples
of the resulting unwraps are shown in Fig. 4.18b—d for d = 1, d = 8, and 4 = 16,
respectively. For d = 1, the unwrapping is perfectly successful. When & = 8, small regions
in the lower-left part of the image become incorrectly unwrapped, and for 4 = 16 these
incorrectly unwrapped areas grow even larger.

The results are summarized in Fig. 4.18e—f, where the effect of 4 on the proportion of er-
roneous pixels and the computational time is illustrated. For example as 4 increases from
I to 4, the average computational time decreases from 5.1 to 0.38 s, while the proportion
of incorrectly unwrapped pixels increases only slightly (from 0% to 0.03%). Thus, by em-
ploying this faster unwrapping strategy, computational time can be significantly reduced
with only a minor loss in accuracy. While this trade-off may be unacceptable for certain
applications, in others it may be well worth the gain in speed. From my own experience,
as long as the majority of wrapping artifacts originate from the background rather than the
actual signal, using this strategy with 4 ~ 4 produces no noticeable difference in the final
result and significantly fewer computer-induced delays in the experimental work.
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Figure 4.18: Quantitative effects of increasing the down-sampling factor on phase unwrapping. (a) An example of a wrapped
testimage after introducing additional phase wraps and noise. (b—d) Unwrapped results for down-sampling factors
4= 1,8, and 16, respectively, illustrating how incorrectly unwrapped regions appear and expand in the lower areas
as d increases. (e) The percentage of pixels deviating from the ground truth by more than = as a function of 4. (f)
The computational time as a function of 4.

3.3 Making sense of the data

When analyzing the data for Paper v, I realized that the phase signal is likely not only, or
perhaps not even primarily, caused by light deflection, as in traditional schlieren imaging.
Instead, the dominant effect is probably target-induced optical density variations causing
light to be delayed. The primary mechanism is thus likely interferometric. In hindsight,
this is a reasonable conclusion, given that the modulation patterns ultimately arise from
interference when performing FRAME experiments with laser light.

The reason this realization came late is that the first phase-sensitive experiments (in Pa-
per 111) were conducted using incoherent illumination, eliminating all interferometric ef-
fects. Consequently, the observed phase changes in the pattern were solely due to deflec-
tion, as in conventional schlieren imaging. However, when using coherent light, the phase
change appears identical, making it difficult to determine the underlying mechanism. To
confirm that the observed effect is indeed primarily interferometric, I constructed a 3D
ray-tracing model designed to replicate the experimental conditions in Paper v.

In the model, a pair of probe pulses, consisting of a user-defined number of evenly spaced
rays, interact with an orthogonally propagating target pulse. The two probe pulses corre-
spond to one temporal instance and result in one reconstructed frame. The situation is
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illustrated in Fig. 4.19a, with arrows indicating the direction of the pulses. Initially, the
directions are identical for all rays within a sub-pulse and are defined such that the pulses
will perfectly overlap at the plane x = 0.

The rays are propagated one time step at a time using a fourth-order Runge-Kutta method
until they reach a user-defined output plane (x = 0.5 mm in this case). As the rays propa-
gate, they experience an altered refractive index due to the high-intensity target pulse. The
target pulse is modeled as a propagating and focusing 3D refractive index field, and at each
time step, the field values are interpolated to the positions of the probing rays. The target
pulse can thus be likened to a radially shrinking lens moving at the speed of light. From
the 3D gradient of the refractive index field, the change in direction of each ray can be
determined, and their positions and directions are subsequently updated. Ordinary ray-
tracing programs typically assume stationary optical components, but for this model to be
accurate, the light-bending optical component must propagate as fast as the probe pulses.

As the probing rays reach the output plane, their time spent in the interaction volume, their
positions, and directions are recorded. From the positions and directions, their projected
positions at a user-defined image plane are computed. At this plane, the two probe pulses
are synthetically made to interfere, with the local phase of the interference pattern deter-
mined by the exit times of the rays. One such interference pattern is displayed in Fig. 4.19b,
along with its Fourier transform. As a sanity check, it can be confirmed that the angle ¢
of the interference pattern is identical to the rotation angle of the pulses in the interaction
volume in Fig. 4.19a, and that the period matches the value predicted by the convergence
angle of the pulses.

Depending on the position of the image plane, the appearance of the reconstructed phase
images will vary. With an image plane far from the target plane, the observed structure will
be larger, and the dynamic range of the phase signal will be higher. This effect is quantified
in Fig. 4.19¢, where dynamic range and size are plotted against the image plane offset. These
behaviours are also observed in experimental data, for example, in figure 6 of Paper v. The
magnitude of the refractive index field has been adjusted so that the dynamic range of the

model phase images approximately match what we observe under experimental conditions.
17

In order to quantify how much of the observed phase is a result of deflection, the light
bending properties of the model was turned off and the result was compared with previous
results. As illustrated in Fig. 4.19d, the difference in observed phase when deflection of rays
is accounted for and when it is not is on the order of 1078 radians, which is negligible
in comparison to the actual phase shift of approximately five radians. It can therefore be

7For the images in Fig. 4.19f the dynamic range is approximately 0.7. These images were acquired with an
image plane offset near zero, and their dynamic range should hence be compared to the minimum modeled
dynamic range in Fig. 4.19¢, which is sligtly below 1.
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Figure 4.19: Model and analysis of the interaction between a focusing high-intensity target pulse and two converging probe
sub-pulses, which subsequently interfere to produce an interference pattern. (a) Visualization of the interaction
between the sub-pulses and the target pulse. The arrows indicate the propagation directions of each pulse. The
interaction induces a delay in the probe pulses, leaving visible imprints. (b) The detector image, generated by
projecting each sub-pulse onto a user-defined image plane after interacting with the target pulse and computing
the resulting interference pattern. The rings indicate the positions of the pulses, which vary with the image plane
offset. (c) The dynamic range and size of the structure observed in the reconstructed phase images in (e) as a
function of the image plane offset. (d) Difference in detected phase change when deflection of rays is accounted
for and when it is not. (e) Phase images reconstructed from synthetic detector images, similar to (b). The black
arrow highlights a rounded edge in the direction of propagation, also observed in the experimental data in (e). (f)
A 2 Tfps phase image sequence, showing the same rounded leading edge (black arrow) as seen in the modeled

phase images.
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concluded that the vast majority of the observed phase shift in the FRAME experiments in
Paper v is due to delay (interferometric effects), rather than deflection of rays.

Another feature explained by the model is a finding made when examining phase images
from Paper v, acquired under experimental conditions similar to those in the model. The
observation was that the leading edge of the trace left by the propagating target pulse is
curved, as marked by black arrows in the experimental phase images in Fig. 4.19f. This is
somewhat peculiar, as the target pulse is so short in duration (~ 30 fs) that it is essentially
flat (~ 10 pm), resembling a pancake. Seen from the side one could expect it to appear
as a line. However, a similar rounded edge is also seen (and marked by a black arrow) in
the model phase images in Fig. 4.19¢. The reason for the curved imprint becomes apparent
when a slow-motion simulation of the interaction between the target and probe pulses is
examined. Due to the orthogonal—but otherwise identical—forward motion of the target
and probe pulses, each vertical slice (in the x-z plane) of the target pulse interacts with a
different vertical slice (in the y-z plane) of the probe pulses. As a result, it is in practice
the front, rather than the side, of the target pulse that becomes imprinted onto the probe
pulses.

It was actually this observation that motivated the development of the model, to determine
the shape of the imprint in the probe pulses. The model images in Fig. 4.19¢ show the
same curved leading edge but lack the trailing features seen in the experimental images.
This is because, in the model, there are no lingering effects—the target pulse only affects
the probe pulses when they overlap. In reality, the matter behind the target pulse is altered
by it, leaving a trace behind the pulse. Even if this effect is not accounted for the model
replicates the rounded leading edge. By allowing the dynamic interaction between probe
pulses and target pulse to be visualized the reason for the rounded edge becomes very clear.

Chapter summary

In this chapter, we have investigated the achievable sequence depth of FRAME and demon-
strated that it can extend to at least several hundred frames. Additionally, we have discov-
ered that FRAME inherently possesses the ability to extract phase information, which we
have applied to ultrafast imaging by visualizing the propagation of laser filaments in air.
However, most of the results from the papers I have contributed to are not detailed here
but can be found in the attached publications. Instead, this thesis has focused on the
underlying work leading to those results and the rationale behind our experimental and
methodological choices. In some cases, I have expanded on the discussion of key findings
or provided an improved analysis. While I have placed particular emphasis on my own
contributions, all of this work has been a team effort.
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In the next and final chapter, I will place these developments into a broader context, con-
sidering their significance within the wider field of ultrafast imaging.
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Chapter s

Conclusion and outlook

1 FRAME and the history of imaging.

In the first chapter of this thesis, I broadly outlined the history of imaging, focusing on
major milestones such as the advent of cameras and digital imaging. These milestones rep-
resent qualitative advancements in the sense that they introduced entirely new capabilities,
which in some cases completely transformed the way we acquire image data. If such a break-
through proves viable, it is typically followed by quantitative improvements over the years
to come. These refinements do not introduce fundamentally new capabilities but incre-
mentally enhance existing features such as pixel size, sensitivity and shutter speed, which in
turn directly improve the resolution, contrast, and exposure time. It is crucial to recognize
that without these painstaking, sometimes tedious, quantitative improvements, qualitative
breakthroughs would amount to little, as most techniques are not born mature and ready
for use.

When FRAME was first introduced the use of short laser pulses for optically multiplex-
ing ultrafast image sequences was not an entirely new concept[100, 99], meaning that the
fundamental milestone had already been achieved. As for breakthroughs in general, this
milestone was not about a specific technique but rather about managing to decouple the
frame rate of a video sequence from the camera speed, thus allowing frame rates to ex-
ceed those imposed by sensor readout speed. FRAME also achieved this decoupling, but
through a new technical solution, building on the inventors previous work in structured
illumination [139, 140, 141, 142]. While FRAME itself may not represent a major qualitative
leap in ultrafast imaging capabilities, its specific technical implementation was qualitatively
new. Consequently, FRAME should be viewed as part of the broader trend of employing
ultrafast lasers for single-shot ultrafast imaging, and as such as a significant contribution to
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the ongoing quantitative refinement of these techniques.

This overarching development is unlikely to be a dead end, and therefore we should expect
continuous improvements over time. Given that this era of imaging is only about a decade
old, it is unreasonable to expect perfect image quality at this stage. Hence, when someone in
the future writes the complete history of imaging, STAMP, CUD, FIP, and FRAME images
from today will likely (and hopefully) be treated similarly to how the earliest daguerreotypes
or the first digital images (see Fig. 1.2c and Fig. 1.3a) are viewed in hindsight, i.e. asa starting
point for what would become an indispensable imaging technique.

This perspective should also be applied to the contributions of this thesis; as incremental but
meaningful improvements to ultrafast imaging in general and FRAME in particular. One
such improvement is the demonstration of much longer sequence depths. This result will
likely serve as an encouragement, and insurance that it is technically feasible, to those that
in the future will try to achieve long FRAME sequences in the more challenging ultrafast
regime. The one improvement that could be considered qualitative, in the sense described
above, is the introduction of phase sensitivity to FRAME. However, this is only a qualitative
step forward within the narrow scope of FRAME itself, as other ultrafast techniques had
already demonstrated phase sensitivity [143, 117]. That said, the level of detail we achieved in
our ultrafast imaging of plasma events in Paper v represents an improvement over previous
studies—perhaps not a qualitative leap in the ultrafast imaging community, but certainly
a significant step forward, and as such, an important contribution.

2 FRAME and other ultrafast imaging techniques

One sign that we are indeed in the early stages of the ultrafast imaging era is the sheer
number of techniques currently being developed. We can compare this situation to the
early days of photography, when different photosensitive materials and formulas were be-
ing tested until a clearly superior solution emerged. We might be in a similar situation
today, where the search is ongoing for an ultimate solution that will surpass all others and
dominate ultrafast imaging for the foreseeable future. At present, no such solution appears
to exist. To the best of my knowledge, no single technique has yet demonstrated ultrahigh
temporal resolution while simultaneously achieving high spatial resolution, long sequence
depth, large field of view, and strong sensitivity to relevant signals. Each existing method
has inherent limitations. For instance, STAMP relies on probe pulses with different wave-
lengths, making it unsuitable for spectrally sensitive measurements. CUP suffers from a
trade-off between spatio-temporal resolution and signal strength due to electron repulsion
in the streak camera. FRAME, while versatile, cannot be operated passively on an ultra-
fast timescale, and is yet to demonstrate long sequences in the ultrafast regime. Given
these constraints, it remains uncertain whether a single technique will ever dominate, or if
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trade-offs will always necessitate the approach to be tailored to the specific application.

Being in this new imaging regime means that the field is somewhat uncharted, and unfor-
tunately, that it lacks a golden standard for defining what is good ultrafast imaging. This,
and the realization that imaging speeds are no longer constrained by electronic limitations,
is likely the reason that so much emphasis has been placed on achieving the highest possible
frame rates. This focus is evident from numerous explicit claims of world record speeds,
including from our own group [99, 130, 115], and from the frequent inclusion of frame rate
values in paper titles [144, 88, 109, 108, 90]. While frame rate is undoubtedly an important
parameter, it should not be the sole criterion for evaluating an ultrafast imaging technique.
Doing so is somewhat analogous to stating the maximum RPM of a car; while relevant, the
actual speed of the car is also influenced by multiple other factors.

From my own experience, and from looking at both my own and others’ data, the parameter
that is often lacking is actually not frame rate. I have rarely contemplated an ultrafast image
sequence and thought: ”If only the frame rate was higher!” Instead, I have wished for longer
sequences and better image quality in the individual frames. This certainly applies to the
ultrafast data presented in this thesis. In my view, the scientific value of the image sequences
in, for example, Figures 4.15 and 4.19f would benefit far more from improved image quality
than from a higher frame rate. An increased frame rate would probably be more of technical
than practical significance.

To facilitate comparisons between different techniques, I have argued that the temporal
dimension should be treated analogously to the spatial dimension, and that the most im-
portant temporal parameters are temporal resolution ! and sequence depth, which corre-
spond to spatial resolution and field of view, respectively, in the spatial domain. When
evaluating which technique performs best, these parameters should take precedence over
metrics such as frame rate and number of pixels. Ideally, a standardized benchmarking
test should be established, in which spatial and temporal resolution are measured from a
dynamic target. To enable measurements of the highest temporal resolutions, this target
must be ultrafast—practically, it would have to be an instantaneous laser-induced event,
such as filamentation.

If T were forced to make an argument for why FRAME might be the strongest candidate
for ultrafast imaging, I would emphasize three key aspects. First, it is relatively easy to
use. The only fundamental requirement is that the target must be illuminated with spa-
tially modulated light, which is achieved simply by imaging a grating or a diffractive optical
element (DOE) onto the target. This is significantly simpler than, otherwise similar, ultra-
fast holographic methods, where each probe pulse must be both spatially and temporally
aligned to match a separate reference pulse for interference pattern generation. Also, the

'An ultrahigh temporal resolution inherently requires an ultrahigh frame rate, while ultrahigh frame rate
does not necessarily imply high temporal resolution.
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post-processing in FRAME is based on Fourier analysis, which is computationally efficient
and can be implemented in fewer than ten lines of code. ? This allows for nearly instant
access to processed data during experiments, greatly enhancing workflow in the laboratory.

Second, FRAME is highly versatile. It can be implemented with a wide range of wave-
lengths, which can either be identical or unique across the probe pulses. In contrast, some
other techniques require probe pulses to be spectrally distinct, which not only complicate
spectrally sensitive measurements, but also require broadband light-sources. FRAME im-
poses no such constraint and can be applied across vastly different timescales, as well as in
both microscopic and macroscopic configurations, as demonstrated in this work. An addi-
tional advantage of FRAME’s compatibility with various light sources and pulse durations
is that new operators can gain confidence and understanding using more affordable and
less hazardous lasers before committing to ultrafast operation.

Third, FRAME is inherently highly sensitive to refractive index gradients and has been
demonstrated with high spatial and temporal resolution in an ultrafast configuration. These
properties have been specifically demonstrated in the context of this work and are of par-
ticular importance for ultrafast imaging, as potential ultrafast targets tend to be transparent
and microscopic in scale.

3 FRAME and the Future

As already emphasized, it is still too early to determine which technique—if any—will
become dominant in the field of ultrafast imaging. Ultimately, the defining factor for a
technique’s success will not be a performance statistic, but its scientific impact in fields be-
yond ultrafast imaging. In other words, for FRAME to remain relevant, it is not enough
to demonstrate ever-improving performance if that performance is not put to practical use.
Ideally, we want researchers from other fields to adopt the technique to address existing
scientific questions. Naturally, the technique itself must undergo technical development
before widespread adoption can occur, but at some point, a transition from technical re-
search to applied research must take place. Hopefully, we are at the beginning of this
transition, and in the coming years, we will see more research groups utilizing FRAME
as a diagnostic tool for their specific studies. In the long run, such a transition will likely
accelerate the technical development of FRAME, as broader adoption will lead to increased
investment in the technique.

To facilitate the transition from technical to applied research, two major developments are
necessary. The first concerns the quality of the data produced in FRAME experiments.
While improvements are needed, the focus should not be on increasing the frame rate

2In Matlab, Python or similar high-level language.
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but rather on enhancing the image quality of individual frames. This includes improving
contrast and spatial resolution to ensure that the finest details of dynamic targets can be
observed and accurately traced. To minimize motion blur, improving temporal resolution
may also be necessary, but the primary goal should be to make the reconstructed frames as

sharp as possible.

The second consideration is ease of operation. When designing the split, delay, and mod-
ulate device (SDMD) for the setup in Paper v, the goal was to create a "ZFRAME box” ?
—a device that could be easily implemented in various experimental setups. I believe this
remains a valid goal and should serve as a guiding principle in the coming years. If FRAME
is to be widely adopted, it must be easy to set up and operate. However, I believe there
is significant room for improvement beyond the SDMD developed in this work. For ex-
ample, by sacrificing some temporal control, it should be possible to drastically reduce the
number of components, making the system much easier to use.

Ideally, the device should be a closed unit, perceived by the user as a single component—
much like a camera lens. This "FRAME tube” could be designed so that a single input pulse
exits as ten (or so) temporally distinct probe pulses with unique modulations. A complete
experimental setup would then “only” require an ultrashort laser source, a few mirrors for
alignment, the FRAME tube, and a camera. One possible approach to constructing the
FRAME tube would involve a diffractive optical element (DOE), followed by a stepped
glass sheet, and a lens. The DOE would split the input pulse into sub-pulses at different
angles (defining the spatial frequencies), the stepped glass sheet would delay the sub-pulses
pairwise (setting the timing), and the lens would project the sub-pulses onto the target
(effectively imaging the DOE onto the target). Such a device would likely make FRAME
an even more compelling diagnostic tool and further its impact across relevant scientific

fields.

All in all, this aligns with the ultimate goal of our research: to contribute to the ongoing
progression that gained momentum during the scientific revolution, when the importance
of observation was realized, and tools such as microscopes and telescopes enabled deeper
insights into the natural world. Whether FRAME will become such an iconic instrument
in the hands of researchers remains an open question. However, the pursuit of expanding
our observational capabilities has been the fundamental driving force behind the research
presented in this thesis, and seeing FRAME contribute to future scientific breakthroughs
would be the ultimate reward.

¥That name, though descriptive, never stuck with me.
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Chapter 6

Appendix

Appendix A: Resolution from edge

When analyzing how a perfect step edge (from intensity o to 1) is blurred by a Gaussian
point-spread function of standard deviation o, we find that the resulting intensity profile
can be written as

Ew) =3 [1+erf(£)],

where, erf is the error function, which arises naturally from integrating the Gaussian func-

tion ¢~* and is defined by
2 [* .
erf(x) = / e’ de
V7 Jo

From the blurred edge expression, the points at which the intensity is 75% and 25% of the
maximum occur at

x759, &~ +0.6750 and x50, = —0.6750,
so the distance over which the intensity drops from 75% to 25% is

dso% = X75% — X25% = 135 ag.

A Gaussian also has a known relationship between its standard deviation and its full width
at half maximum (FWHM):

FWHM = 2+/2 In(2) 0 =~ 2.3550.
According to Lord Rayleigh’s criteria two identical Gaussian spots are just resolved when

they are separated by 1.19 x FWHM (see Equations 2.1 and 2.2). Calling this minimal
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resolvable separation 7, we therefore have
r=1.19-2.3550 = 2.800,

and, since 450, = 1.35 0, it follows that

2.80
= ——digr =~ 2.1dsy0;.
r 1.35 50% 50%
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(YB)

Paper I: Long sequence single-exposure videography using spatially modulated illumina-
tion

Summary: The main objective of this publication was to investigate the limits of optical
multiplexing with FRAME, specifically how the number of multiplexed images affects im-
age quality. This was examined by imaging a rotating computer fan, a high-pressure water
injection event, and a stationary resolution target.

Contribution: I designed and built the experimental setup, with guidance from EK. VK
assisted with the software integration of the digital mirror device (DMD). I developed the
control software for both the DMD and the camera. I conducted all experiments and
performed the majority of the data analysis. VK and EK carried out the analysis related
to the resolution target and wrote the corresponding sections of the manuscript. I wrote
the remaining parts of the manuscript. I did not participate in the review process due to
parental leave. All authors reviewed the manuscript.

Paper II: Snapshot multicolor fluorescence imaging using double multiplexing of excita-
tion and emission on a single detector

Summary: The objective of this study was to investigate whether FRAME multiplexing
of both multispectral illumination and multispectral emission could enhance fluorophore
classification. This was examined using doubly modulated FRAME, generating a total of
24 spectral snapshot images of nine different fluorophores. These images were analyzed and
used for classification.
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Contribution: I developed and performed the analysis for fluorophore classification. All
authors reviewed the manuscript.

Paper I1I: High-speed videography of transparent media using illumination-based mul-
tiplexed schlieren
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for all distinct image features.

Contribution: I performed the uncertainty calculations, establishing the link between ac-
celeration dispersion and average segmentation error. All authors reviewed the manuscript.

Paper V: Ultrafast single-shot imaging of laser induced plasma events in air

Summary: The primary objective of this study was to demonstrate the capability of FRAME
for interferometric imaging of transparent events in a microscopic configuration at ultra-
fast frame rates. To achieve this, we imaged laser-induced plasma events, including fila-
mentation, in air. The results included highly detailed image sequences capturing chaotic
breakdown and filament formation.

Contribution: I designed, prototyped, and built the 3D-printed unit for probe pulse gen-
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eration, delay, and modulation. I assembled the experimental setup and developed the
control software. I performed the experiments with assistance from YB. I conducted all
data analysis and wrote the manuscript, which EK finalized. All authors reviewed the
manuscript.

Paper VI: Coherence lifetime imaging

Summary: The objective of this study was to track the molecular dynamics of a laser-
induced plasma. This was achieved by combining FRAME with Coherent anti-Stokes
Raman Spectroscopy (CARS) to generate an image sequence of laser-induced molecular
alignment. The sequence was analyzed to produce a pixel-wise map of the coherence life-
time, linking lifetime to the dynamic state of the process.

Contribution: I designed and assisted in constructing the unit for probe pulse generation,
delay, and modulation. I conducted the interferometric analysis of the images.
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