
LUND UNIVERSITY

PO Box 117
221 00 Lund
+46 46-222 00 00

Water management of proton exchange membrane fuel cells

two-phase flow simulation in gas diffusion layers and channels
Yang, Danan

2025

Document Version:
Publisher's PDF, also known as Version of record

Link to publication

Citation for published version (APA):
Yang, D. (2025). Water management of proton exchange membrane fuel cells: two-phase flow simulation in gas
diffusion layers and channels. [Doctoral Thesis (compilation), Department of Energy Sciences]. Department of
Energy Sciences, Lund University.

Total number of authors:
1

Creative Commons License:
CC BY

General rights
Unless other specific re-use rights are stated the following general rights apply:
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors
and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the
legal requirements associated with these rights.
 • Users may download and print one copy of any publication from the public portal for the purpose of private study
or research.
 • You may not further distribute the material or use it for any profit-making activity or commercial gain
 • You may freely distribute the URL identifying the publication in the public portal

Read more about Creative commons licenses: https://creativecommons.org/licenses/
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove
access to the work immediately and investigate your claim.

https://portal.research.lu.se/en/publications/1a970fda-249e-4a28-8df8-9a550c6ed371


Water Management of Proton 
Exchange Membrane Fuel Cells
Two-phase Flow Simulation in Gas Diffusion Layers and Channels

DANAN YANG  

DEPARTMENT OF ENERGY SCIENCES | FACULTY OF ENGINEERING | LUND UNIVERSITY



Faculty of Engineering (LTH)
Department of Energy Sciences

Division of Heat Transfer

ISBN 978-91-8104-577-2 
ISSN 0282-1990

ISRN: LUTMDN/TMHP-25/1182 9
7
8
9
1
8
1

0
4
5
7
7
2



Water Management of Proton Exchange Membrane Fuel Cells
Two-phase Flow Simulation in Gas Diffusion Layers and Channels



Academic Integrity Statement

During the preparation of this thesis, ChatGPT has been employed to polish part of
the thesis text. The author preserves full responsibility for the content, originality,
and academic integrity of the work. All AI-assisted text revisions have been carefully
reviewed and confirmed.

The front cover is generated with the assistance of Sora (OpenAI), together with the
provided reference images and command prompts.

All figures and tables are either original contributions or reproduced from published
articles with permission from the respective publishers.

All software tools used in this thesis comply with relevant legal and institutional regu-
lations. They are either open-source or operated under appropriate and valid software
licenses.



Water Management of Proton Exchange
Membrane Fuel Cells

Two-phase Flow Simulation in Gas Diffusion Layers and
Channels

Danan Yang

DOCTORAL DISSERTATION
Doctoral dissertation for the degree of Doctor of Philosophy

Thesis supervisors: Prof. Martin Andersson, Asst. Prof. Himani Garg

Faculty opponent:
Dr.-Ing. Alexander Stroh

Institute of Fluid Mechanics, Karlsruhe Institute of Technology (KIT),
Germany.

To be presented, with the permission of the Faculty of Engineering (LTH) of Lund University, for public

criticism on Friday, the 29th of August 2025 at 10:15 AM in LTH, Lund, Sweden.



D
O

K
U

M
E

N
TD

AT
A

B
LA

D
en

lS
IS

61
41

21

Organization

LUND UNIVERSITY
Department of Energy Sciences
Box 118
SE–221 00 LUND
Sweden

Author(s)

Danan Yang

Document name

DOCTORAL DISSERTATION
Date of disputation

2025-08-29
Sponsoring organization

China Scholarship Council (CSC)

Title and subtitle

Water Management of Proton Exchange Membrane Fuel Cells: Two-phase Flow Simulation in Gas Diffusion
Layers and Channels
Abstract

Effective water management remains a significant challenge for proton exchange membrane fuel cells.
Water product can accumulate in porous electrodes and flow channels, causing flooding that hinders reactant
gas transport to the catalyst sites and degrades performance. Understanding two-phase flow behavior in gas
diffusion layers and channels is crucial for improving drainage and overall efficiency.

This thesis presents a series of numerical investigations into two-phase flow in gas channels and gas dif-
fusion layers, utilizing the volume of fluid method within the OpenFOAM v7 framework. The study focuses
on the following key aspects: (i) the impact of bipolar plate surface wettability and water inlet design on
channel water transport and pressure drop; (ii) the effects of fiber geometry and additive content on gas dif-
fusion layer structure and liquid distribution; and (iii) the influence of liquid inlet configurations and gas
outlet conditions of gas diffusion layers on overall water transport. A stochastic reconstruction algorithm was
developed to generate the fibrous structure of gas diffusion layers, enabling systematic evaluation of fiber
diameter, curvature, and additive content on capillary pressure and water saturation.

Experimental results indicate that prolonged operation of bipolar plates leads to a wettability transition
from hydrophobic to hydrophilic, accompanied by performance degradation. This transition further acceler-
ates under sustained use of hydrophilic plates and is associated with increased transport resistance, implying
a higher risk of flooding. Two-phase flow simulations in a straight gas channel confirm that hydrophobic
surfaces facilitate faster water removal, reduce accumulation, and stabilize pressure drops more effectively
than hydrophilic ones.

In addition, two-phase flow simulations of gas diffusion layer and channel assemblies have been conduc-
ted. Results reveal that fiber diameter and curvature critically affect two-phase flow in gas diffusion layer and
channel assemblies. Larger diameters enlarge pores, causing earlier breakthrough and greater water retention
in the gas diffusion layers, while higher curvature enhances capillary pressure and spreading, increasing sat-
uration. Variability in liquid transport mainly stems from random fiber stacking but decreases with increased
curvature. Additives reduce small pores; their effect is negligible under hydrophobic conditions at low load-
ings but becomes significant at higher concentrations. Water inlet configuration of the gas diffusion layer also
plays a key role: full-area inlets ensure broad wetting, whereas localized inlets generate discrete flow paths.
Allowing reverse gas flow alters liquid distribution, emphasizing counter-flow effects. The results highlight
the critical influence of channel surface wettability, water inlet configuration, fiber geometry, and additive
content on two-phase transport efficiency.
Key words

Proton exchange membrane fuel cell; Two-phase flow; Volume of fluid; Gas diffusion layer; Gas channel;
Water saturation; Capillary pressure; Pressure drop

Classification system and/or index terms (if any)

Supplementary bibliographical information Language

English

ISSN and key title

ISSN: 0282-1990
ISRN: LUTMDN/TMHP-25/1182

ISBN

978-91-8104-577-2 (print)
978-91-8104-578-9 (pdf)

Recipient’s notes Number of pages

240
Price

Security classification

I, the undersigned, being the copyright owner of the abstract of the above-mentioned dissertation, hereby
grant to all reference sources the permission to publish and disseminate the abstract of the above-mentioned
dissertation.

Signature Date 2025-05-14



Water Management of Proton Exchange
Membrane Fuel Cells

Two-phase Flow Simulation in Gas Diffusion Layers and
Channels

Danan Yang

DOCTORAL DISSERTATION
Doctoral dissertation for the degree of Doctor of Philosophy

Thesis advisors: Prof. Martin Andersson, Asst. Prof. Himani Garg
Faculty opponent: The Joker

To be presented, with the permission of the Faculty of Engineering (LTH) of Lund University, for public

criticism on Friday, the 29th of August 2025 at 10:15 AM in LTH, Lund, Sweden.



A doctoral thesis at a university in Sweden takes either the form of a single, cohesive re-
search study (monograph) or a summary of research papers (compilation thesis), which
the doctoral student has written alone or together with one or several other author(s).

In the latter case the thesis consists of two parts. An introductory text puts the research
work into context and summarizes the main points of the papers. Then, the research
publications themselves are reproduced, together with a description of the individual
contributions of the authors. The research papers may have already been published or
are manuscripts at various stages (in press, submitted, or in draft).

Cover illustration: The front cover includes an AI assistant picture based on a provided
stochastic GDL. The back cover shows the pore network extraction from Paper III.
Funding information: Computer time for this research was partly provided by the Swedish
National Infrastructure for Computing (SNIC) and its successor, the National Academic Infra-
structure for Supercomputing in Sweden (NAISS). This support was provided through fund-
ing from the Swedish Research Council under grant agreement no. 2018-05973 and 2022-
06725. Additional computational resources were provided by the Centre for Scientific and
Technical Computing at Lund University (LUNARC), through reference no. LU 2025/2-40,
supported by Lund University. The work is mainly funded by the China Scholarship Council
(202006070174).

© Danan Yang 2025
Paper I • © 2024, reproduced under CC-BY 4.0 from Elsevier.
Paper II • © 2023, reproduced under CC-BY 4.0 license from Elsevier.
Paper III • © 2024, reproduced under CC-BY 4.0 license from Elsevier.
Paper IV • © 2024, reproduced under CC-BY 4.0 license IOP Publishing.
Paper V • © by the Authors (Manuscript unpublished)

Division of Heat Transfer
Department of Energy Sciences
Faculty of Engineering (LTH)
Box 118
SE–221 00 LUND
Sweden

ISBN: 978-91-8104-577-2 (print)
ISBN: 978-91-8104-578-9 (pdf)
ISSN: 0282-1990
ISRN: LUTMDN/TMHP-25/1182

Printed in Sweden by Media-Tryck, Lund University, Lund 2025



“天行健，
君子以自强不息；

地势坤，
君子以厚德载物。”

–《周易》





Contents

List of publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
Popular science summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
Nomenclature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

1 Introduction 1
1.1. Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Summary of knowledge gaps . . . . . . . . . . . . . . . . . . . . . . . 4
1.3. Research objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4. Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Literature review on PEMFC two-phase flow 7
2.1. Two-phase flow investigation methods . . . . . . . . . . . . . . . . . . 7

2.1.1. Experimental visualization techniques . . . . . . . . . . . . . . . 7
2.1.2. Numerical simulation models . . . . . . . . . . . . . . . . . . . 9

2.2. Microscale two-phase flow simulation . . . . . . . . . . . . . . . . . . 11
2.2.1. Simulation domain . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.2. Liquid injection and initialization . . . . . . . . . . . . . . . . . 12
2.2.3. Surface wettability . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.4. Microstructure analysis . . . . . . . . . . . . . . . . . . . . . . . 17

2.3. Reconstruction of fibrous GDL . . . . . . . . . . . . . . . . . . . . . . 21

3 Numerical methodology 23
3.1. Governing equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2. Numerical scheme and solver . . . . . . . . . . . . . . . . . . . . . . . 26
3.3. Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.4. Mesh generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.5. Post-processing methods . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4 Stochastic reconstruction of fibrous GDL 37
4.1. Fiber generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38



4.2. Fiber stacking strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.3. Additive structure generation . . . . . . . . . . . . . . . . . . . . . . . 44
4.4. Pore network extraction . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5 Model evaluation and case setup 51
5.1. Evaluation of selected liquid velocity . . . . . . . . . . . . . . . . . . . 51
5.2. Mesh independence study . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.3. Model evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.4. Simulation case setup . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.4.1. Two-phase flow in straight GC . . . . . . . . . . . . . . . . . . . 60
5.4.2. Two-phase flow in GDL and GC assembly . . . . . . . . . . . . 61

6 Results and discussion 65
6.1. Two-phase flow in GCs . . . . . . . . . . . . . . . . . . . . . . . . . . 65

6.1.1. Experimental characterization . . . . . . . . . . . . . . . . . . . 65
6.1.2. BPP channel wettability . . . . . . . . . . . . . . . . . . . . . . 68
6.1.3. GC water injection location . . . . . . . . . . . . . . . . . . . . 70

6.2. Two-phase flow in GDL and GC assembly . . . . . . . . . . . . . . . . 72
6.2.1. Evaluation of GDL liquid injection . . . . . . . . . . . . . . . . 72
6.2.2. Effect of fiber diameter . . . . . . . . . . . . . . . . . . . . . . . 76
6.2.3. Effect of fiber curvature . . . . . . . . . . . . . . . . . . . . . . 77
6.2.4. Effect of additive structure . . . . . . . . . . . . . . . . . . . . . 79
6.2.5. Investigation on GDL water-gas counterflow . . . . . . . . . . . 82

7 Conclusion and outlook 87
7.1. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
7.2. Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

References 91

Scientific publications 115
Author contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115



List of publications

This thesis is based on the following publications, referred to by their Roman numerals:

I The influence of bipolar plate wettability on performance and durability
of a proton exchange membrane fuel cell
D. Yang, P. Fortin, H. Garg, M. Andersson
International Journal of Hydrogen Energy, 95, 1284-1298, 2024
https://doi.org/10.1016/j.ijhydene.2024.08.510

II Numerical simulation of two-phase flow in gas diffusion layer and gas
channel of proton exchange membrane fuel cells
D. Yang, H. Garg, M. Andersson
International Journal of Hydrogen Energy, 48(41), 15677-15694, 2023
https://doi.org/10.1016/j.ijhydene.2023.01.013

III Effect of fiber curvature on gas diffusion layer two-phase dynamics of pro-
ton exchange membrane fuel cells
D. Yang, M. Andersson, H. Garg
International Journal of Hydrogen Energy, 85, 635-651, 2024
https://doi.org/10.1016/j.ijhydene.2024.08.307

IV Two-phase fluid dynamics in proton exchange membrane fuel cells:
counter-flow liquid inlets and gas outlets at the electrolyte-cathode inter-
face
D. Yang, S. B. Beale, H. Garg, M. Andersson
Journal of The Electrochemical Society, 171 (10), 104501, 2024
https://doi.org/10.1149/1945-7111/ad7d3d

V Numerical investigation of two-phase flow transport in additive-treated gas
diffusion layers for proton exchange membrane fuel cells
D. Yang, M. Andersson, H. Garg
Manuscript in preparation

All papers are reproduced with permission from their respective publishers.

iii



Publications not included in this thesis:

I Analysing tortuosity for solid oxide fuel cell anode material: experiments
and modeling
Xiaoqiang Zhang, D. Yang, M. Xu, A. Naden, M. Espinoza-Andaluz, T. Li, J.
T. S. Irvine, M. Andersson
Journal of The Electrochemical Society, 170(9): 094502, 2023
https://doi.org/10.1149/1945-7111/acf884

II Numerical investigation on two-phase flow pressure drop in cathode chan-
nels of proton exchange membrane fuel cells
D. Yang, H. Garg, M. Andersson
ECS Transactions, 114, 577, 2024
https://doi.org/10.1149/11405.0577ecst

III Numerical reconstruction of proton exchange membrane fuel cell gas dif-
fusion layers
D. Yang, H. Garg, M. Andersson
ECS Transactions, 112(4), 49, 2023
https://doi.org/10.1149/11204.0049ecst

iv



Acknowledgements

As I begin writing this page, the emotional narrative hidden behind the research finally
comes to light. Looking back on my doctoral journey, I recall the loneliness of sitting
by the cold window, the hardship of overcoming difficulties, and the joy of sudden
enlightenment. I realize that this is not only the mutual replacement of water and gas
in the microscopic world of proton exchange membrane fuel cells, but also my self-
iteration spanning four years. Those games with two-phase flow simulations are now
like water in the cracks, eventually penetrating the disordered topological structure of
the gas diffusion layer, turning into water droplets, quietly gathering in the channel,
reflecting the light of collective wisdom, and finally flowing to an unknown distance.
This incredible journey cannot be accomplished alone. Here, I would like to express
my sincere gratitude to those who have provided me with guidance, encouragement,
and companionship.

First and foremost, I extend my deepest gratitude to my supervisors, Prof. Martin An-
dersson and Asst. Prof. Himani Garg. I am deeply grateful to Martin for his trust in
my abilities and for providing me with the opportunity to pursue my studies here. I
am pleased to witness and celebrate his promotion to Professor. I am also profoundly
thankful to Himani, who transitioned from a two-day office mate into my important
co-supervisor at the very start of my doctoral journey. I am delighted to see her pro-
motion to Assistant Professor, which is a well-deserved recognition of her dedication
and efforts. Their expertise, insightful feedback, and unwavering support have played
a crucial role in shaping my academic growth. Their patience and encouragement not
only guided my studies but also strengthened my confidence as a researcher. Through
their support, I have participated in international conferences, which led to my involve-
ment in two significant collaborations during my doctoral studies. Thanks for Martin’s
invitation to your home party. I owe special thanks to Himani, whose constant encour-
agement and meticulous guidance, even down to pronunciation corrections, signific-
antly improved my English presentation skills ahead of my conference talks. Beyond
academics, their kindness and support during difficult times for me and my family have
been a huge comfort, and I am truly grateful for that.

I am also sincerely thankful to my collaborators, Dr. Patrick Fortin and Prof. Steven B.
Beale, for their invaluable insights and contributions, which have significantly enriched
my research. I appreciate Steven for his active participation in online discussions, as
well as his rigorous expectations in numerical simulations, writing, and visualization,
which encouraged me to refine my work. I am equally grateful to Patrick for introdu-
cing me to the different experimental aspects of fuel cell research, which broadened
my understanding and skill set. This research trip was initially made possible by the
help of the Assoc. Prof. Tingshuai Li. Thank you for your valuable advice on applying

v



for the scholarship and for your greetings during my time abroad. I would also like to
thank the senior staff who have made great efforts to secure supercomputing resources,
which have greatly benefited my research.

I would also like to thank all my current and former colleagues in the Department of
Energy Sciences for creating a friendly and inclusive research environment. I am grate-
ful for the interesting and insightful conversations in the lunchrooms at Kemicentrum
and M-huset, and for their collaborative spirit in tackling challenges in both course and
research projects. I will cherish many unforgettable shared activities, e.g., department
breakfast gathering every Wednesday; making and eating dumplings together in the
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Popular science summary

Green energy is important in making electricity while keeping the planet clean. One
terrific way to do this is with a proton exchange membrane fuel cell. It makes electricity
using hydrogen and oxygen gas, and the only leftovers are water and heat without
pollution. Imagine it like a high-tech sandwich, with layers of different sponge-like
”bread” (called porous structures) in the middle, and each layer is filled with tiny pores
of various sizes. The two sides are flanked by plates with grooves (small channels).
Hydrogen and oxygen separately enter through channels in the two plates, pass through
the tiny connecting pores, and reach the central area. There, a special reaction occurs,
producing water and energy to power cars, houses, and more!

While water is naturally made in the fuel cell, it also presents a significant challenge.
Since fuel cells work at warm but not very hot temperatures (around 60–80 ◦C), most
of the water stays as a liquid. The water needs to be removed so the fuel cell can keep
working smoothly. Think of it like breathing through a straw: if there is too much
water inside, the air cannot get through, and one will struggle to breathe. In the same
way, if water gets stuck inside the tiny pores and channels of the fuel cell, it blocks
the hydrogen and oxygen from getting where they need to go. This makes the fuel
cell work less efficiently or even completely stop working. Thus, controlling the water
inside the fuel cell is crucial to keep it running well for a long time.

Understanding the movement of water and gases inside fuel cells could provide better
guidance for managing water. But, it is not straightforward to observe internal fluid
flow directly because the fuel cells have a closed and opaque structure. Advanced
image scanning techniques are utilized to visualize water movement, much like using
X-rays or nuclear magnetic resonance to reveal internal structures in the human body.
However, these methods are expensive, difficult to access, and not flexible enough for
many studies. As a result, computer-based numerical simulations have emerged as a
viable alternative. These models provide a three-dimensional representation of velocity,
pressure, and water content over time, offering insights that are otherwise difficult to
obtain experimentally.

Even though significant improvements have been made in studying how water and air
move in fuel cells, there are still many unanswered questions. One of the ongoing
debates is: Should the inside walls of fuel cell channels repel water (hydrophobic)
or attract it (hydrophilic) to work better? Another challenge is that many simulations
study different parts of the fuel cell separately, such as the gas channels or one of the
sponge-like porous layers made of stacked tiny fibers (hence the fibrous layer). Few
studies have examined how these two layers work together, making it harder to under-
stand how water flows between them. Another research gap involves the role of fiber

vii



structure within the fibrous porous layer. The effects of fiber shape, such as thickness
and curvature, on the overall pore structure and water transport remain underexplored.
Furthermore, defining how water enters the simulation space is not standardized. Dif-
ferent models use varying inlet designs, ranging from local to global water inputs or
single-hole versus multi-hole configurations. The impact of these choices on simulation
accuracy is not yet fully understood.

To address these limitations, this thesis employs a popular numerical model, the volume
of fluid model, in an open-source simulation framework to examine water-gas transport
in a porous layer and channel assembly. This model can simulate how water and gases
move while maintaining a clear boundary between them, ensuring their natural separa-
tion, also known as immiscibility. A new method for reconstructing the fibrous porous
layer has been developed, mimicking the stacking of cylindrical spaghetti in a bowl
to create pore spaces. The findings reveal that hydrophobic channel surfaces initially
enhance water removal but may gradually develop a hydrophilic property over time,
affecting long-term performance. The study also shows that increasing fiber diameter
reduces water accumulation in the porous layer but leads to greater accumulation in the
gas channel, requiring a balance in drainage design. Additionally, fiber curvature has a
significant impact on water movement. Higher curvature increases the number of small
pores, which slows down water transport and causes water to remain trapped for longer
periods. It is like water in a dense sponge with tiny pores, moving slowly, while in a
loose sponge with larger pores, it can flow easily.

Another important discovery is that the randomness of fiber influences simulation out-
comes. Even when porous layers have nearly identical porosity (pore space) and dimen-
sional size, differences in fiber arrangement during stacking led to variations in water
behavior. In particular, straight-fiber porous domains exhibited inconsistent water dis-
tribution, while curved-fiber porous domains had more uniform saturation patterns.
This suggests that running multiple simulations with different random fiber arrange-
ments is crucial for obtaining reliable predictions, a factor that has been frequently
overlooked in previous studies. Furthermore, the results indicate that the water inlet
configuration has a significant influence on drainage patterns. To ensure more accur-
ate assessments of porous layer performance, a global inlet design is recommended for
thorough evaluation of water transport.

This thesis makes two significant contributions to the field. First, it introduces a novel
method for reconstructing fibrous porous structures, incorporating fiber characteristics
to provide a more realistic model for studying the internal fluid transport. Second,
the simulation results provide more profound insights into two-phase flow behavior,
enabling future studies to enhance fuel cell design and develop more efficient water
management strategies for proton exchange membrane fuel cells.
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Abstract

Proton exchange membrane fuel cells are a promising green energy conversion tech-
nology for clean and sustainable power generation. However, effective water manage-
ment remains a critical challenge. Water produced by electrochemical reactions can
accumulate within porous electrodes and flow channels, leading to flooding that im-
pedes the reverse transport of reactant gases to the reaction zone, thereby reducing fuel
cell efficiency. A comprehensive understanding of two-phase flow behavior within gas
diffusion layers and channels is essential for optimizing water removal strategies and
enhancing overall performance. Despite extensive experimental and numerical invest-
igations, the detailed dynamics of liquid–gas transport and interfacial interactions in
these components remain inadequately characterized.

This thesis presents a series of high-fidelity numerical investigations of two-phase flow
evolution in gas channels and gas diffusion layers, conducted using the volume of fluid
method within the OpenFOAM v7 framework. The research investigates the water-gas
interactions with a focus on (i) effects of bipolar plate surface wettability and water in-
let configuration on channel water transport and pressure drop; (ii) the influence of fiber
shape and additive content on microstructure topology and transport properties; and the
role of liquid inlet configurations and gas outlet boundary conditions of gas diffusion
layers on water transport. To facilitate these analyses, a stochastic reconstruction al-
gorithm was developed to generate detailed fibrous representations of the gas diffusion
layer, enabling a systematic study of fiber diameter, curvature, and additive structure
content on capillary pressure and water saturation.

Experimental characterization of proton exchange membrane fuel cells reveals per-
formance degradation concomitant with a transition of bipolar plate surface wettabil-
ity from hydrophobic to hydrophilic following extended operation. This degradation
process accelerates under continuous use of hydrophilic plates and correlates with in-
creased transport resistance, suggesting an elevated flooding probability. To verify this
hypothesis, two-phase flow simulations conducted in a straight gas channel demon-
strate that hydrophobic channel surfaces promote more rapid water evacuation, minim-
ize water accumulation, and stabilize pressure-drop fluctuations more effectively than
hydrophilic surfaces.

In addition, two-phase flow simulations of gas diffusion layer and channel assemblies
reveal that fiber diameter and curvature exert a pronounced influence on liquid trans-
port. At constant porosity, increasing the fiber diameter enlarges pore spaces, precip-
itating earlier liquid breakthrough and increasing water retention within the gas diffu-
sion layer, while reducing saturation levels in the adjoining hydrophilic flow channels.
Conversely, increasing fiber curvature introduces a greater proportion of smaller pores,

ix



increasing capillary pressure and promoting liquid spreading, which in turn enhances
overall water saturation. Multi-sample analyses, employing consistent stochastic re-
constructions, indicate that variability in liquid transport arises principally from the
random stacking of fibers. Nevertheless, this variability may be mitigated by increas-
ing fiber curvature. In addition, the introduction of the additive predominantly de-
creases the fraction of smaller pores. As a result, at relatively low additive loadings,
the additive exerts minimal influence on water saturation under highly hydrophobic
conditions. However, once the additive concentration exceeds a certain threshold, its
effect on water removal cannot be neglected, yielding a notable reduction in water re-
tention. Comparative evaluation of distinct inlet configurations further demonstrates
that the spatial distribution and size of liquid entry profoundly alter two-phase trans-
port. A full-area inlet yields broad wetting coverage, whereas localized inlets generate
discrete flow pathways. Under a localized inlet scheme, permitting reverse gas outflow
at the diffusion layer lower corners alters liquid propagation patterns, underscoring the
necessity of accounting for counter-flow effects in two-phase flow studies.

This work is expected to enhance the understanding of two-phase interaction within
gas diffusion layers and gas channels. The findings emphasize the pivotal roles of fiber
geometry, additive content, channel surface wettability, and liquid inlet arrangement in
governing transport efficiency. However, to offer practical guidance for manufacturing
and application, the present findings should be integrated with complementary studies
on gas diffusion layer functionality, including gas transport, electrical conductivity, and
thermal conductivity, as well as the compatibility between different components.
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Nomenclature
Symbol Unit Description
u m/s Velocity
fσ N Surface tension force
g m/s2 Gravitational acceleration factor
µ Pa·s Dynamic viscosity
ρ kg/m3 Density
σ N/m Surface tension coefficient
θ ◦ Contact angle
d µm Fiber diameter
S − Water saturation
V m3 Volume
A m2 Surface area
Pc Pa Capillary pressure

Superscript Description
g Gas
l Liquid
w Water
p Pore

Abbreviation Description
PEMFC Proton Exchange Membrane Fuel Cell
GC Gas Channel
GDL Gas Diffusion Layer
CL Catalyst Layer
MPL Microporous Layer
BPP Bipolar Plate
VOF Volume of Fluid
PTFE PolyTetraFluoroEthylene
HOR Hydrogen Oxidation Reaction
ORR Oxygen Reduction Reaction
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Chapter 1

Introduction

1.1 Background

The rapid global industrialization and the over-exploitation of fossil fuels have signi-
ficantly intensified the ongoing climate crisis and accelerated environmental degrada-
tion. In response, 197 member parties of the United Nations Framework Convention
on Climate Change unanimously agreed at the Paris Climate Change Conference to
adopt the Paris Agreement on December 12, 2015. Each country agreed to limit the
global temperature increase to less than 2 ◦C and work to limit the global temperature
increase to less than 1.5 ◦C [1]. In 2017, Sweden was the first nation to legislate a
mid-century—2045—net-zero target. As of May 2024, 148 countries worldwide have
made explicit commitments to carbon neutrality and to achieve net-zero carbon emis-
sions by 2050-2070 [2]. However, at the beginning of 2024, the World Meteorological
Organization confirmed that the global mean near-surface temperature in 2023 reached
a record-breaking value of 1.45 ± 0.12 ◦C above pre-industrial levels [3]. Furthermore,
the average temperature for the period from January to September 2024 was reported
as 1.54 ± 0.13 ◦C, placing the year 2024 on track to create a new record. This tem-
perature has been around 1.5 ◦C, as called for in the Paris Agreement. Therefore, it
has become an increasingly urgent global imperative to develop green, sustainable, and
efficient technologies that enable the transition to clean energy while simultaneously
meeting the growing energy demand.

Carbon dioxide is principally a representative greenhouse gas, which can be produced
during transportation, agriculture, and power generation using fossil fuels such as coal
and natural gas. To reduce the utilization of fossil fuels, hydrogen energy, as a clean, ef-
ficient, and zero-emission energy carrier, is emerging as a cornerstone of the global en-
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ergy transition. It plays a vital role in transportation, power generation, industrial pro-
cesses, and energy storage, enabling decarbonization across multiple sectors. Among
the various hydrogen energy applications, fuel cells have gained significant attention
due to their ability to convert chemical energy directly into electricity via electro-
chemical reactions. Proton Exchange Membrane Fuel Cell (PEMFC) is a type of fuel
cell, which operates at a relatively low temperature range (60-80 ◦C), produces high
power density with an electrical efficiency of 40-60% and water as the byproduct [4].
Moreover, its fast start-up enables dynamic load regulation. These characteristics align
with the goals of environmental protection and carbon neutrality. Thus, PEMFCs hold
great potential for application in transportation, stationary, and portable power sys-
tems. Specifically, transportation applications include fuel cell vehicles, buses, trucks,
trains, drones, ships, and aircraft. Stationary utilization includes microgrids, data cen-
ters, backup power, and combined heat and power systems. Portable settings include
military field operations and emergency scenarios [5].

PEMFC technology has made significant progress over the past 20 years, with around
a 60% decrease in fuel cell system cost compared to 2006 [6]. However, large-scale
commercialization of high-performance PEMFC systems still faces critical barriers,
like a relatively short lifespan and high costs from manufacturing to operation and
maintenance. For instance, Toyota announced the latest fuel cell electric vehicle, the
Mirai XLE, with a starting suggested retail price of $ 50,190, which is much higher
than the price of battery electric vehicles, e.g., the Tesla Model 3 with a cost of around
$ 35,000. The Department of Energy of the United States has established the following
goals by 2030 to develop a 68% peak-efficient direct hydrogen fuel cell system for
heavy-duty trucks with 25,000-hour durability and a production cost of $ 80/kW, and
stationary systems with 80,000-hour durability at $ 1000/kW [7]. To achieve these
goals, it is necessary to optimize manufacturing processes, materials, and operations to
enhance power density, reduce cost and degradation, and minimize maintenance.

Water management has been a significant issue while operating a PEMFC. Figure 1.1(a)
and (b) present the schematic diagram of a PEMFC internal structure and working prin-
ciple, respectively. A PEMFC consists of a Proton Exchange Membrane (PEM) in the
middle and different electrode layers on both sides, i.e., Catalyst Layers (CLs), Gas
Diffusion Layers (GDLs), and Microporous Layers (MPLs). At both ends, Bipolar
Plates (BPPs) are sandwiched with grooves, forming Gas Channels (GCs). Similar
structures exist in the cathode and anode regions. Fig. 1.1(b) illustrates the transport
of reactants and products, like water (marked in blue), heat, and electricity. It shows
a comprehensive view of the coupled multiphysics in PEMFCs. During operation, hy-
drogen gas diffuses to the anode CLs and undergoes the Hydrogen Oxidation Reaction
(HOR), producing protons and electrons. Protons migrate through the membrane to
the cathode, while electrons flow through the external circuit, generating current. Sim-
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ultaneously, oxygen at the cathode reacts with protons and electrons via the Oxygen
Reduction Reaction (ORR), forming water. The HOR and ORR reactions are shown in
Eq. 1.1.

Figure 1.1: (a) A representative region of a PEMFC sandwich structure. (b) Schematic cross-sectional view of the in-
ternal structure of the PEMFC, showing reaction species transport, water (marked in blue), heat, and electricity
transport across different components. BPP: bipolar plate; GC: gas channel; GDL: gas diffusion layer; MPL:
microporous layer; CL: catalyst layer; PEM: proton exchange membrane.

Anode HOR: 2H2 → 4H+ + 4e−

Cathode ORR: O2 + 4H+ + 4e− → 2H2O

Net: 2H2 + O2 → 2H2O

(1.1)

As PEMFC operating temperatures are typically less than 100 ◦C, water product within
the cathode region exists predominantly in the liquid state because of vapor condensa-
tion [8]. In addition, the liquid water at the cathode creates a chemical potential gradi-
ent across the membrane, where liquid water will diffuse across the PEM towards the
anode side via back-diffusion. While suitable hydration is essential for maintaining
membrane proton conductivity, excessive water can lead to flooding, where liquid wa-
ter accumulates in the porous electrodes and channels, blocking reactant gas transport
and reducing fuel cell performance, particularly under high-current-density conditions.
Uneven water distribution can also cause localized oxygen starvation, leading to in-
creased overpotential and efficiency loss. In cold conditions, unremoved water may
freeze, which will obstruct channels and hinder startup, while membrane dehydration
due to poor water distribution increases ohmic resistance and risks structural damage.
To highlight the importance of water management in fuel cell performance, Fig. 1.2
shows the time-dependent cathode and anode pressure drops at various output voltages,
based on the experimental results of Trabold et al. [9]. As the output voltage decreases
from 0.7 V to 0.5 V, the resulting increase in current density enhances electrochem-
ical reactions and liquid water production. This leads to rising pressure drops on both
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sides, with more substantial fluctuations observed at the cathode. Notably, the cathode
pressure drop fluctuations correlate closely with voltage fluctuations in Fig. 1.2(a), un-
derscoring the need for effective water management on both anode and cathode sides
to reduce flooding risk and ensure stable performance.

Figure 1.2: Experimental results by Trabold et al. [9] on the fluctuation in cathode ∆P signal and cell voltage. The trans-
ducer output voltage is positively correlated with the pressure. (Reprinted by the permission of the publisher)

1.2 Summary of knowledge gaps

An in-depth investigation into the two-phase flow behavior within PEMFC compon-
ents is beneficial for informing the design of flow channels and electrode architectures,
thereby enabling the optimization of water and gas transport properties and improv-
ing performance while reducing degradation in PEMFC systems. In the past decades,
significant progress has been made in understanding various aspects of two-phase flow
behavior in PEMFCs, which will be introduced in Chapter 2. Some knowledge gaps
have been identified, motivating the work presented in this thesis. These gaps can be
summarized as follows:

1. No consensus wettability for GC surface. The influence of channel wettability
on fuel cell performance remains insufficiently characterized. Current research
still remains controversial regarding the choice of hydrophobic and hydrophilic
channels. Moreover, there is a lack of research investigating the changes in BPP
channel wettability after prolonged utilization.

2. Two-phase flow studies in isolated domains. Many previous studies focus on
individual regions, such as the MPL, GDL, and GC, and only a few studies con-
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sider adjacent regions due to the high computational cost of interface-resolved
two-phase flow simulations. In particular, the coupled liquid transport within
GDL and GC assemblies and across their interface remains poorly understood.

3. Unclear impact of GDL fiber structure. Many studies have focused on the
effects of various structural parameters of GDLs. However, carbon fiber has
received relatively little attention. The impact of carbon fiber shapes, such as
diameter and curvature, on the entire pore structure properties remains unclear.
Moreover, the random algorithms for generating curved-fiber GDLs remain un-
derdeveloped, and such structures are typically derived from experimental scans,
limiting further research progress.

4. Various water inlet configurations. Due to the challenge of coupling electro-
chemical reactions with interface-resolved models like the VOF method, pre-
vious two-phase flow studies have introduced water flow by initializing water
droplets within the simulation domain or by inputting water from one or several
pores. However, there are no standardized criteria for determining the location,
size, and number of water inlet holes. All the water injection configurations seem
to be randomly decided in numerical and even ex-situ experimental studies. This
may omit critical water transport features, leading to misleading conclusions.
The resulting discrepancies warrant further investigation.

5. Neglecting GDL gas outlets. At the interface of two cathode components in a
PEMFC, the processes of liquid removal and reactant transport coincide. How-
ever, only one study has been found to discuss the gas outlet boundary condition
at the liquid injection surface using interface-resolved two-phase flow simula-
tions. Since the gas outlet is neglected, the simultaneous countercurrent flow in
actual fuel cell operation is not represented, resulting in a limited understanding
of the liquid-gas dynamic interaction.

1.3 Research objectives

The overall goal of this study is to provide new insights into the two-phase flow be-
havior within the GDL and GC of PEMFCs, with particular focus on addressing the
research gaps identified in Section 1.2. To achieve this, a series of high-fidelity numer-
ical simulations are conducted using a VOF model implemented within the open-source
computational fluid dynamics platform OpenFOAM (version 7). The specific object-
ives of this study are outlined as follows:
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1. Two-phase flow in GCs:

• Investigating the influence of BPP wettability transitions on the perform-
ance and durability of PEMFCs by experimental electrochemical charac-
terization.

• Elucidating the interaction mechanisms between liquid water transport and
gas pressure drop in GCs, accounting for varying GC surface wettability
and liquid water injection configurations.

2. Two-phase flow in the GDL/GC assemblies:

• Developing a stochastic reconstruction algorithm capable of simulating the
real GDL fiber structure, ensuring a reasonable representation of the mor-
phological properties.

• Analyzing the relationship between pore network (distribution and con-
nectivity) and water distribution results by VOF simulations.

• Studying the effect of carbon fiber diameter and curvature, and additive
structure on the water behavior in GDLs and GCs as well as their interface,
e.g., saturation, breakthrough, and capillary pressure.

• Investigating the effect of simultaneous GDL liquid inlet and gas outlet
boundary conditions on the interaction between liquid and gas in GDL and
GC.

1.4 Thesis outline

This thesis is structured as follows. Chapter 2 provides a brief overview of the pre-
vious relevant two-phase flow studies in PEMFCs. Chapter 3 outlines the numerical
methodology employed for the two-phase flow simulations in this thesis, including
the governing equations, numerical schemes, boundary conditions, meshing strategies,
and post-processing techniques. Chapter 4 presents the developed stochastic recon-
struction of the fibrous GDL and the extraction of its pore network. Chapter 5 focuses
on evaluating the reliability of the increased liquid velocity and VOF model, while also
introducing the simulation cases to be studied. Chapter 6 synthesizes the key findings
from the research papers included in this thesis, highlighting their contributions to the
field. Finally, Chapter 7 concludes the thesis by summarizing the main insights and
proposing potential directions for future research. The complete published papers and
their author contributions are provided in the appendix for reference.
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Chapter 2

Literature review on PEMFC
two-phase flow

2.1 Two-phase flow investigation methods

Suitable water management requires an in-depth understanding of the PEMFC two-
phase flow coupling transport mechanisms in multiple time scales (from microseconds
to minutes) and length scales (molecular scale, mesoscale, microscale, cell scale, stack
scale, or system scale) [10], which leads to the adoption of different numerical and
experimental approaches depending on the specific research objectives.

2.1.1 Experimental visualization techniques

The opaque materials and inherent complexity of the fuel cell structure result in chal-
lenges to direct visualization experiments on two-phase flow. Several studies [11, 15–
17] have employed transparent materials to replace parts of the structure, allowing the
fluid flow behavior to be photographed and recorded by high-speed cameras through
the transparent window. This method is relatively cheap and easy to implement for
in situ observation. Many of these experiments can only provide a two-dimensional
view of the water flow in the flow channel. Additionally, they may sometimes fail
to match the actual structure in terms of surface wettability, roughness, and thermal
and electrical conductivity properties. To avoid altering the structure while enabling
high-resolution observation, various advanced visualization techniques have been em-
ployed. These include laser induced fluorescence [18], fluorescence microscopy [19],
X-ray computed tomography [20, 21], synchrotron X-ray radiography [14, 22], neut-
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Figure 2.1: Classification of two-phase flow experimental visualization techniques adopted in PEMFC research, includ-
ing some results using high-speed cameras [11], neutron radiography [12], magnetic resonance imaging [13],
and synchrotron X-ray radiography [14]. Figures are adapted separately from Li et al. (Renewable Energy,
2023) [11], Wu et al. (Energy Conversion and Management, 2021) [12], Suzuki et al. (International Journal
of Hydrogen Energy, 2011) [13], and Kato et al. (International Journal of Hydrogen Energy, 2024) [14], with
permission from Elsevier.

ron radiography [12, 23–25], and magnetic resonance imaging [13]. Most of these
methods enable high-resolution imaging of structural components or two-dimensional
flow patterns. Techniques like X-ray computed tomography and MRI further allow for
three-dimensional structural or flow reconstruction under specific conditions. A simple
comparison among them has been shown in Fig. 2.1. In general, these techniques
involve a careful trade-off between temporal resolution, spatial resolution, scanning
range, dimensionality, and observing duration, as well as time and money costs. For
example, X-ray radiography cannot realize high temporal and spatial resolutions at the
same time [26]. Moreover, access to advanced scanning technologies, i.e., neutron
radiography and synchrotron radiation, is still limited and expensive. Advanced dia-
gnostic techniques continue to evolve. For example, Ziesche et al. [27] introduced a
four-dimensional high-speed neutron computed tomography method to capture transi-
ent water dynamics in fuel cells. This technique allows for quantifying the relationship
between fuel cell performance and water transport across the anode and cathode chan-
nels, as well as within the membrane electrode assembly.
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2.1.2 Numerical simulation models

In contrast, with reasonable model validation based on the experimental data, numer-
ical simulation of two-phase flow offers a promising alternative to overcome the afore-
mentioned experimental limitations. It enables detailed exploration of two-phase flow
within fuel cells with enhanced flexibility and more physical field information, includ-
ing steady or transient fluid distribution, pressure, velocity, temperature, and others.
All of these factors make it an increasingly attractive approach in PEMFC research,
as well as in other research areas. Several commonly used two-phase flow simulation
methods are categorized according to different criteria, as shown in Fig. 2.2.

Figure 2.2: Classification of two-phase flow numerical simulation methods adopted in PEMFC research. Some previous
results based on the Mixture model [28], Eulerian-Eulerian model [29], lattice Boltzmann method [30], pore
network model [31], and the VOF model [32] are presented. Figures are adapted separately from Wang et
al. (Journal of Power Sources, 2024) [28], Zhang et al. (International Journal of Heat and Mass Transfer,
2019) [29], Kim et al. (Journal of Power Sources, 2015) [30], Xu et al. (Energy Conversion and Management,
2024) [31], and Niblett et al. (Journal of Power Sources, 2020) [32], with permission from Elsevier.

It is essential to recognize that all models can be adjusted to achieve a balance between
research goals, computational efficiency, and accuracy. Over recent decades, Darcy’s
Law [33–37], the mixture model [28, 38, 39], and Eulerian-Eulerian models [29, 40, 41]
have been utilized to simulate multiphysics coupling problems in PEMFCs. Darcy’s
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Law simplifies fluid flow analysis in complex porous structures, such as GDLs and
MPLs, by ignoring detailed local flow characteristics, including microscale effects.
Instead, it relates the average flow velocity to the pressure gradient [42]. On the other
hand, mixture models propose a shared velocity field for all phases and introduce slip
velocity between phases through an additional equation [43]. This method accounts for
relative motion between phases and is suitable for scenarios with limited local liquid
water distribution in porous materials and minor relative movement between phases.
Furthermore, Eulerian-Eulerian models treat each phase as a continuous medium and
separately resolve the mass, momentum, and energy conservation equations for each
phase, while accounting for phase-relative motion [44]. Although this technique offers
more granularity, it is more computationally expensive than Darcy or mixture models.
To decrease the computational load, the pore network model has been widely used for
simulations of porous media, including those in porous electrodes in PEMFCs [31].

However, none of these aforementioned methods explicitly resolves the interface between
liquid water and reactant gases (air/O2 and H2), which are inherently immiscible.
Therefore, different interface-resolved models have been adopted to study the detailed
liquid-gas interaction behavior, including the VOF method [45, 46], lattice Boltzmann
method [47], Level-set model [48], and phase-field model [49]. All these methods
have also been used to simulate two-phase flow problems in PEMFCs, which will be
discussed in the next section. Among them, the VOF method has emerged as the dom-
inant method in studying droplet dynamics in PEMFCs. Since its introduction by Hirt
and Nichols [45], the VOF method has been widely used to track interfaces between
immiscible fluids, such as gas and liquid. It has since been developed and commonly
applied in fields such as chemical engineering, oil and gas, and aerospace. One of its
main strengths is its ability to handle complex interface phenomena, such as bubble
formation, merging, and breakup.

Despite the widespread usage of VOF models, ongoing development continues to aim
for an improved balance between accuracy and efficiency. VOF method is generally
categorized into three types: algebraic VOF [50], geometric VOF [51], and coupled
level-set VOF [52]. Algebraic VOF estimates phase transport using numerical schemes
without explicitly reconstructing the interface. In contrast, geometric VOF reconstructs
the interface (e.g., via piecewise linear interface construction) and calculates volume
fluxes using geometric operations. The coupled level-set VOF method combines the
mass conservation of VOF with the smoother interface tracking of level-set methods.
A detailed overview of these approaches is provided by Mirjalili et al. [53]. Some
comparative studies have found that geometric VOF and coupled level-set VOF offer
higher accuracy, but at a greater computational cost [54]. In geometric VOF, accuracy
depends heavily on the choice of sub-algorithm. When it is used with unstructured
three-dimensional meshes, data transfer between parallel processes can cause load im-
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balance [55, 56]. To address this, Roenby et al. [57] developed the isoAdvector al-
gorithm, later improved with distance-based reconstruction [58]. A recent unsplit geo-
metric VOF scheme combining isoAdvector and contour-based reconstruction shows
good performance in both accuracy and efficiency [59]. Algebraic VOF methods, in
contrast to geometric reconstruction techniques, update the volume fraction field us-
ing algebraic formulations, typically based on flux-limited advection schemes, without
explicitly reconstructing the interface geometry. This approach simplifies implementa-
tion and enhances robustness, particularly when applied to three-dimensional unstruc-
tured meshes and complex geometries. Their simplicity, lower computational cost, and
compatibility with existing solvers contribute to their widespread use in engineering
applications. However, this comes at the expense of increased numerical diffusion and
reduced interface sharpness compared to geometric methods. Selecting an appropriate
VOF approach involves balancing accuracy, interface resolution, and computational
efficiency in accordance with the simulation goals and practical constraints.

2.2 Microscale two-phase flow simulation

This section reviews previous microscale two-phase flow simulations, with a particular
focus on those employing interface-resolved methods. These studies are categorized as
follows: Section 2.2.1 shows the various simulation domains; Section 2.2.2 presents the
representative approaches for incorporating the liquid phase; Sections 2.2.3 and 2.2.4
examine the effects of surface wettability and microstructural topology, respectively,
on water transport in channels and porous electrodes.

2.2.1 Simulation domain

Currently, all the interface-resolved two-phase flow models are limited by expensive
computation and thus cannot simulate the water flow inside the entire fuel cell but fo-
cus on certain components, which can be sorted into GC [60–72], GDL [73–81], MPL
[80, 82, 83]. Some studies also consider coupled domains such as GDL-GC [32, 84, 85]
and GDL-MPL [30, 81, 86, 87]. Most existing work focuses on water flow behavior
within either the GDL or GC, leaving several limitations unresolved. For example,
1) The GC water inlets are arbitrarily determined, rather than being simulated as the
flow originating from the GDLs. 2) The fluid interaction between the gas flow in the
GC and the breakthrough liquid in the GDL is not considered, and the water dynam-
ics at their interface are simplified. To capture the actual flow dynamics in GDL/GC
assemblies, it is essential to model the natural development of liquid transport from
connected GDLs, rather than prescribing artificial water injection points in the GC.
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Such an approach eliminates uncertainty introduced by user-defined boundary condi-
tions and provides a more physically accurate representation of interfacial dynamics.
Some studies include GC domains when focusing on the GDL but treat the GC as a
space without active airflow [88, 89]. A more comprehensive approach was taken by
Niblett et al. [32], who used the VOF method to simulate two-dimensional and three-
dimensional two-phase flow in an MPL-GDL-GC configuration. Their results aligned
well with experimental observations, and the MPL was represented with a crack-like
structure connecting the GDLs. However, their analysis mainly emphasized droplet
deformation due to GC airflow, without further exploration of downstream phenomena
such as droplet detachment or advection. In parallel, Beale et al. [84] developed a T-
shaped GDL-GC geometry to investigate droplet behavior in more detail. Using a VOF
model, they introduced a two-phase boundary condition at the GDL/MPL interface to
allow gas outflow, an important physical feature that is often overlooked. However, a
more detailed analysis of their study is not provided.

2.2.2 Liquid injection and initialization

These cell-scale simulations can involve liquid generation by coupling electrochem-
ical reaction models, which mimic the real situation. However, the coupling between
electrochemical reactions and interface-resolved two-phase simulations is still rare and
remains challenging. One of the reasons is that decomposing the fuel cell domain for
simulations typically decouples the water generation process in CLs. Hence, various
simplified methods have been adopted to introduce liquid flow in these simulations.
These simplified water sources, according to our investigation, include: liquid injec-
tion from holes or surfaces; water initialization within the domain, and phase change
(e.g., ice melting [78], vapor condensation [79]). This section mainly focuses on stud-
ies using the former two methods, and a brief overview is shown in Fig. 2.3.

A popular approach to introducing liquid water is to inject it from the surface between
adjacent components, which exhibit variability in both size and shape. These surfaces
typically include the GDL/GC, GDL/MPL, and MPL/CL interfaces. Most two-phase
flow simulations in GCs use either a single water inlet [60–64] or a cluster of inlets
in a small region at the GDL/GC interface [65–67]. Some studies consider multiple
inlets along the flow direction [68–72]. For two-phase flow simulations in a GDL or
GDL/GC assembly, water injection at the GDL/MPL interface can be categorized into
full-surface inlets [76, 77, 90–92] and localized inlets [73, 80, 81, 86]. It is worth
mentioning that some ex-situ experiments on two-phase flow visualization also adopt
localized injection [21, 32, 77, 93].

GDL two-phase flow simulations can be divided into two scenarios according to the
treatment of the liquid inlet pattern: with or without employing MPL. Each scenario
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Figure 2.3: Some previous liquid water injection or initialization approaches, GC water injection from holes [65], GDL water
injection from full surface [97], a hole and MPL cracks [86], as well as water initialization within GDLs [98].
Figures are adapted separately from Ding et al. (Journal of Power Sources, 2010) [65], Zhou et al. (Journal
of Power Sources, 2019) [97], and Niblett et al. (Journal of Power Sources, 2023) [86], with permission from
Elsevier, and Li et al. (Physics of Fluids, 2023) [98], with permission from AIP Publishing.

can then be further divided into partial injection (single or multiple holes) or full-area
injection (the entire surface) of liquid, but the reason for choosing these two different
injection methods is unclear yet. When the MPL structure is connected to GDL, the
liquid inlet pattern in the GDL varies depending on the simulation methods used. The
lattice Boltzmann method enables detailed observation of liquid flow within the MPL
pores, which are smaller than those of the GDL [30, 80, 82, 83, 86, 87]. In this ap-
proach, water penetrates the MPL pore space and enters the connected GDL structure.
In contrast, two-phase flow methods based on the Navier–Stokes equations, such as the
VOF and level-set methods, have challenges in resolving the fine pore structure of the
MPL during meshing. The typical pore size of MPLs is within the range of 20–500
nm [94]. Weber et al. [95, 96] experimentally observed that MPL cracks provide spe-
cific entry points into GDLs for liquid water. Thus, in some VOF simulations, only
MPL large cracks are utilized as a localized water injection region. Niblett et al. [86]
explored the effects of varying levels of cracks on water and oxygen transport using
artificial microporous layer crack dilation. Similarly, Shi et al. [80] analyzed the in-
fluence of crack type, distance, and number on GDL water behavior under equivalent
crack area conditions, while the latter two factors directly correlate with GDL water
saturation. Their findings underscore the impact of differing crack areas on GDL water
saturation levels due to capillary fingering, resulting in non-uniform water infiltration
through MPLs. Furthermore, Yu et al. [81] investigated the effects of crack area, aspect
ratio, width, and depth in GDLs on water behavior during the initial invasion.
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Among these, GC two-phase flow simulations with water injection methods, some stud-
ies have involved the one-dimensional membrane electrode assembly electrochemical
model and a species transport equation [67, 68, 99, 100] to enable the observation of
the gas concentration and current density distribution. However, these methods still
require liquid injection from holes. The water nucleation process is still simplified.
The water inlet velocity at the holes either remains constant [99] or varies based on the
gas consumption [67]. Besides, fuel cell polarization curves with large fluctuations are
observed [99], which might be caused by the simplification.

In addition, some studies have initialized water within the simulated domain without
adopting external inputs. These water initializations vary in different shapes (e.g.,
spherical and rectangular) and sizes, and locations in GC [101, 102] or GDL [98].
This approach allows for flexible analysis of water transport during gas purge under
various distribution patterns, including differences in size, shape, and location [101],
as well as droplet behavior under vibration [102]. Additionally, it facilitates the study
of airflow rate and microstructure effects on water droplet dynamics [98].

In real PEMFC configurations, liquid water enters the channels from multiple random
locations at the GC/GDL interface. The fixed inlet position and size inevitably limit
the variability of two-phase flow conditions, potentially leading to occasional discrep-
ancies. Moreover, restricting water inlets to a specific GC region may oversimplify wa-
ter dynamics, omitting critical information such as water content, accumulation rate,
and droplet interactions. While the effects of GC liquid inlet size and location have
been studied [64, 65], the number of liquid inlets has been either overestimated [65]
or underestimated [64]. Additionally, the influence of GDL liquid inlet selection has
received less attention. Therefore, a deeper understanding of water behavior in GCs
with multiple inlets remains essential.

2.2.3 Surface wettability

Wettability usually refers to the tendency of a liquid to spread over a solid surface,
characterized by the contact angle, which quantifies the extent of wetting on the surface.
Static contact angle, θ, (also called the equilibrium contact angle) is defined by Young’s
equation, cos(θ) = (γsa − γsw)/γwa. Where γsa and γwa are the surface tensions of
solid and liquid to air, and γsw is the interfacial tension between solid and liquid. Three
typical wetting behavior diagrams of water droplets in air are shown in Fig. 2.4. A
surface is typically considered hydrophilic if θ is less than 90 ◦ and hydrophobic if θ
is greater than 90 ◦. In addition, superhydrophilic and superhydrophobic surfaces are
also defined by static contact angles less than 10 ◦ and greater than 150 ◦, respectively
[103], as shown in Fig. 2.4(d-e). Some research gives a more strict definition for
the superhydrophilic feature by θ < 5 ◦ [104]. Besides, the dynamic contact angle
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Figure 2.4: Three wetting behavior diagrams of water droplets in air. (a) Superhydrophilic surface; (b) Hydrophilic surface;
(c) Neutral surface; (d) Hydrophobic surface; (e) Superhydrophobic surface.

has been proposed to study the dynamic water droplet behavior accurately. However,
dynamic contact angle models are still being developed in simulations, and advancing
and receding contact angles are challenging to measure in porous structures. This topic
falls beyond the scope of the present thesis and will not be discussed in detail. The static
contact angle has been widely used to observe the general trend of water behavior in
relation to wettability variation. In the studies by Andersson et al. [105], the effect
of the static contact angle of the GDL/GC surface on droplet detachment in GCs was
explored using VOF simulations. Reasonable results were validated using experimental
results from synchrotron-based X-ray radiography and tomography imaging.

Surface wettability plays a vital role in two-phase flow behavior within different com-
ponents of PEMFCs. Most of the components have graphite surfaces that are inherently
hydrophilic with a static contact angle of about 75-86 ◦ [106]. Hydrophobic agents,
such as PolyTetraFluoroEthylene (PTFE), are generally coated to improve drainage.
The interplay between hydrophobic and hydrophilic properties in different regions of
the PEMFC determines how liquid water is distributed, accumulated, and removed,
making wettability a key parameter in two-phase flow simulations.

Despite significant research efforts on GC surface wettability, no consensus has been
reached on whether a hydrophobic or hydrophilic GC surface is preferential for optimal
PEMFC performance and durability. Tang et al. [107] found that both superhydro-
phobic and superhydrophilic treatment of the GC surfaces were able to improve the
removal of liquid water from the channel. However, fuel cell performance testing was
not performed to study their effects in an operating PEMFC environment. Tao et al.
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[108] developed a nature-inspired bionic multifunctional graphitic BPP surface con-
sisting of a superhydrophobic coating and superhydrophilic grooves. Their experiment
results showed that fuel cell peak power density was improved by 26.3% using the de-
signed surface. Hou et al. [109] simulated a U-shaped GC and found that hydrophilic
side walls generally hinder droplet removal due to strong adhesion. However, extreme
hydrophilicity can mitigate this effect by breaking droplets into smaller ones at the
bend, enhancing both removal and evaporation. Based on an assessment of water re-
moval time and GDL surface coverage in straight channels with varying cross-sections,
Liao et al. [110] found that different wettability properties are optimal for various geo-
metries. A superhydrophobic GDL/GC interface is better suited for channels without
curved sections, while medium hydrophobicity is more effective in configurations with
corners. Subsequently, an optimal contact angle of 140 ◦ was proposed for both GDL
and GC surfaces. Bao et al. [111] found that hydrophobicity in metal foam flow fields
prevents flow blockage and reduces water accumulation.

Conversely, other studies have pointed to the advantages of employing hydrophilic
channels. Lu et al. [112] demonstrated that hydrophilic GCs, compared to uncoated or
slightly hydrophobic ones, promote a uniform distribution of water and gas flow and
encourage film flow, which is the most desirable two-phase flow pattern in PEMFC
GCs. Liu et al. [68] investigated the two-phase reactive transport in multiple GCs, and
their results indicated that hydrophobic GC surfaces are not desirable in practice due
to poor flow uniformity and low current density caused by difficult droplet detachment
from the GDL. Ding et al. [65] conducted VOF simulations within GCs and found that
hydrophilic channel walls can promote liquid droplet removal from the GDL surface.
Gutierrez et al. [69] performed VOF simulations in a single straight channel. They
proposed that combining hydrophilic channel walls with a hydrophobic GDL can bal-
ance the liquid removal rate against GDL water coverage and two-phase pressure drop.
It was also found that a hydrophilic trapezoidal channel with a cross-section shape can
enhance water film flow near the top of the channel wall. This result aligns with the
previous experimental results [113].

To enhance the drainage capacity of porous GDL and MPL electrodes, one of the
most critical steps in their fabrication process is to increase surface hydrophobicity
by coating (e.g., PTFE material). A higher hydrophobicity is realized with a larger
coating mass fraction. Based on lattice Boltzmann simulations in a two-dimensional
GDL/MPL domain, Guo et al. [83] present that enhancing the GDL’s hydrophobicity
accelerates liquid water breakthrough and reduces overall saturation within the GDL.
Increasing hydrophobicity near the GDL/MPL interface further decreases local liquid
water saturation, leading to higher current density. Similar results are also observed
in the VOF simulations by Zhang et al. [89]. A new surface wettability scheme with
a more hydrophobic under-channel GDL and a less hydrophilic under-land GDL is
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also preferred for effective reactant gas transport. Besides, a two-dimensional lattice
Boltzmann simulation by Shakerinejad et al. [114] suggests that inserting a hydrophilic
layer near the GDL/GC interface can improve fuel cell performance. This conclusion is
further confirmed by Sun et al. [88]. They have adopted a phase-field model, consisting
of the Cahn-Hilliard and Navier-Stokes equations, to investigate the effects of contact
angle on GDL water breakthrough. The results showed that when GDL hydrophilicity
decreased from the CL side toward the GC, water tended to accumulate within the por-
ous structure due to increased liquid retention. Conversely, a wettability gradient with a
hydrophilic region near the GC and a hydrophobic region near the CL facilitates water
transport toward the channel, enhancing liquid water removal from the GDL.

Yin et al. [115] conduct VOF simulations in a three-dimensional GDL domain with
variable contact angles. The results indicate that in a GDL with varying contact angles,
water transport characteristics at different cross-sections along the through-plane direc-
tion (along the thickness direction) resemble those in sections with fixed contact angles.
Overall, the water intrusion process in a GDL with variable contact angles is similar to
that in a GDL with a uniform (average) contact angle. It has been found that decreasing
GDL hydrophobicity accelerates water intrusion [115]. In fact, a real GDL has mixed
wettability due to coating processes, aging, or temperature effects [116], as well as
drying methods (vacuum- and air-drying) [92]. By randomly changing the fraction of
hydrophilic pores and throats in a GDL pore network, pore network model simulations
show that the capillary pressure–water saturation curve becomes independent of the
fraction of hydrophilic elements once this fraction exceeds a certain threshold [116].
Compared with a purely hydrophobic GDL, a mixed-wettability GDL has a capillary
pressure–water saturation correlation curve that aligns more closely with experimental
data [92].

2.2.4 Microstructure analysis

Flow fields in PEMFCs are constructed through various arrangements of GCs. Their
design is essential for ensuring uniform reactant distribution, minimizing ohmic losses,
improving water management, and maintaining a balanced pressure drop across the fuel
cell. A wide array of flow fields have been extensively proposed and studied, including
parallel [117], serpentine [118], interdigitated [119, 120], cascade [121], metal foam
[111], three-dimensional fine mesh [122], porous [123], and bio-inspired [124] designs,
as shown in Fig. 2.5(a). Accordingly, diverse GC geometries, such as straight, wave-
like, bio-inspired, and gyroid-structured forms, have been developed. These structures
also exhibit a variety of cross-sectional shapes, including trapezoidal, rectangular, and
triangular profiles, as shown in Fig. 2.5(b). The impact of these geometric features on
water drainage and distribution has attracted substantial attention in numerical studies.
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Figure 2.5: (a) Schematic diagram of the basic flow field in PEMFCs, including parallel, serpentine, parallel serpentine,
interdigitated, and porous mesh flow fields. (b) Cross-sectional shapes of flow channels.

Chen et al. [125] substantiated the influence of the GDL/GC surface microstructure
on the transport of water droplets through the application of a VOF simulation. It has
been found that the oriented distribution of carbon fibers in the flow direction could fa-
cilitate the separation of droplets from the GDL surface and reduce flooding in the GC.
Zhang et al. [72] determined that rectangular GCs achieve superior flow distribution
uniformity, whereas Liu et al. [68] advocated for a specific type of tapered GC. Lv
et al. [126] investigated the fluid dynamics of two-phase flow in a straight trapezoidal
GC employing a lattice Boltzmann simulation. Their findings suggested that setting
the opening angle of a trapezoidal flow channel to 55 ◦ enhances gas diffusion into
the porous electrode and facilitates efficient water drainage, thereby improving overall
performance. This design reduces the requisite pumping power for gas injection and
mitigates the risk of liquid water blockage within the GC.

In addition, some studies have considered the roughness feature of the GDL/GC inter-
face [127–129], as most GC two-phase flow simulations simplify it as a plane surface
[68, 72, 125, 126]. It has been reported that surface roughness is significant for channels
with small hydraulic diameters (0.62–1.067 mm), as the pressure drop and heat trans-
fer can be increased with increased surface roughness [130]. A two-dimensional VOF
simulation result obtained by He et al. [127] has shown that an increase in the triangle
roughness element can help water removal for hydrophilic surfaces. Bao et al. [128]
conducted a two-dimensional VOF model to investigate the influence of GDL/GC inter-
face roughness on droplet detachment and removal. Their results indicate that increased
surface roughness promotes the formation of a Cassie–Baxter state [131], which facil-
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itates droplet detachment. Moreover, a higher root mean square roughness was found
to significantly enhance water drainage efficiency, as illustrated in Fig. 2.6. In a related
study, Yang et al. [129] simulated the dynamic behavior of droplets on a reconstructed
fibrous GDL using an improved pseudopotential multiphase lattice Boltzmann method,
which can realize thermodynamic consistency and tunable surface tension. The find-
ings reveal that droplet inertia can drive the liquid back into the GDL structure, with
stronger inertial forces resulting in deeper penetration into the porous medium.

Figure 2.6: Typical Cassie1 and Wenzel2 states of a droplet on rough GDL surfaces. Figures are adapted from Bao et al.
(International Journal of Hydrogen Energy, 2020) [128], with permission from Elsevier.

Many studies bypassed the consideration of the MPL and explored two-phase flow in
GDL from different aspects, e.g., GDL types [132, 133], compression and deformation
[74, 75], porosity [83], perforation [90], and thickness [77].

Park et al. [132] investigated the unsteady liquid water accumulation/removal process
in carbon cloth and carbon paper GDLs using two-dimensional lattice Boltzmann sim-
ulations under a strong ambient convective flow in a porous medium. The results show
that the carbon paper GDL has more dispersed water retention after water breakthrough.
Aquah et al. [133] conducted single- and two-phase flow simulations to characterize
hydraulic properties of several commercial GDLs (Toray TGP-H 060, SGL 25 BA,
AvCarb 370 MGL, and a woven carbon cloth, named CeTech W1S1011) with multiple
samples under different compression ratios. They found that, except for the SGL type,
other GDLs show higher through-plane permeability than the in-plane one and sim-
ilar end-point relative permeability. Permeability is a property of porous materials that
quantifies how easily fluids (liquids or gases) can flow through them under a pressure
gradient. A higher permeability corresponds to reduced resistance to fluid flow through
the porous medium. In a multiple fluid system, relative permeability is a dimensionless
parameter that expresses the effective permeability of a given phase relative to its value
in single-phase flow.

1Cassie state: the droplet partially contacts the solid surface, resting on the roughness peaks while air
pockets remain trapped in the grooves beneath.

2Wenzel state: the droplet fully conforms to the surface topography, penetrating into the valleys and
completely wetting the rough structure.
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Furthermore, to prevent gas leakage and minimize gaps between adjacent layers, a com-
pressive force is applied to both ends of the PEMFC stack. This compression, however,
induces deformation or damage to the fibrous porous structure to varying degrees. Such
structural alterations significantly affect the transport properties, potentially impairing
the fuel cell performance. It has been concluded that compression reduces oxygen dif-
fusivity and intrinsic permeability while it improves thermal and electrical conductivity
[74]. Further interest also combined the compression with two-phase flow transport.
Chen et al. [75] developed a multi-physics and two-phase mixture model to investigate
the variation of GDL non-uniform deformation, species transport properties, and fuel
cell performance under different compression ratios. Zhou et al. [97] utilized the VOF
method to simulate the two-phase flow inside several digitally reconstructed GDLs un-
der various compressions. The correlations between capillary pressure and water satur-
ation under five compression ratios are provided for future large-scale calculations. In
addition, the results show a decreasing water saturation due to the decreased porosity.
Apart from the bulk porosity, gradient porosity in GDLs has received much attention.
Guo et al. [83] presented a novel pore-scale simulation in GDLs and found that in-
creasing porosity from bottom to top is more desirable for water drainage and fuel cell
performance.

In order to ensure the stability of the GDL structure, especially for carbon paper-type
GDL (e.g., Toray TGP-H series), resin binder materials are usually added to the fabric-
ated structure, and then heated, carbonized, and cooled. Subsequent thermal curing and
cooling precede immersion in a hydrophobic agent (e.g., PTFE), which forms a surface
coating to enhance water removal capacity. Several previous studies have studied the
effect of additives, e.g., binder and PTFE, on liquid transport within additive-treated
GDLs [98, 134–137]. Mo et al. [137] have utilized pore network simulations to study
the influence of binder in a Toray TGP-H-60 GDL. Results show that the addition of
binder modifies the pore structure by filling small pores, increasing large pores, and in-
ducing a bimodal throat size distribution. This structural change alters two-phase flow
regimes, shifting from viscous to capillary fingering at higher capillary numbers. Addi-
tionally, it enhances water permeability while maintaining air permeability, suggesting
that optimizing binder content can help mitigate water flooding in fuel cells.

There are some explorations about optimizing the current GDL structure to get bet-
ter water drainage performance. It is found that a hydrophilic perforation located in
the breakthrough points can considerably reduce the liquid water level and reduce the
oxygen diffusion resistance inside a GDL [90]. Niblett et al. [32] have performed
VOF two-phase flow simulations in OpenFOAM to evaluate the water distribution in
ordered and disordered two-dimensional GDLs. They found that ordered GDLs have
better drainage properties. Nevertheless, fabricating these purely ordered fibrous GDLs
remains challenging. Based on simulations conducted in stochastically reconstructed
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GDLs using pore-scale modeling and the lattice Boltzmann method, Min et al. [136]
demonstrated that an optimal binder content suggests that a binder content of 20%
achieves a well-balanced trade-off between electrical and thermal conductivities and
water drainage performance, optimizing overall GDL functionality.

2.3 Reconstruction of fibrous GDL

GDL reconstruction is necessary before conducting a numerical study on its internal
water transport mechanisms. Figure 2.7 displays the three-dimensional GDL ren-
derings of three commercialized GDL types, SGL, Toray, and Freudenberg, obtained
from X-ray tomographic microscopy [138]. Distinct differences among them are high-
lighted, particularly regarding fiber geometry (straight vs. curved), random fiber distri-
bution, and the presence of additive treatment. Reconstructing a GDL should involve
these observed features. It seems impossible to obtain the specific shape and orienta-
tion information of each fiber inside a real GDL and then apply it to a computer-aided
design procedure to draw them. Therefore, experimental (image-based) and numerical
(geometry-based) methods have been investigated in recent decades.

Figure 2.7: X-ray tomographic microscopy of three GDLs [138]: (a)–(c) three-dimensional renderings of the binarized dry
GDL structures; (d)–(f) cross-sectional tomographic slices for each substrate, with respective image thicknesses
of 136.8, 180.0, and 176.4 µm. Figures are adopted from Tranter et al. (Journal of The Electrochemical Society,
2020) [138], with permission from The Electrochemical Society.

Image-based reconstruction relies on an image sequence, which can be obtained by ap-
plying X-ray computed tomography or scanning electron microscopy techniques [139–
143]. Subsequently, image-processing approaches are used to segment the images and
reconstruct them into a three-dimensional structure. In contrast, stochastic reconstruc-
tion utilizes stochastic algorithms to generate cylindrical virtual fibers while consider-
ing real fiber diameter and length. These fibers are then stacked into three-dimensional
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GDL structures according to predefined rules, incorporating key parameters such as
porosity and orientation [85, 144–146].

Although image-based approaches can reconstruct the real GDL structure with high
precision, it is not hard to imagine that such an approach involves expensive equipment
and complex procedures. Conversely, geometry-based stochastic algorithms offer a
cost-effective alternative within acceptable error tolerances [146]. Given the efficiency
and flexibility of geometry-based stochastic methods, they have become increasingly
popular and are adopted in a lot of research [147]. This approach enables large-scale
parametric studies, such as thickness [148], compression ratio [149], fiber diameter
[150], and curvature [85], and additive percentage [151, 152], while maintaining struc-
tural fidelity, making it a promising tool for advancing our understanding of water
management in GDLs.

Recent studies have focused on stochastic reconstructions of straight-fiber GDLs, such
as Toray-type GDLs, while research on curved-fiber GDLs, including Freudenberg-
type structures, remains limited [8, 138, 143, 153]. Increasing fiber curvature within
a fixed bulk porosity often reduces the fiber count, which is expected to alter pore
structures and transport properties significantly. Several studies have investigated the
curved-fiber GDL reconstructions by using random walk algorithms [154] and periodic
surface models [155, 156]. Comparisons between the reconstructed GDLs and the ref-
erence real GDL have been conducted based on tortuosity, in-plane and through-plane
permeability, and pore size distributions [150, 154]. However, while previous studies
have examined the impact of fiber geometry on gas transport, liquid water transport
in curved-fiber GDLs remains unexplored, and the distinction between straight-fiber
and curved-fiber GDLs is not well understood, highlighting the need for further in-
vestigation. Finally, apart from the description of reconstruction algorithms for these
methods, there is no published code available for use, which becomes the first barrier
to be addressed at the beginning of this thesis work.
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Chapter 3

Numerical methodology

The previous chapter has introduced how two-phase interactions between water and
gas in PEMFCs can be modeled using different approaches, depending on the spe-
cific problem of interest. In this thesis, the VOF method is adopted to explicitly track
the water-gas interface, ensuring immiscibility and enabling clear visualization of flow
patterns and phase interactions. This chapter presents the significant steps of VOF
simulations for GDL and GC domains, including governing equations, discretization
schemes, and post-processing approaches to analyze the results.

The following assumptions are made for the simulations in this thesis:

• The liquid and gas flow within the GCs and GDLs is considered to be laminar
and incompressible. This assumption is based on the relatively low Reynolds
number (Re≈ 666 < 1000) and Mach number (Ma≈ 0.0296 < 0.3). These
values are estimated by taking into account a group of representative two-phase
properties in GCs under a temperature of 60 ◦C, as shown in Table 3.1.

• The simulation domain is assumed to be isothermal, thereby phase change is neg-
lected to eliminate its potential effect on the other studied parameters, as it can
introduce additional complexities and uncertainties that may interfere with the
accurate analysis and understanding of the key parameters under investigation;

• The water generation process from electrochemical reactions is not considered.
Instead, the liquid velocity inlet boundary condition is set directly. In addition,
in our simulation, the water inlet velocity is artificially increased compared to
the actual in situ liquid velocity. This strategy is commonly used to facilitate
two-phase flow simulations while maintaining a similar two-phase flow pattern
[65, 157].
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Table 3.1: Constant two-phase properties under a temperature of 60 ◦C.

Parameter Symbol Value Unit

Water(Liquid) density ρl 983 kg/m3

Air(Gas) density ρg 1.06 kg/m3

Water dynamic viscosity µl 466 × 10−6 Pa·s
Air dynamic viscosity µg 20 × 10−6 Pa·s
Square channel width W 1 × 10−3 m

Hydraulic diameter Dh 1 × 10−3 m

Estimated air velocity ug 10 m/s

Estimated water velocity ul 0.1 m/s

Sound speed in air ag 343 m/s

Sound speed in water al 1480 m/s

3.1 Governing equations

In this thesis, an algebraic VOF solver, interFoam, implemented in the open-source
software OpenFOAM v7, is applied to solve the liquid-gas two-phase flow problem
in PEMFCs. The general governing conservation equations for unsteady, incompress-
ible, Newtonian, isothermal, two-phase flow can be mathematically formulated by the
following expressions.

Mass conservation equation:
∇ · u = 0 (3.1)

Momentum conservation equation:

∂(ρu)

∂t
+∇ · (ρuu) = −∇p+∇ ·

[
µ
(
∇u+ (∇u)T

)]
+ ρg + fσ (3.2)

Phase volume-fraction advection equation:

∂αl

∂t
+ u · ∇αl = 0 (3.3)

Where u is the velocity vector, and p, ρ, and µ represent the mixture pressure, density,
and dynamic viscosity, respectively. g denotes gravitational acceleration. fσ is the
surface tension force. αl is the liquid phase volume fraction, varying between 0 and 1.
αl = 1 and αl = 0 signify fully liquid-filled and gas-filled cells, respectively. Volume
fraction gradients exist at the phase interface. In a two-phase flow system, the gas
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volume fraction can be calculated by αg = 1 − αl. Hence, the mixture properties can
be calculated as follows,

ρ = αlρl + αgρg

µ = αlµl + αgµg
(3.4)

Where ρl and ρg are the constant density values of the liquid and gas phases, respect-
ively, and µl and µg denote their dynamic viscosity values. It is noteworthy that the
mixture density and dynamic viscosity are spatially dependent on the fluid volume frac-
tion. Furthermore, in the numerical solver framework, it actually reads the kinematic
viscosity of each phase, i.e., νl and νg, and derives the dynamic viscosity according to
µ = νρ.

In the interFoam solver, a modified pressure variable, prgh, is utilized,

prgh = p− ρg · h (3.5)

In this formula, p refers to the static pressure. ρg · h is the hydrostatic pressure con-
tribution, while h denotes the gradient of the mesh cell centers, which equates to the
tensor I. Specifically, to obtain the pressure gradient, the gradient operator is applied
to both sides of Eq. 3.5, namely,

∇prgh = ∇p−∇(ρg ·h) = ∇p− ρg · ∇h−h · ∇(ρg) = ∇p− ρg−g ·h∇ρ (3.6)

Based on Eq. 3.1 and Eq. 3.6, Eq. 3.2 can be further rewritten as [158]:

∂(ρu)

∂t
+∇ · (ρuu) = −∇prgh − g · h∇ρ+∇ · (µ∇u) +∇u · ∇µ+ fσ (3.7)

With the use of Eq. 3.1, Eq. 3.3 can be reformulated into a conservative form as,

∂αl

∂t
+∇ · (αlu) = 0 (3.8)

When solving Eq. 3.8, overshoots and undershoots can occur, i.e., the liquid volume
fraction can lie outside the interval [0, 1]. Thus, the Multidimensional Universal
Limiter with Explicit Solution (MULES) algorithm is implemented to avoid the ser-
ious numerical diffusion issues by utilizing the principles of flux correction transport.
Moreover, a supplementary limiter is applied to restrict the surface flux when the vari-
able αl reaches the values of 0 or 1, thereby ensuring the boundedness of the equation.

The surface tension force fσ, in Eq. 3.2, refers to the continuum surface force model
[159].

fσ = σκ∇αl (3.9)
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Here, σ is the surface tension coefficient between water and gas, which is 0.0644 N/m.
κ denotes the mean curvature of the interface. κ can be calculated by,

κ = −∇ · n̂c (3.10)

n̂c is a unit vector normal to the liquid-gas interface, which is calculated from the fluid
fraction field,

n̂c =
∇αl

|∇αl|
(3.11)

In addition, the interaction between the fluids and the solid surface (wall adhesion) is
included as a boundary condition on the surface normal vector at the solid wall.

n̂c = n̂s cos θ + t̂s sin θ (3.12)

Where n̂s and t̂s are the unit vectors normal and tangential to the solid boundary, re-
spectively; θ is the equilibrium or static contact angle. The surface normal vector is
corrected at the contact line to satisfy the specified static contact angle boundary con-
dition. Linear interpolation is utilized to interpolate the cell values to obtain the cell
face values.

3.2 Numerical scheme and solver

In the OpenFOAM framework, the finite volume method is used to discretize the above
equations 3.1, 3.7, and 3.8 into discrete equations based on the cell-centered values.
Specific discretization schemes are employed for temporal and spatial terms, providing
mixed first-order and second-order accuracy while considering the trade-off between
optimal computational speed and simulation accuracy. Both temporal and spatial in-
tegration are applied to both sides of the three equations. The Gauss theorem is em-
ployed to convert volume integrals into surface integrals [160]. Firstly, the transient
terms are discretized using an implicit Euler scheme with first-order accuracy. It is
robust and computationally cost-effective for the relatively small time steps (with the
simulation time step on the order of 10−8 s). Secondly, the convection and diffusion
terms in the momentum conservation equation will be implicitly expressed by the face-
centered fluxes. To close the discretization, both convective and diffusive fluxes must
be reconstructed from the cell-centered values based on various interpolation schemes.
In this thesis, the convective and diffusive fluxes are separately reconstructed based on
the linearUpwind grad(U) and linear schemes, both with second-order accuracy. In
addition, there is an implicitly treated convection flux in the integrated fluid advection
equation. Generally, high-order interpolations can lead to nonphysical oscillations, es-
pecially near discontinuities of the volume fraction. Thus, a bounded total variation
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diminishing scheme with the vanLeer limiter is utilized within the Multidimensional
Universal Limiter for Explicit Solution (MULES) framework. This method ensures
boundedness and numerical stability while retaining second-order accuracy in smooth
regions. Next, point-to-point linear interpolation is used for the velocities on the mesh
cell surfaces.

In addition, the PIMPLE algorithm [161] implemented in OpenFOAM is used to solve
the velocity-pressure coupled discrete equations. It represents a hybrid integration
of the Semi-Implicit Method of Pressure-Linked Equations (SIMPLE) and Pressure-
Implicit with Split Operator (PISO) algorithms, merging the stability characteristics
intrinsic to SIMPLE with the accuracy offered by PISO. This algorithm consists of
an outer loop devoted to resolving the momentum equation for the prediction of velo-
city. Subsequently, an inner loop is employed to solve the Poisson pressure equation,
enabling the derivation of pressure and the subsequent correction of the velocity field
accordingly. In this study, after a thorough assessment of mesh quality, computational
efficiency, and stability, a strategy comprising one outer PIMPLE loop and three in-
ner loops is adopted, which resembles PISO. This setting is based on the constraint of
the Courant number. An adjustable time option is activated to generate the new time
step by constraining the Courant number to always be less than 0.5. Only Paper II
adopts the non-orthogonal correction due to the introduction of skewed mesh cells. In
other papers, the non-orthogonal correction is not applied, given the dominance of the
structured orthogonal hexahedral mesh.

The following semi-discretized equations are obtained using the finite volume method
based on the Gauss theorem. ∑

f

un+1
f · Sf = 0 (3.13)

VP

αn+1
l,P − αn

l,P

∆t
+
∑

f

αn+1
l,f ϕn

f = 0 (3.14)

VP
ρn+1
P un+1

P − (ρu)nP
∆t

+
∑

f

(ρfϕf )
nun+1

f −
∑

f

µn+1
f (∇u)n+1

f · Sf

=

∫

V
(−∇prgh − g · h∇ρ+ fσ)dV +∇un

P · ∇µn+1
P VP

(3.15)

where ∆t = tn+1 − tn. Sf is an outward face normal vector whose magnitude is the
area of the cell face, f . The superscripts n and n+1 represent the current and next time
steps, respectively. The subscript P denotes the “owner” cell, and N will be used to
represent the “neighbor” cells sharing the given face f . VP is the volume of the P mesh
cell. The volumetric flux through face f at time level n is defined as ϕn

f = un
f · Sf .

The choice of the cell center value at the old and new time depends on the implicit and
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explicit treatment of each term. This is determined by the use of fvm:: (finite volume
matrix) and fvc:: (finite volume calculus) operators in OpenFOAM 1. un+1

f , µn+1
f ,

ρn+1
f are face-centered fields that need further interpolation operations.

The following illustrates the solution process for the semi-discretized equations presen-
ted above.

(1). Field initialization.

All face and cell fields are initialized from boundary conditions, including p0rgh, u0, α0
l ,

and their face values p0rgh,f , u0
f , α0

l,f , with explicit bounding by min (max(αl, 0), 1)

and min (max(αl,f , 0), 1). The pressure p0 is updated via Eq. 3.5, while mixture prop-
erties µ0, µ0

f , ρ0, and ρ0f are computed using Eq. 3.4. Interpolations then yield the
initial face values and fluxes: p0rgh,f , u0

f , α0
f , ϕ0

f , and (ρfϕf )
0.

(2). Transient solver iteration from tn to tn+1

(2.1). Time step calculation.

After completing the iterations at each time step, n, an adjustable time step strategy is
employed to calculate (∆t)n+1 automatically. The actual maximum Courant number
Conmax is calculated as,

Conmax =
1

2
max

i
(
(|∑f ϕ

n
f |i)

Vi
(∆t)n) (3.16)

where i is the cell label. Then a damping factor is calculated,

τn∆t =
Comax,fixed

Conmax + 10−6
(3.17)

The new time step (∆t)n+1 will be,

(∆t)n+1 = min
(
min{τn∆t, 1 + 0.1 τn∆t, 1.2} (∆t)n, (∆t)max

)
(3.18)

This thesis always ensures Comax,fixed = 0.5, and (∆t)max = 10−5 s.

(2.2). Solving volume fraction αn+1
l and updating mixture properties.

Addressing Eq. 3.14 within one overall sub-cycle by the following procedure. First, the
preliminary flux (αl,f )

n+1,upwindϕn
f is constructed using an upwind scheme. Next, the

1Terms treated by fvm:: are added to the coefficient matrix using unknowns at the new time level,
whereas fvc:: terms are evaluated from known field values and placed in the right-hand side of the
equation.
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interface sharpening and boundedness are achieved via the MULES algorithm, com-
bined with a vanLeer flux limiter, and two correction iterations are performed to com-
pute an updated flux (αl,f )

n+1,⋆ϕn
f . Before each correction step, the difference between

the current and previous fluxes is evaluated and used as an input to guide the limiting
process. After the iteration, αn+1

l is solved. The mixture properties, like ρn+1
f , µn+1

f ,
and interface properties, like σκn+1

f ∇αn+1
l,f , κn+1

f , and (n̂c)
n+1
f , are subsequently up-

dated. The final (αl,f )
n+1ϕn

f is calculated with (αl,f )
n+1ϕn

f )(ρ
n+1
l,f −ρn+1

g,f )+ϕn
fρ

n+1
g,f .

(2.3). Momentum prediction.

Employing Eq. 3.15 to formulate a momentum matrix while disregarding the pressure
gradient, hydrostatic pressure, and surface tension force, and substituting the face value
with the approximation mentioned above. An explicit expression for the predicted
velocity field ur

P is obtained, as follows,

ρn+1
P VP

ur
P

∆t
− ρnPVP

un
P

∆t
+
∑

f

(ρfϕf )
nur

f −
∑

f

µn+1
f (∇⊥

f u)
r · |Sf |+

∇un
P · ∇µn+1

P VP = 0

(3.19)

where ∇⊥
f is the surface-normal gradient operator, e.g., (∇u)rf · Sf = ∇⊥

f (u)
r|Sf |.

Applying the various interpolations to Eq. 3.19 yields the following expression,

aPu
r
P +

∑
aNur

N = Sn
P (3.20)

Carrying out the momentum prediction using the old pressure data,

u∗
P =

1

aP
(−

∑
aNur

N + Sn
P )

− 1

aP

∑

f

(
−(∇⊥

f prgh)
n − g · h∇⊥

f ρ
n+1 + σκn+1

f ∇⊥
f α

n+1
l

)
|Sf |

(3.21)

(2.4). PISO loop for pressure prediction and correction, as well as velocity correction.

Defining the following terms based on Eq. 3.20.

rAU =
1

aP
,HbyA∗

P = (rAU)(−
∑

f

aNur,∗
N + Sn

p ) (3.22)

Calculating the flux, ϕHbyA∗

f , and updating it with the surface tension and hydrostatic
pressure term,

ϕHbyA∗∗

f = ϕHbyA∗

f + rAUf

(
σκn+1

f ∇⊥
f αl

n+1 − g · h(∇⊥
f ρ

n+1)
)
|Sf | (3.23)
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Considering the pressure contribution, we have the new mass flux,

ϕ∗
f = ϕHbyA∗∗

f − rAUf (∇⊥
f p

∗
rgh)|Sf | (3.24)

Based on Eq. 3.13, we have
∑

f ϕ
∗
f = 0, thus, the pressure-Poisson equation is derived,

∑

f

(rAUf (∇⊥
f p

∗
rgh))|Sf | =

∑

f

ϕHbyA∗∗

f (3.25)

The pressure p∗rgh,P is obtained by solving the above equation based on interpolated
fields. The velocity u∗∗ is then corrected based on p∗rgh,P , following a similar procedure
as in Eq. 3.21. If PISO iterations are incomplete, step 2.4 is revisited to continue
the cycle. Upon convergence, pn+1

rgh,P , un+1
P , and ϕn+1

f are obtained, and the updated
pressure pn+1 is computed. The loop restarts from step (2) until the end time is reached,
after which the simulation terminates.

3.3 Boundary conditions

During the solution of the aforementioned equations, boundary conditions play a cru-
cial role in imposing constraints on the variables at the boundary surface of the sim-
ulation domain. The purpose is to ensure that the problem is well-posed and that the
physical behavior is accurately represented. The boundary conditions used for the dif-
ferent cases in this thesis are presented in the tables below. Table 3.2 and Table 3.3
display the main boundary conditions for two-phase flow simulations within single
straight GCs (Paper I) and T-shaped GC and GDL assemblies (Paper II, III, IV, V),
respectively. Table 3.4 further shows the liquid water inlet velocity under different
conditions in Paper IV. Note that all boundary condition names are from OpenFOAM.
As we have discussed in the section 2.2.3, the surface wettability is determined by ap-
plying a contact angle, θ. This thesis employs the static contact angle strategy, which
remains a widely used approach in previous VOF simulations, yielding reasonable res-
ults compared to experiments [32, 64, 74, 89, 92, 105].

It should be mentioned that the liquid inlet velocity has been accelerated compared to
that in actual operation, around 2 × 10−5 m/s [32, 162]. It can be roughly calculated
that if such a physical GDL liquid invasion velocity is adopted, it will take several
months just to simulate the liquid breakthrough. Fortunately, it was found that scaling
up the liquid velocity makes a minor change to the GDL capillary fingering dominated
flow type and dramatically accelerates the simulation to observe longer water behavior
[163]. The feasibility of such an acceleration method has also been proved by compar-
ing numerical and experimental results [32, 92, 105]. In previous studies, GDL liquid
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inlet velocity values of 0.054 m/s [41] and 0.1 m/s [32, 164] were utilized. In this
thesis, liquid water is input into a single straight channel with a velocity of 0.1 m/s,
due to the relatively long-time simulation requirement, 108 ms. For two-phase flow
simulations in T-shaped GC and GDL assemblies, the liquid velocity is mainly set at
0.02 m/s. However, to study the effect of liquid inlet/gas outlet conditions, a constant
water inlet mass flow rate, ṁ, which is calculated by Eq. 3.26, is utilized for all liquid
injection configurations. ρ and A are the liquid density and cross-sectional injection
area. Correspondingly, various liquid input velocity values are obtained, as shown in
Table 3.4.

ul,in =
ṁ

ρA
(3.26)

Table 3.2: Boundary conditions for straight GCs in Paper I.

Boundaries Volume fraction, αl Velocity, u(m/s) Pressure, prgh(Pa)

GC inlet 0 (0, 10, 0) fixedFluxPressure

GC Outlet zeroGradient zeroGradient totalPressure

GC side walls θ = 30/90/150◦ noSlip fixedFluxPressure

GC top walls θ = 30/90/150◦ noSlip fixedFluxPressure

GC/GDL interface θ = 145◦ noSlip fixedFluxPressure

GC water injection 1 (0, 0, 0.1) fixedFluxPressure

Water injection sides θ = 145◦ noSlip fixedFluxPressure

Table 3.3: Boundary conditions for T-shaped GC and GDL assemblies in Papers II, III, IV, V.

Boundaries Volume fraction, αl Velocity, u(m/s) Pressure, prgh(Pa)

GC inlet 0 (0, 10, 0) fixedFluxPressure

GC Outlet zeroGradient zeroGradient totalPressure

GC side walls θ = 45◦ noSlip fixedFluxPressure

GC top walls θ = 45◦ noSlip fixedFluxPressure

GC/GDL interface θ = 150◦ noSlip fixedFluxPressure

GDL surface θ = 150◦ noSlip fixedFluxPressure

GDL side surfaces symmetry symmetry symmetry

GDL water injection 1 (0, 0, 0.02) fixedFluxPressure
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Table 3.4: Liquid injection velocity utilized for studying the GDL liquid inlet/gas outlet in Paper IV.

GDL water injection type Velocity value Unit

Type A (0 0 0.02) m/s

Type B (0 0 0.5) m/s

Type C (0 0 0.1) m/s

Type D (0 0 0.1) m/s

Type E (0 0 0.1) m/s

Type F (0 0 0.5) m/s

3.4 Mesh generation

Mesh generation is fundamental in the OpenFOAM simulations, as it provides the spa-
tial framework for solving discretized governing equations. Both cell volume and face
information, such as surface normal vectors and interpolation weights, play a crucial
role in ensuring accurate flux calculations and maintaining numerical stability. A well-
constructed mesh has a direct influence on solution accuracy, convergence behavior,
and computational efficiency. Various mesh strategies have been developed for selec-
tion, e.g., structured, unstructured, and hybrid meshes. A critical mesh quality metric,
including skewness, aspect ratio, and non-orthogonality, should be considered to en-
hance both simulation accuracy and computational efficiency.

When it comes to the simulations for GDL and GC of PEMFCs, a regular square GC
geometry can be efficiently meshed using a structured grid; however, the fibrous GDL
structure presents significant meshing challenges due to two factors as follows:

1. Multi-scale pore structure: The GDL exhibits a broad distribution of pore sizes,
ranging from approximately 4 µm to 100 µm. Accurately resolving both large
and small pores necessitates varying mesh resolutions. Fine grids are required
to capture small pores, which drastically increases the total mesh cells and, con-
sequently, the computational cost.

2. High-curvature and sharp surface features: The cylindrical fibers in the GDL
form intricate structures, with some regions featuring sharp intersections that cre-
ate highly irregular pore geometries characterized by steep curvatures and acute
angles. These geometric features complicate mesh generation and increase the
likelihood of producing highly distorted cells, particularly during the refinement
process.

This combination of multi-scale and high-curvature geometries makes meshing the
GDL a challenging task, necessitating effective meshing strategies to strike a balance
between accuracy and computational efficiency.
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Meshing such complex GDL structures mainly relies on the automatic generation and
iterative optimization of an unstructured mesh. Additionally, having access to more
adjustable parameters can provide better control over the mesh generation process and
its results. The SnappyHexMesh utility in the open-source software OpenFOAM offers
this possibility. SnappyHexMesh operates on the principle of successive refinement
and snapping to approximate complex geometries while generating a predominantly
hexahedral mesh. The core algorithm follows a multi-step approach that transforms a
simple initial background mesh into a conformal mesh that closely matches the geo-
metry of interest. The mesh generation process is illustrated in Fig. 3.1, based on
a representative porous domain. Castellated mesh generation begins with a uniform
hexahedral background mesh, refining it locally near the geometry by subdividing cells
that intersect the geometry surface. It typically requires another hexahedral structured
mesh utility blockMesh. This process yields a blocky mesh structure, with cells that
roughly approximate the target geometry. Snapping enhances mesh conformity by ad-
justing vertices to the precise surface, guided by surface normals to ensure alignment
and non-penetration constraints, thereby maintaining mesh quality.

Figure 3.1: Illustration of the meshing process utilizing the SnappyHexMesh utility within OpenFOAM. To enhance visual-
ization clarity, the internal mesh is omitted, and several meshed patches are instead demonstrated.

Mesh quality assessment is included in SnappyHexMesh, including metrics such as
aspect ratio, skewness, and non-orthogonality [161]. In this investigation, the max-
imum allowable non-orthogonality is constrained to be below 80 ◦, while the maximum
permissible internal and boundary skewness is constrained to be below 4 and 20, re-
spectively. Additionally, the maximum aspect ratio is maintained below 5. However,
it has been noted that regardless of the grid or surface refinement level of the castel-
lated mesh, the snapped mesh consistently fails to meet these key mesh quality criteria.
Furthermore, during the mesh snapping process, a larger number of small, irregular
tetrahedral cells are generated, particularly when surface refinement is employed. This
leads to challenges in controlling the minimum mesh resolution, subsequently resulting
in extended computational time at a constant Courant number.
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While checking the mesh quality, problematic cells have been identified and stored in a
separate directory. Thus, the manual removal of defective mesh cells has been attemp-
ted. Nevertheless, it has been observed that, without additional vertex manipulation,
achieving high mesh quality remains challenging with snapped meshes. Consequently,
a castellated mesh with sufficiently refined grids is employed in the VOF simulations
to ensure a high-quality mesh, albeit at the expense of altering the surface topology of
the porous structure, particularly regarding the surface of the cylindrical fibers. This
strategy has also been adopted in some previous studies analyzing three-dimensional
GDLs [79, 92, 165].

3.5 Post-processing methods

Numerical two-phase flow studies enable detailed observation and analysis of water
distribution patterns, offering greater flexibility, improved resolution, and comprehens-
ive information compared to experiments. These simulations allow investigations from
various perspectives, including different temporal moments, viewing angles, spatial
locations, and dimensional scales, facilitating an in-depth understanding of flow dy-
namics that would be challenging to obtain experimentally. Both qualitative and quant-
itative analyses have been performed to evaluate the simulation results above, utilizing
Paraview and MATLAB software, as well as in-house Python codes. The two-phase
flow behavior has been analyzed from the following perspectives.

Post-processing error effects

Considering the diffusion of the interface in the VOF simulations, most of the following
analyses are carried out based on a scalar threshold of αl = 0.5. This value has been
widely adopted to distinguish between the two phases [86, 166, 167]. Additionally, this
value was also selected for the reconstruction of the interface during the development
of the VOF method [168]. We must admit that some uncertainty errors may be induced
by the selection of this value (as the interface is diffusive) or by the functions in the
post-processing software, such as point interpolation. However, since this study does
not aim to replicate real-world two-phase flow scenarios precisely, but rather to invest-
igate the underlying transport dynamics, such as flow patterns, all quantitative analyses
presented herein primarily serve to elucidate the trends and variations arising from dif-
ferent parameters under consistent conditions. It is hypothesized that the selection of
the isosurface value of α will merely affect the magnitudes, but not the trend.

Water distribution

In the ParaView software, the water distribution has been analyzed based on the scalar
field, αl. The Slice function generates a two-dimensional visualization of the water
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distribution in any chosen plane, using built-in interpolation functions to smoothly rep-
resent the data stored initially in cell centers. A three-dimensional representation of the
water distribution is obtained by either clipping the αl field at an isovalue of αl = 0.5
or extracting the corresponding isosurface (αl = 0.5) using the Contour function.

Water saturation

To quantify the water volume fraction in the GDL and GC domain over time, a quantity
called total water saturation, SΩ (Ω = GDL, GC), is calculated,

SΩ =
Vw,Ω

Vp,Ω
(3.27)

Vw,Ω and Vp,Ω are the water phase volume and pore volume in the corresponding Ω
region.

The water fraction within the plane is quantified by the local water saturation Sl of the
GDL.

Sl =
Aw,S

Ap,S
(3.28)

Aw and Ap are the water area and pore area in any plane.

Water coverage ratio

The water coverage ratio is frequently used as a parameter to evaluate water behavior
within the GC. It effectively characterizes both water flow patterns and breakthrough
conditions. For instance, a high water coverage ratio on a given surface typically in-
dicates a large amount of water attached to this surface. Furthermore, a sustained high
water coverage ratio suggests a predominant water flow pathway along that surface.
Specifically, when this phenomenon occurs at the GDL/GC interface, it implies a re-
duction in the available diffusion area for reactant gases due to blockage by water. The
calculation is similar to Eq. 3.28 while the plane is the GC surface.

Pressure drop

The pressure drop of the gas phase in the GC is calculated simply by the difference
between the average pressure at the channel input and outlet.

PGC = Pin,GC − Pout,GC =

∑n
i=1 Pin,iAi∑n

i=1Ai
−

∑m
i=1 Pout,jAj∑m

j=1Aj
(3.29)

Pin,GC and Pout,GC are the area-averaged pressure at GC inlet and outlet. m and n are
the number of mesh cells in those two patches. This method has been adopted in other
VOF simulation studies in PEMFC channels [72].
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Capillary pressure

Capillary pressure, Pc, is the pressure difference between the two phases at the inter-
face, which is considerably related to the evolution of the GDL capillary fingering flow
of water [169, 170] due to the small number of capillaries (Ca = µU/σ). In addition,
the Young-Laplace equation is also widely used to estimate capillary pressure, defined
by Pc = 2σcos(θ)/R, where R is the effective mean radius of the pores. Different
approaches to obtaining this parameter have been reviewed in Paper IV. The capillary
pressure is approximated by the area-weighted average pressure at the isosurface of
α = 0.5. Compared to the other methods, the values calculated by this method are
closer to the experimental and numerical results in the GDL, varying approximately
from 3300 Pa to 6500 Pa [32, 96, 170–172].

Relative thickness

Relative thickness usually refers to a dimensionless parameter used to characterize the
thickness at a specific plane location relative to the GDL thickness.

Statistically stable state

In the following discussion, a statistically stabilized state refers to a condition in which
instantaneous properties, such as water volume fraction and gas pressure, become
stable, allowing small fluctuations in a certain range [173].
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Chapter 4

Stochastic reconstruction of fibrous
GDL

To obtain the GDL structure for simulations, a geometry-based GDL reconstruction ap-
proach is developed, which includes two common steps: single-fiber structure genera-
tion and multiple-fiber stacking in a specific domain, and additive structure (i.e., binder
and PTFE) generation for some types of GDL. The following reasonable assumptions
have been made,

1. Each carbon fiber is represented by a straight or curved cylinder with a random
length. All cylinders in a GDL have the same diameter.

2. Each cylinder is first randomly placed toward an arbitrary in-plane direction fol-
lowing a uniform distribution function. Then the through-plane orientation can
be adjusted based on a Gaussian distribution function.

3. All cylinders are allowed to partially overlap each other as it makes less impact
on the pore, especially under high porosity conditions [174]. Note that it may
not be possible to ignore fiber overlapping when analyzing compression, as it
changes the contact area between the cylinders.

4. The additive structure includes both PTFE and binder components, and mainly
accumulates at the fiber intersection regions [165, 175].
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4.1 Fiber generation

Two methods have been developed to reconstruct carbon fibers using in-house MAT-
LAB codes. Initially, a method based on the generating function of a straight cylinder
was developed specifically for straight fibers. The fundamental concept is that the co-
ordinates of any two points in a three-dimensional Cartesian coordinate system can
define a linear central axis of a cylinder. Then, based on this centerline of the cylinder
and the specified cylinder diameter, a series of coordinates of points located on the side
surface can be calculated. Finally, these discrete points are formed into a cylindrical
mesh surface using the surf function.

However, some commercialized GDLs, such as the Freudenberg H23 series, contain
carbon fibers with noticeable curvature. Previous studies have primarily focused on
straight-fiber GDLs, usually referencing Toray-based GDLs. Reconstruction methods
for curved-fiber structures remain limited in the literature. To address this gap, a new
methodology was developed to generate curved cylindrical fibers. The approach builds
upon the straight-fiber generation technique, where a space curve is defined as the cent-
ral axis (or skeleton). A surface at a constant radial distance from the axis is construc-
ted to form the fiber geometry. This concept aligns with the rod periodic surface model
proposed by Wang [156], which was adopted here as a foundation for implementing
a generator capable of producing both straight and curved fibers. The mathematical
formulation of the periodic surface model is presented below,

f(r) = 4cos(2π(RTP1)
T r + bcos(2πfr(RTQ1)

T r)) + 4cos(2π(RTP2)
T r)+

4cos(2π(RTP2)
T r) + 3cos(2π(RTP3)

T r)− 4cos(π(1− Sr)) + 1
(4.1)

Here, f(r) represents the rod periodic surface model. The vector r = [x, y, z, 1], where
[x, y, z] is the location vector within the unit space R3 ∈ [0, 1]3. Thus, it can be seen
that the structure generated by the periodic surface model is dimensionless and confined
within a cubic domain with x, y, z ∈ [0, 1]. Therefore, a parameter Sr is utilized for
subsequent full-dimensional scaling. Sr signifies the ratio between the desired fiber
diameter, d, and the largest dimension, D, of the expected GDL domain.

Matrices [P1, P2, P3, P4] and Q1 represent fiber spatial orientation and bending direc-
tion, respectively. Vectors R = [R1, R2, R3, R4] and T = [T1, T2, T3, T4] are trans-
lation and rotation matrices. Detailed descriptions are provided in Eq. 4.2. Thus, R
and T are functions of (φ, θ, w) and (t1, t2, t3), respectively. φ, θ, and w are the axis
rotation angles aligned with the x, y, and z axes. t1, t2, and t3 are translation scalars
aligned with the x-y, y-z, and x-z planes. Moreover, b and fr are used to control the
magnitude of fiber curvature and wave frequency, respectively.
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R1 = [cos(θ)cos(w)− sin(θ)sin(φ)sin(w), cos(θ)sin(w)

+ cos(w)sin(φ)sin(θ),−cos(φ)sin(θ), 0]T

R2 = [−cos(φ)sin(w), cos(φ)cos(w), sin(φ), 0]T

R3 = [cos(w)sin(θ) + cos(θ)sin(φ)sin(w),

sin(θ)sin(w)− cos(θ)cos(w)sin(φ), 0]T

R4 = [0, 0, 0, 1]T

T1 = [1, 0, 0,−t1]
T , T2 = [0, 1, 0,−t2]

T

T3 = [0, 0, 1,−t3]
T , T4 = [0, 0, 0, 1]T

(4.2)

To incorporate the characteristic of fiber anisotropy, the generated fibers are adjusted
towards a through-plane orientation. The probability distribution function, P (θ), pro-
posed by Stoyan et al. [176] is adopted and combined with Eq. 4.1 to regulate the
likelihood of the rotation angle θ, as shown below,

P (θ) =
1

2

βcos(θ)

(1 + (β2 − 1)sin2θ)(3/2)
(4.3)

Here, β is referred to as the anisotropy parameter. When β = 0, it indicates that all
the carbon fibers are parallel to the through-plane direction. As β increases, a larger
fraction of fibers are aligned along the in-plane direction. Key parameters and their
respective value (range) in the above model have been given in Table 4.1.

Table 4.1: Key parameters used in the periodic surface model.

Parameters Value/range

φ 0

θ [-π/2,π/2]

w [-π,π]

t1 [0,1]

t2 [0,1]

t3 [-0.491,-0.216]

b [0,0.6]

f [0,2.7]

[P1, P2, P3, Q1] [[0,1,0,0]T ,[0,0,1,0]T ,[0,0,0,0]T ,[1,0,0,0]T ]

It is necessary to clarify that Paper II utilized the straight cylinder generation method,
and Papers III and V utilized the periodic surface model for both straight and curved
fiber generation. Stochastic GDLs are not used in Paper IV; instead, it adopts an image-
based GDL sample.
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4.2 Fiber stacking strategy

Following the digital generation of fibers, the next step is to stack a series of straight
or curved cylindrical fibers within a specified domain. This procedure mimics the free
sedimentation process in producing GDLs, where the cut carbon fibers are sequentially
dropped into a particular solution. In the actual process, the random distribution, which
is usually achieved through stirring, is achieved by randomly adjusting the orientation
of the fibers in our reconstruction. Two distinct stacking strategies, namely random
stacking and layer-by-layer stacking, are utilized in this thesis.

Figure 4.1 shows the random stacking strategy based on the stochastic translation of
each generated fiber in the given domain. Target porosity Pbulk,goal, fiber diameter, and
bulk porosity tolerance, ϵ = 1.5%, are provided. At the beginning, the real bulk porosity
Pbulk is initialized to 1, as there are no solid fibers in the given domain, which will de-
crease as fibers are generated. Upon the translation of the xth fiber, the proportion of its
occupied volume ϕx within the defined region is calculated. The actual bulk porosity
will be updated with Pbulk,new = Pbulk,old − ϕx. This iterative process continues until
the discrepancy between Pbulk and Pbulk,goal is minimized to fall within an acceptable
tolerance range ϵ. This methodology has been widely applied in prior GDL reconstruc-
tions [74, 97, 155, 177]. Paper II utilizes this strategy, and the resulting reconstruction
is shown in Fig. 4.2.

Figure 4.1: Stochastic GDL reconstruction flow chart with random stacking strategy.
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Figure 4.2: Reconstruction using straight cylindrical fibers with diameters of 10 µm, 15 µm, and 20 µm, generated in
MATLAB and randomly stacked within a 1000 µm × 1000 µm × 300 µm volume to achieve a target porosity
of Pbulk,goal = 0.81.

However, upon our investigation, it has been observed that the random stacking strategy
inadequately reflects the variations in through-plane local porosity trends, resulting in
notable discrepancies in parameters such as pore size distribution among reconstructed
GDLs, even with a consistent desired porosity [150]. This issue is scarcely reported in
existing literature. Thus, a layer-by-layer stacking approach is developed to achieve a
desired layer porosity distribution along the through-plane direction during reconstruc-
tions. The reconstruction flow chart has been shown in Fig. 4.3. Compared with the
random stacking strategy, the through-plane layer porosity information is required.

This stacking process aims to achieve a target through-plane porosity distribution Pgoal,i

for each layer i = 1, 2, 3, . . . , N , where N is the total number of layers. Each layer
has a thickness equal to the fiber diameter. Initially, the porosity of each layer Player,i

is set to 1. As fibers are generated, the volume fraction ϕlayer,i within the ith layer is
calculated (will be explained in the subsequent), allowing the porosity to be updated as
Player,i = 1 − ϕlayer,i. This value typically decreases as fibers are added. When the
actual porosity Player,i drops below the target Pgoal,i, subsequent fibers are placed in
the next layer. This process repeats until all layers are reconstructed. A stochastic GDL
is then reconstructed by stacking the completed layers. Maintaining the target bulk
porosity across all layers presents a challenge. To address this, a tolerance of ε = 1.5%
is applied between the achieved bulk porosity Pbulk and the desired value Pbulk,goal. If
this threshold is exceeded, the fiber layer with the largest deviation between Player,i and
Pgoal,i is removed and regenerated.

Both stacking strategies require the fiber volume percentage ϕlayer,i, which can be
calculated by Vfiber/Vbulk. Vbulk is obtained by multiplying the length, width, and
thickness of the expected region, e.g., total GDL domain or single layer. Nevertheless,
the calculation of Vfiber varies with the fiber generation method. For straight fiber gen-
erated by two coordinates, M1(x1, y1, z1) and M2(x2, y2, z2), the Vfiber is calculated
by the cylinder volume formula, Vfiber = (πd2||M1 −M2||2)/4. ||x||2 represents the
Euclidean norm of vector x. On the other hand, for the fiber generated with the peri-
odic surface model, it is complex to calculate the length of the central curves in three-
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dimensional space with the above cylinder volume formula. Thus, the fiber volume is
approximated by the sum of voxels occupied by the fiber, and each voxel resolution is
fixed to 1 µm, which is a trade-off between computational time and accuracy.

Figure 4.3: Stochastic GDL reconstruction flow chart with layer-by-layer stacking strategy.

In the fiber stacking approach described above, the necessary GDL fiber diameter,
domain dimensions, and bulk and through-plane local porosity are obtained from an
image-based reconstruction of a Freudenberg H2315 GDL sample [84], as shown in
Fig. 4.4. The experimental GDL structure is analyzed using Paraview software follow-
ing a very fine mesh, with a domain size of 500 µm × 500 µm × 117 µm and a bulk
porosity of approximately 0.7. This value aligns closely with the same type of GDL,
featuring a bulk porosity of 0.69, reported in a previous study [153]. The resulting
slice sequence is processed in ImageJ, where the through-plane porosity distribution
and fiber diameter were extracted, as shown in Fig. 4.4(c) and Fig. 4.4(d). Based on
178 randomly sampled fibers, the average fiber diameter is calculated, being approxim-
ately 9 µm. Additionally, the average porosity, calculated from the through-plane local
porosity distribution, is around 0.698, which closely matches the bulk porosity.
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Figure 4.4: (a) Side views of experimental image-based reconstruction of the Freudenberg H2315 GDL. (b) In-plane cross-
section slice sequence of the GDL along the through-plane direction with a slicing resolution of 1 µm. (c)
through-plane local porosity distribution along the through-plane direction (thickness direction). (d) The determ-
ination of GDL fiber diameter through the utilization of pixel measurements in a series of binary images, where
the white shade indicates the fiber slice.

Due to the inherent randomness in GDL manufacturing, particularly in fiber orientation,
achieving a perfectly ordered structure remains a challenge with current techniques
[164]. In light of this, the present study preserves the stochastic nature of fiber ori-
entation rather than imposing an artificially ordered configuration. Three distinct GDL
structures have been reconstructed, each characterized by different fiber curvatures:
b = 0, fr = 0; b = 0.2, fr = 2.5; and b = 0.4, fr = 2.5. To minimize potential
biases introduced by this randomness, four independent samples were generated for
each type using a standardized procedure. The reconstruction was carried out through
a sequential layer-by-layer stacking technique. Table 4.2 presents the bulk porosity
and five-layer porosity values for both experimentally fabricated and virtually modeled
GDLs. In this framework, Layer 1 is positioned at the base of the GDL, while Layer
13 is located near the GDL/GC interface. The notations S, C1, and C2 correspond to
straight, moderately curved, and highly curved fiber structures, respectively. Across
all reconstructions, the deviation in bulk porosity relative to the reference H2315 GDL
remains under 1%, meeting the tolerance criterion, while variations in layer porosity
do not exceed 2%. These deviations are deemed acceptable within the scope of this
study. Further reducing tolerance levels would necessitate stricter constraints, signific-
antly increasing computational time. Additionally, the similarity observed in bulk and
layer porosity across different reconstructions highlights the reliability of the layer-by-
layer stacking strategy, demonstrating its potential for future controlled fabrication of
GDLs. Representative visualizations of the first sample from each category are shown
in Fig. 4.5(a-c), illustrating an increasing presence of curved fibers from S-GDL1 to
C2-GDL1.
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Table 4.2: Structural bulk and layer porosity in GDLs with varied fiber curvatures (S, C1, and C2).

GDL name Fiber
curvature

Bulk
porosity

Layer 1
porosity

Layer 4
porosity

Layer 7
porosity

Layer 10
porosity

Layer 13
porosity

H2315 GDL - 0.6985 0.7165 0.6897 0.7075 0.6688 0.7350

S-GDL1

b =
0, fr = 0

0.7039 0.7282 0.6967 0.7100 0.6780 0.7404

S-GDL2 0.7012 0.7189 0.6908 0.7080 0.6757 0.7418

S-GDL3 0.7027 0.7264 0.6870 0.7107 0.6759 0.7435

S-GDL4 0.7019 0.7246 0.6911 0.7116 0.6769 0.7382

C1-GDL1
b =
0.2, fr =
2.5

0.7006 0.7268 0.6915 0.7049 0.6691 0.7366

C1-GDL2 0.7010 0.7168 0.6957 0.7138 0.6729 0.7395

C1-GDL3 0.7021 0.7268 0.6914 0.7099 0.6686 0.7444

C1-GDL4 0.7021 0.7263 0.6909 0.7166 0.6703 0.7436

C2-GDL1
b =
0.4, fr =
2.5

0.6990 0.7246 0.6867 0.7081 0.6729 0.7404

C2-GDL2 0.6995 0.7148 0.6926 0.7110 0.6701 0.7435

C2-GDL3 0.6989 0.7253 0.6891 0.7078 0.6685 0.7401

C2-GDL4 0.6997 0.7169 0.6866 0.7025 0.6716 0.7364

Maximum
deviation

Absolute
value

0.0055 0.0135 0.0101 0.0075 0.0095 0.0054

Percentage 0.78% 1.85% 1.45% 1.05% 1.40% 0.70%

𝑥
𝑦

𝑧

(a) S-GDL1 (b) C1-GDL1 (c) C2-GDL1

Figure 4.5: Three representative GDL configurations with different fiber curvature, reconstructed with the rod periodic sur-
face model and layer-by-layer stacking strategy. (a) S-GDL1 (straight fibers with b = 0, fr = 0); (b) C1-GDL1
(curved fibers with b = 0.2, fr = 2.5); (c) C2-GDL1 (curved fibers with b = 0.4, fr = 2.5).

4.3 Additive structure generation

In the GDL reconstruction process described above, the resulting structures only con-
sist of fiber skeletons without including additive structures. Since adding PTFE and
binders introduces non-uniform modifications to the original pore network, Papers II
and III focus exclusively on the fiber skeletons. This approach allows for isolating and
analyzing the specific effects of fiber geometry, without the complicating influence of

44



multiple variables. The surface wettability property, determined by the PTFE distri-
bution and content, is modeled by attributing a fixed contact angle to fiber surfaces,
consistent with the method presented in previous GDL research [32, 78, 79, 86, 92].

The influence of binder and PTFE is investigated separately in Paper V. Image-based
morphological processing techniques are employed to generate additive structures, fol-
lowing approaches commonly used in previous studies [98, 136, 137, 147, 175, 178].
However, the distinction between reconstructed binder and PTFE structures has not
been established. As illustrated in Fig. 4.6, PTFE typically forms a thin coating over
fibers and binders. While recent developments in image segmentation enable the iden-
tification of binder regions [179], methods for PTFE-targeted segmentation remain lim-
ited.

Figure 4.6: Scanning electron microscopy images [180], (a) a binder-treated GDL region without PTFE treatment and
(b) a GDL region treated with binder and PTFE. The brightness in PTFE-treated regions is due to fluorine
atoms having a higher atomic number than carbon, leading to more backscattered electrons under a scanning
electron microscopy beam. Figures are adopted from Calili et al. (Chemical Engineering Journal, 2024) [180],
with permission from Elsevier.

Due to the lack of detailed understanding of PTFE morphology and the computational
cost of resolving such thin coatings with high-resolution meshes, the binder and PTFE
phases are not reconstructed separately in this work. Instead, their combined topolo-
gical impact on the GDL is represented through a unified additive structure. Wettability
variations caused by PTFE content are modeled by adjusting the contact angle assigned
to the solid surface, providing an effective way to reflect changes in PTFE fraction
without explicitly resolving the coating.

Figure 4.7 displays the flow chart for additive generation. The result of solving the peri-
odic surface model is a three-dimensional matrix/voxel labeled either negative or pos-
itive floats, which serves as the base of this iterative process. Note that negative values
indicate that the corresponding points are located inside the cylinder, and the isosurface
with a value of 0 is the cylinder surface. This matrix can be divided into in-plane (along
x and y directions) or through-plane (along z direction) two-dimensional slice (image)
sequences. They are binarized based on the positivity of the value to enable the use of
two-dimensional morphological processing on them. Furthermore, opening or closing
processing can be conducted on all in-plane and through-plane binary images based on
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Figure 4.7: Flow chart for additive generation in GDL skeletons.

a disc element with a certain radius r. The selection of a disc-shaped component sig-
nificantly influences the GDL morphological topology, inducing localized alterations
predominantly near fiber intersection regions. This phenomenon aligns with experi-
mental findings wherein binder materials preferentially concentrate at fiber junctions,
thereby occluding smaller pores within the GDL microstructure. The compositional
percentage of additive structures within the GDL can be modulated by adjusting the
disc radius and regulating the number of input images, Nm (m = x, y, z), in each
direction. The real porosity Pbulk is derived from a reduced fiber volume fraction,
calculated via voxel-based analysis of the microstructure, which we have discussed
in section 4.2. Once the target porosity Pbulk,goal is reached, an isosurface extraction
algorithm is applied with a threshold value of 0 to the final three-dimensional voxel
matrix, yielding a reconstructed surface model of the GDL microstructure.

A series of GDL configurations have been reconstructed in this work, as shown in
Fig. 4.8, and the corresponding parameters are summarized in Table 4.3. Specifically,
GDL1 is constructed from GDL2 by adding fiber structures, and similarly, GDL2 is
derived from GDL3, following a hierarchical reconstruction process until the desired
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Figure 4.8: A comparison of GDL structures with varying levels of additive incorporation. GDL1-LA and GDL1-HA represent
gradually increasing additive content in GDL1, while GDL2-LA and GDL3-HA signify the integration of additives
into GDL2 and GDL3, respectively, maintaining a porosity comparable to that of GDL1.

porosity is achieved. This approach ensures that three GDL skeletons share a significant
portion of fibers, approximately 50% (0.14/0.3). This type of control has been rarely
seen in previous studies. Still, it does reduce the impact of the fiber randomness factor
when comparing different samples. It provides a better basis for studying the effects of
adjusting additive content and fiber amount.

Table 4.3: The GDL structural properties. Expected and actual values are shown outside and inside the brackets, respect-
ively. (LA: Low Additives, and HA: High Additives.)

Studied
GDLs

Fiber volume
fraction

Additive
volume frac-
tion

Bulk porosity Additive/Solid

GDL1 0.30 (0.297) 0(0) 0.70 (0.703) 0 (0)

GDL2 0.22 (0.217) 0 (0) 0.78 (0.783) 0 (0)

GDL3 0.14 (0.139) 0 (0) 0.86 (0.861) 0 (0)

GDL2-LA 0.22 (0.217) 0.08 (0.084) 0.70 (0.699) 26.67 % (27.91 %)

GDL3-HA 0.14 (0.139) 0.16 (0.165) 0.70 (0.696) 53.33 % (54.28 %)

GDL1-LA 0.30 (0.297) 0.08 (0.082) 0.62 (0.621) 21.05 % (21.64 %)

GDL1-HA 0.30 (0.297) 0.16 (0.166) 0.54 (0.537) 34.78 % (35.85 %)
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Two additive strategies are subsequently examined: (i) incorporating additives while
maintaining constant porosity, and (ii) incorporating additives with a concurrent de-
crease in porosity. While the latter approach aligns more closely with actual GDL
manufacturing processes, the former is essential for evaluating the isolated impact of
additives, such as binder structures, under controlled porosity conditions. To achieve
this, GDL2 and GDL3 are modified with low and high additive volume fractions (0.08
and 0.16, respectively), yielding GDL2-LA and GDL3-HA, both adjusted to match the
porosity of GDL1. In parallel, GDL1 is also processed with similar additive fractions
(i.e., 0.08 and 0.16), resulting in GDL1-LA and GDL1-HA.

4.4 Pore network extraction

As reflected by the Young-Laplace equation, Pc = 2σcos(θ)/R, under conditions of a
consistent contact angle and surface tension coefficient, capillary pressure demonstrates
an inversely proportional relationship with pore size. Therefore, for porous media, the
pore features (e.g., size and location) serve as a crucial intermediary connecting the
complex GDL structure with its internal water dynamics. Pore network extraction is
a technique that simplifies complex pore-scale geometries into discrete, topologically
representative network structures, consisting of pores and throats [181]. It has been
proposed for several decades and is widely used to characterize pore structures and
features [182].

The complex geometry of the GDL pore structure poses significant challenges for visu-
alizing its internal morphology. Extracting the corresponding pore network is benefi-
cial for understanding water transport behavior simulated using the VOF model. In this
thesis, two open-source Python-based tools, PoreSpy [183] and OpenPNM [181], are
combined to generate pore networks from reconstructed GDL geometries. The pro-
cessing flow chart is shown in Fig. 4.9. First, the reconstructed GDL voxels, processed
voxels, can be binarized to an image sequence. Note that each voxel size corresponds
to a resolution of 1 µm in real size, which is the same value we adopted in the periodic
surface model. With this three-dimensional voxel, a general method to investigate the
pore size distribution is using a sphere-filling filter, local thickness, which is based on
the maximal inscribed sphere diameter at each voxel in the pore space. Nevertheless,
this approach permits the overlap of pores of varying sizes, which poses challenges in
visualizing the locations and connections of the pores. Consequently, a marker-based
watershed segmentation technique is employed to clearly delineate the pore region and
its connections, facilitating the further extraction of the pore-throat network. To achieve
this, filtering methods are used to remove overlapped pores and extremely small pores
based on a distance map, which is obtained by calculating the minimal Euclidean dis-
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tance between each voxel and the nearest fiber solid surface. For further details, please
refer to the respective websites of these two tools.

Figure 4.9: Flow chart of a GDL pore network extraction (Note that the GDL used here is only for demonstration purposes).

The watershed indicates throats, denoting the proximity between two adjoining pores.
The pores and throats in actual GDL structures are of arbitrary shapes. To enhance
clarity, pores are illustrated as spherical balls, and throats are shown as cylinders. The
maximal inscribed diameter represents the pore and throat diameter values. The co-
ordination number is introduced in a pore network to describe the number of neighbors
of each pore; in other words, a bigger value means more connected pores. Additional
significant characteristics of the network, such as pore volume, centroid coordinates,
inscribed sphere diameter, throat area, perimeter, centroid, and length, are beyond the
scope of this work but are comprehensively introduced in a previous study [184].
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Chapter 5

Model evaluation and case setup

5.1 Evaluation of selected liquid velocity

After water is produced in the CL region via electrochemical reaction, it moves very
slowly towards the GCs, approximately in a velocity range of 1×10−5 to 1×10−3 m/s
[32, 70, 112, 185], which can be estimated from the reaction rate at different operating
conditions. However, using such small values in VOF two-phase flow simulations of
GDLs and GCs can result in extremely long computational times to observe the water
breakthrough from GDLs or the outflow from GCs. An adequate fine mesh and a small
time step are good for decreasing numerical diffusion of the two-phase flow interface.
Thus, following an extensive examination of flow regime maps within porous media
[186] and microchannels [185, 187], a feasible strategy has been proposed, which is
to directly increase the liquid inlet velocity by a certain multiple without changing the
flow pattern/dominant force. For example, it has been found that the water in GDLs
follows a capillary fingering dominated pattern [188, 189], and the water flow in the
GC involves annular flow, droplet flow, and slug flow [187].

This computation acceleration approach has been widely adopted in previous fuel cell
two-phase flow studies. The existing maximum multiple is found to be 1000 [32],
which still ensures surface tension forces are larger than viscous forces. As a result, the
utilized liquid velocity ranges from 0.01 to 1 m/s [73, 92]. Although in this thesis the
liquid inlet velocities, i.e., 0.02 m/s for GDLs and 0.1 m/s for GCs, have been compar-
able with those in the previous studies, the effect of accelerating liquid velocity within
the GDL remains insufficiently explored in this specific field. Most of them are based
on force analysis using dimensionless numbers, and only a few visual results are avail-
able. A more detailed analysis is required to illustrate how the acceleration influences
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liquid transport dynamics. Understanding this aspect is crucial for improving model
reliability and further optimizing GDL design for enhanced water management in fuel
cells.

Figure 5.1: The liquid (blue color) evolution in a 2-dimensional porous geometry with different velocities, i.e., 1 m/s, 0.1 m/s,
0.01 m/s, and 0.001 m/s.

Thus, four two-phase flow scenarios with water velocities of 0.001 m/s, 0.01 m/s, 0.1
m/s, and 1 m/s are simulated. Considering the high computational cost with the lowest
water velocity, all test simulations utilize a two-dimensional rectangular domain (206
µm in length, 178 µm in height, and a porosity of 0.76) to establish fundamental in-
sights before extending to more complex three-dimensional cases. The liquid evolution
for each scenario is displayed in four timesteps, as shown in Fig. 5.1. For any two scen-
arios, comparable liquid distributions are observed when the time step ratio is similar
to the velocity ratio. Figure 5.2 compares their water saturation changes over time, and
only a minor difference is found among the three scenarios using 0.1 m/s, 0.01 m/s,
and 0.001 m/s, which mainly occur during the water breakthrough period. In the 1 m/s
scenario, water accumulation is similar before the first breakthrough, but its changes
are slower afterward compared with the other cases. This suggests that increasing the
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liquid injection velocity to 0.1 m/s results in a slight difference in liquid distribution
and evolution, with reduced simulation time and computational cost, demonstrating the
feasibility of the adopted liquid injection acceleration.

Figure 5.2: The liquid water saturation over time with different velocities, i.e., 1 m/s, 0.1 m/s, 0.01 m/s, and 0.001 m/s.

5.2 Mesh independence study

It is found that mesh independence studies for two-phase flow numerical simulations
in the GDL are rarely presented in previous research. Possible reasons can be the high
computational cost associated with mesh refinement. To establish a valuable reference
for future studies and ensure the reliability of the simulation results analyzed, three
different meshes (Mesh 1, 2, and 3) are designed, as shown in Table 5.1. Mesh 1
serves as the base mesh, while Mesh 2 and Mesh 3 are successively refined by a factor
of 1.3 in each of the GC and GDL dimensions. The resolution of Mesh 1 in the GC
and GDL is already comparable with those in previous studies [32, 64, 190]. Figure
5.3(a-b) presents the total water saturation over time and through-plane local water
saturation at 4 ms, showing similar trends across all three meshes. However, as seen in
Fig. 5.3(c), the water accumulation in the upper corners of Mesh 1 differs significantly
from the other two meshes, with an additional flow path emerging near the right corner.
Considering both accuracy and computational cost, Mesh 2 is selected for subsequent
studies. In this mesh independence analysis, water was injected from the bottom of the
thin region beneath the GDL, which explains the initial delay in water accumulation,
as shown in Fig. 5.3(a).
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Table 5.1: Mesh comparison with different grid resolutions.

Mesh cells Mesh resolution (µm×µm×µm)

GC GDL

Mesh 1 3.4 Million 10.87 × 10.87 × 10.87 2.72 × 2.72 × 1.72

Mesh 2 7.2 Million 8.3 × 8.3 × 8.3 2.08 × 2.08 × 1.46

Mesh 3 15 Million 6.4 × 6.4 × 6.4 1.6 × 1.6 × 1.05

Ref. [32] - ≈ 13 × 13 × 13 ≈ 6.8 × 6.8 × 6.8

Ref. [64] - ≈ 25 × 25 × 25 -

Ref. [190] - - ≈ 3 × 3 × 1.47

(a) (b)

𝑥
𝑦

𝑧 Mesh 1 Mesh 2 Mesh 3

Local region 1 Local region 2 Local region 3 Local region 4

(c)

Figure 5.3: Mesh sensitivity analysis results, (a) Time-dependent total water saturation in GDL. (b) Through-plane local
water saturation at t = 4 ms. (c) Water distribution in the GDL at t = 4 ms. Mesh 1: based mesh; Mesh 2:
middle mesh; Mesh 3: finer mesh.
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5.3 Model evaluation

The VOF method, implemented in OpenFOAM, has been validated in various situ-
ations, such as bubble rise [166, 191], dam break [192, 193], and multi-scale channel
flow [105, 194]. To guarantee the reasonableness of the results in this thesis, several
model evaluation cases have been conducted.

Case 1

The simulation of a two-dimensional rising bubble is conducted utilizing the interFoam
solver as well as the associated schemes described in the previous chapter of this thesis.

1 

2 

Fluid 1

Fluid 2

x
y

0.5 

0.5 

g

(a) (b)

(c) (d)

Figure 5.4: (a) The geometry for simulation model comparison on a rising bubble. (b-d) Comparison of the bubble shape,
bubble rise velocity, and circularity of a single rising bubble simulation between the VOF in OpenFOAM and the
LS simulation method, FreeLIFE [195].

Figure 5.4(a) shows the simulation geometry. Figure 5.4(b-d) illustrates the bubble
shape at 3 s, and the bubble rise velocity and circularity within 3 s. These results
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are compared with those in a previous work [195], which utilized a FreeLIFE solver
based on the level-set method. Both simulations demonstrate a reasonable level of
similarity. Nevertheless, it is difficult to ascertain the superiority of one solver over the
other in the absence of comparative experimental results. A difference in bubble shape
is observed around the trailing edge of the bubble, which relates to the difference in
Fig. 5.4(c-d) between the two simulations. This difference can be attributed to various
possible reasons, such as mesh resolution and discretization schemes, as well as water-
gas interface reconstruction schemes, as thoroughly examined in a comparative study
by Esteban et al. [59]. However, for the purpose of this thesis, the observed similarities
provide initial credibility for adopting the VOF approach.

Case 2

To validate the numerical method for two-phase flow in GCs, droplet emergence in a
microchannel is simulated and qualitatively compared to observed experimental images
[196].

Figure 5.5: (a) Schematic diagram of the simulation validation geometry, where the GC and liquid inlet have the same
cross-sectional dimensions as the experimental configuration. (b) Comparison between the present numerical
results and the experimental images observed by Wu et al. [196] at the same t̂. t̂ is the ratio of the selected
time to the droplet detachment time in the experiment and simulation, respectively.
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The simulation geometry consists of a long cuboid channel measuring 250 µm × 250
µm × 3000 µm, incorporating a small cuboid hole with dimensions of 50 µm × 50 µm
× 100 µm, as shown in Fig. 5.5(a). These dimensions match the microchannel in a
comparison experiment, except for the channel length. According to the experimental
measurements, a static contact angle of 110 ◦ is set at the channel bottom surface. Both
experiments and simulations utilize the same air and liquid inlet flow velocity, 10 m/s
and 0.04 m/s, respectively. In Figure 5.5(b), it can be seen that the VOF method we
adopted in this work can simulate water dynamics similar to those observed in previous
experiments. For example, it accumulates in an almost symmetrical hemispherical
shape above the liquid inlet. After accumulating to a certain size, it gradually moves
toward the GC outlet and forms a slender ”tail”. The slight difference may stem from
the absence of surface roughness and interface reconstruction, as well as the method
used to represent wettability in the VOF method (e.g., static or dynamic contact angle).

Case 3

Furthermore, the VOF method has been used to validate the two-phase flow simulation
in the porous GDLs. An initial comparison between experimental and our numerical
results has been presented. The local liquid water saturation of the reconstructed GDLs
in the through-plane direction is compared with the X-ray tomographic experimental
data in [140] and previous study results [90]. However, there are challenges in util-
izing identical GDL structures as those employed in the referenced experimental and
numerical investigations.

A GDL structure with 10 µm fiber diameter, utilized in Paper II, has been selected to
simulate alone without the GC. Most of the conditions have been set to match those in
the literature [90], which are similar to the experimental conditions. The GDL surface
contact angle is θ = 109 ◦, and a pressure difference ∆p = 1000 Pa is applied between
the GDL inlet (bottom side) and outlet (top side). The fiber diameter and porosity of
the experimental GDL are 10 µm and 0.78, and the referring literature [90] has the
value of 8 µm and 0.73. These values are close to those in this case. The pressure
difference drives the water to rise. Essentially, the pressure difference of 1000 Pa is
smaller than the liquid breakthrough capillary pressure, which is approximately 5000
Pa [90]. Therefore, the liquid water stops rising at a finite height lower than the GDL
thickness once the two forces reach equilibrium. According to Fig. 5.6, the simulated
local water saturation qualitatively exhibits a similar trend to both compared results,
showing a rapid decrease in water saturation near the GDL inlet and reaching zero at a
specific relative thickness position. Specifically, the results are closer to those in [90],
and both of them are lower than the experimental results. The liquid water stops rising
at a relative thickness of around 0.2 for both studies. However, the experimental case
has a higher water saturation and larger thickness. There are several reasons that can
account for the differences between this study and the compared studies. Firstly, the
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contact angle of real GDL fibers is not evenly distributed. Additionally, the porosity
distribution of the GDL in numerical and experimental studies differs.

Figure 5.6: Comparison of the local liquid water saturation in the through-plane direction of GDLs between the present
results and X-ray tomographic experiment data [140] as well as previous study results [90]. Operation condi-
tions: contact angle of carbon fiber is θ = 109 ◦, and a pressure difference ∆p = 1000 Pa is applied between
the GDL inlet and outlet side.

An ideal comparison should guarantee the same topology in experiments and simula-
tions. Nevertheless, unlike the relatively regular GC domain, the mentioned geometry
consistency is usually hard to achieve or is not stated clearly for such a complex and
random porous microstructure in previous investigations. Considering the trade-off
among cost, flexibility, and experimental conditions, the utilization of Stochastic GDL
reconstructions in two-phase flow simulations is more widespread [106]. However,
relevant experimental data related to the GDL water behavior are still crucial. The
demand for publicly accessible experimental results, essential for model validation,
is increasing in significance. Niblett et al. [32] have used the same GDL geometry
for both experimental and numerical studies, as exhibited in Fig. 5.7(b). Both meth-
ods show a similar GDL through-plane water saturation trend, starting to decline from
around 0.32. However, it can be seen that there is still some difference between the
experiment and simulation despite keeping the same geometry. This may be because
both experimental image-based porous structure reconstructions and water saturation
measurements are highly based on high-resolution scanning techniques and image pro-
cessing approaches, where inherent errors increase the difficulty of providing precise
results. However, the results are still reasonable and acceptable. In the present research,
we stochastically reconstruct a GDL and run a two-phase flow simulation by utilizing
some of the same key parameters as those used in the [32] experiments. Our simulation
results are compared with their experimental and numerical results. The simulation
geometry shown can be found in Paper III, and vital parameters have been listed in
Table 5.2. The present simulation shows reasonable results compared to the previous
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results. Acceptable differences may come from different GDL structures, simulation
schemes, and GDL randomness, which will be discussed further.

Figure 5.7: In a GDL/GC system, comparison of the GDL through-plane water local saturation in the present work with
both experimental and numerical results in [32]. The simulation results in both studies are all extracted from the
same simulation time step, t = 4.5 ms.

Table 5.2: Parameter comparison between present study and previous study [32].

Parameters Niblett et al.[32] Present validation study

GDL Size 786 µm × 848 µm × 165 µm 800 µm × 800 µm × 165 µm

GC Size 800 µm × - µm × 300 µm 800 µm × 800 µm × 300 µm

GDL inlet 500 µm diameter, 50 µm thick-
ness

Same

GDL fiber contact angle 139 ◦ Same

GC wall contact angle 56 ◦ Same

Operation temperature 80 ◦C Same

Porosity - 0.88a∗

Fiber diameter - 9 µm [178]

Water inlet velocity 0.0287 m/s Same

Air inlet velocity 15 m/s Same
a∗: https://www.fuelcellstore.com/spec-sheets/SGL-GDL 24-25.pdf

5.4 Simulation case setup

For numerical simulations in the continuum domain, an appropriate virtual geometry
needs to be constructed to constrain the flow. Depending on the purpose of the study
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and the available computational resources, this geometry can be similar in scale to the
actual simulation object or reasonably simplified. Due to the high computational cost, it
is impractical to simulate the interface-resolved two-phase flow in a complete PEMFC.
In particular, water production involves the multi-scale and multi-physics coupling of
electrochemical reactions, mass transfer, heat transfer, and fluid dynamics. Incorpor-
ating all of them into simulations, such as VOF, remains challenging. Therefore, two-
phase flow simulations are distributed to different components of the fuel cell, including
GC, GDL, MPL, CL, and membrane. Thus, the water injection process in each sim-
ulation domain is also simplified. This thesis first focuses on the water behavior in a
straight GC and then extends its interest to the T-shaped GDL and GC components.

5.4.1 Two-phase flow in straight GC

A straight rectangular GC with multiple small rectangular water injection channels is
built, as shown in Fig. 5.8(a). Fig. 5.8(b) displays three types of water inlet configur-
ations and some key dimensions. Due to the randomness of GDL water breakthrough,
there are different possibilities for arranging liquid inlets when studying the two-phase
flow in GCs. Previous studies have demonstrated that the behavior of water is influ-
enced by the size, shape, and position of a single liquid inlet [64, 105]. However, the
single water inlet is not enough to reflect the water dynamics within GCs, as water
is found to randomly break through from different locations at the GDL/GC interface
[70–72, 99, 197]. Therefore, this study considered three water inlet configurations with
the same number of water inlets, whose water inlet ratios from near sidewall 1 to the
centerline of the GDL/GC interface and then near sidewall 2 were 10:20:10 (Type I),
0:40:0 (Type II), and 20:0:20 (Type III), respectively. Type I was considered as a base
type to study the effect of surface wettability, and Types II and III are two extreme
types for comparison. Furthermore, previous research has shown that perforations in
the GDL can facilitate liquid breakthrough at these sites [198], suggesting the potential
for designing different liquid inlet configurations for practical applications. The size
of the water inlets is standardized to 80 µm in width, 80 µm in length, and 100 µm in
thickness. Compared with previous studies that used square water inlets ranging from
35 to 200 µm [60, 61, 64], and cylindrical or circular inlets with diameters between
50 to 400 µm [62, 70, 71, 99], this water inlet dimension aligns with prior research.
Finally, given the random nature and difficulty in determining the distance between
breakthrough locations, this study selected the distance between the two inlets from
500 µm to 2000 µm. Previous studies have reported even larger distances [68, 72].
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Figure 5.8: (a) Single straight three-dimensional simulation GC geometry scheme. (b) Three water inlet configurations at
the GC bottom with separate x-y side views and common and y-z side views. Their water inlet ratios, from near
sidewall 1 to the centerline of the GDL/GC interface and then near sidewall 2, were 10:20:10 (Type I), 0:40:0
(Type II), and 20:0:20 (Type III), respectively.

5.4.2 Two-phase flow in GDL and GC assembly

To investigate the water flow behavior within the GDL and GC and eliminate the as-
sumption of artificial GC liquid injection, a T-shaped GDL/GC assembly structure was
designed with a small fibrous GDL domain located below the central region of a long
GC, as shown in Fig. 5.9(a). This special design balances the research goal and com-
putational cost, as resolving the GDL pore space introduces a significant number of
fine mesh cells, which occupy approximately 80% of the total mesh cells. The former
section of the GC ensures that the input gas flow is fully developed, and the section that
follows is used to observe the removal of liquid water in the GC. The GDL provides a
fibrous, porous region for studying the water flow behavior within it, enabling a more
realistic water flow breakthrough at the GDL/GC interface.
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Figure 5.9: (a) A T-shaped GDL/GC assembly geometry. (b) Five different GDL water inlet configurations (Type A-E) and a
water inlet/air outlet configuration (Type F).

Papers II, III, IV, and V all employ a T-shaped simulation domain, but there are key
differences that need clarification. As shown in Table 5.3, Paper II uses the exact GC
cross-sectional dimensions as Paper I but features a significantly shorter GC length to
reduce computational cost. However, this configuration still resulted in high compu-
tational demands. Therefore, in Papers III, IV, and V, the entire domain was further
reduced by approximately half in each spatial direction compared to Paper II, achiev-
ing a better balance between computational efficiency and geometric representation in
GC and GDL. Besides, there is no thin layer in Paper II, which has been added in later
studies to eliminate the effect of GDL surface porous features on water injection, such
as mass flow rate.

Water flow is input from a thin region beneath the GDL, with various checkerboard-
patterned water inlet configurations designed by adjusting the size and location, as
illustrated in Figure 5.9(b). In this figure, white regions indicate walls, while gray
regions denote water injection points. A full-area inlet configuration (Type A) is em-
ployed in Papers II, III, and V. At the same time, Paper IV evaluates the effects of five
inlet patterns (Types A–E) on drainage behavior using the Freudenberg H2315 GDL
sample. Additionally, while most prior studies of two-phase flow in GDLs have fo-
cused solely on water transport, they often neglect gas transport. To address this gap,
a new inlet configuration (Type F) is introduced, based on Type B, which replaces the
four corner walls with gas outlet holes (marked in orange) to facilitate gas movement.

62



Table 5.3: Dimensions of the reconstructed ”T-shape” geometry in different studies.

Parameters Symbol Value in Paper II Value in Papers III, IV, and V Unit

Channel length Lc 7 4.5 mm

Channel width Wc 1 0.5 mm

Channel height Hc 1 0.5 mm

GDL length Lp 1 0.5 mm

GDL width Wp 1 0.5 mm

GDL thickness Hp 300 117 µm

Thin layer length Lm - 0.5 mm

Thin layer width Wm - 0.5 mm

Thin layer thickness Hm - 10 µm

Thin layer unit cell length l1 - 100 µm

Thin layer unit cell width l1 - 100 µm

GDL fiber diameters d 10/15/20 9 µm
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Chapter 6

Results and discussion

This chapter synthesizes the main results and discussion in the appended papers. The
discussion begins with two-phase flow simulations within GCs and then extends to
simulations involving combined GC and GDL assemblies. For more details, please
refer to the respective publication.

6.1 Two-phase flow in GCs

6.1.1 Experimental characterization

As outlined in Section 2.2.3, one of the key research gaps is the lack of a unified under-
standing of wettability in fuel cell flow channels. This section presents insight into this
issue by examining the performance and durability of two identical single-cell fuel cells
through experimental characterization (in collaboration with SINTEF) and two-phase
flow simulations, as detailed in Paper I. Both fuel cells feature 25 cm2 serpentine graph-
itic flow fields sourced from BalticFuelCells GmbH. The first cell, acquired in 2017,
has undergone extensive use, whereas the second, purchased in 2023, was minimally
used before this study.

Figure 6.1 displays the differences in BPP wettability between the two graphitic BPP
flow fields using droplet-dropping experiments. The lightly utilized BPP shows en-
hanced hydrophobicity, as indicated by water droplets forming discrete beads on its
surface. In contrast, the extensively utilized BPP demonstrates increased hydrophili-
city, characterized by the spreading of water along its flow field channels. This con-
trast suggests underlying variations in surface properties, likely resulting from material
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aging or prolonged operational exposure, which may impact water management effi-
ciency and overall cell performance.

New cell
Hydrophobic surfaces

Old cell
Hydrophilic surfaces

Beading up

Spreading

Figure 6.1: Water deposition on graphite BPPs from New and Old Cells, highlighting wettability differences. (Our collabor-
ator from SINTEF conducts this experiment.)

To further investigate the influence of wettability transition on fuel cell performance,
two PEMFCs were assembled using identical MEA components, while retaining BPPs
of different aging states, one relatively new and hydrophobic (referred to as the ”New
Cell”) and the other aged and more hydrophilic (”Old Cell”). Both cells were operated
continuously at a constant current density of 1000 mA/cm2 for 500 hours, with elec-
trochemical characterization conducted at 125-hour intervals to systematically assess
performance evolution and degradation trends.

Figures 6.2(a-b) present the fuel cell potential and ohmic resistance curves against cur-
rent density at five operational stages for New and Old Cells, respectively. At the
beginning of the operation, Old Cell shows lower performance compared to New Cell,
indicating pre-existing degradation effects. With extended operation, both the potential
and maximum current density of Old Cell drop significantly, highlighting the challenge
of long-term stability. In contrast, New Cell maintains a maximum current density
of 2000 mA/cm2 even after 500 hours, indicating its superior durability and stability.
Moreover, New Cell shows lower Ohmic resistance than Old Cell in the medium-to-
high current density regions, where water generation is most pronounced. This ob-
served trend in Ohmic resistance further supports cathode flooding as a plausible ex-
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planation for the differences in polarization behavior. Liquid water accumulation at
the cathode enhances membrane hydration via back diffusion [199], improving proton
conductivity. However, the excess water also blocks catalyst sites and increases mass
transport resistance, ultimately offsetting the hydration benefits.
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Figure 6.2: (a-b): Polarization curves over 500 hours for New and Old cells, illustrating performance degradation. (c-d):
Comparison of ohmic resistance (RΩ), charge transfer resistance (Rct), and mass transport resistance (Rmt) at
600 mA/cm2 and 1200 mA/cm2, respectively. (Our collaborator from SINTEF conducts this experiment.)

Electrochemical impedance spectroscopy was conducted at current densities of 600 and
1200 mA/cm2 to evaluate Ohmic (RΩ), charge transfer (Rct), and mass transport (Rmt)
resistances in the New and Old Cells, as shown in Fig. 6.2(c–d). The resistance val-
ues were obtained from Nyquist plots using equivalent circuit fitting. At the beginning
of operation, both cells showed comparable Rmt values, in agreement with the corres-
ponding polarization curves. As the test progressed, Rmt in the Old Cell rose sharply,
from 167 to 606 mΩ·cm2, whereas the New Cell maintained relatively stable values in
the range of 121-136 mΩ·cm2. A similar trend was observed for Rct, which increased
by 53% and 68% in the Old Cell at 600 and 1200 mA/cm2, respectively, while the New
Cell presented smaller increases of 35% and 31%. These variations strongly suggest
that performance degradation in the Old Cell is mainly associated with increased charge
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and mass transport resistances, likely driven by progressive water accumulation. Ad-
ditional electrochemically active surface area and hydrogen crossover measurements
have been analyzed in Paper I, indicating that catalyst and membrane degradation may
contribute indirectly to the observed resistance trends.

To further investigate the causes of hypothesized flooding at the cell scale, particular
attention is directed toward local water distribution within the BPP channels. Two-
phase flow behavior in GCs was simulated by conducting VOF simulations. Surface
wettability effects were modeled through static contact angles of 30 ◦, 90 ◦, and 150 ◦,
representing hydrophilic, neutral, and hydrophobic conditions, respectively.

6.1.2 BPP channel wettability

Figure 6.3 shows water saturation, spatial distribution, and gas pressure drop in a
straight GC under three different surface wettability conditions. All cases employ the
Type I liquid inlet configuration shown in Fig. 5.8. Static contact angles of 30 ◦ (hy-
drophilic), 90 ◦ (neutral), and 150 ◦ (hydrophobic) are used to represent the wettability
variety.

Figure 6.3: (a) Liquid flow evolution in GCs with three different contact angles (30◦, 90◦, and 150◦). (a) Time-dependent
total GC water saturation. (b) Water distribution at 108 ms. (c) Time-dependent total GC gas pressure drop. (d)
Water distribution viewed from the GC inlet at various time points (A, B, C, D, E, F) corresponding to those in
subfigure (c).
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In Fig. 6.3(a), the hydrophilic GC shows the largest amount of water accumulation and
the longest time (around 108 ms) for statistical stabilization. The difference between
hydrophobic and neutral GCs is slight. Both show rapid statistical stabilization at low
water saturation, around 24 ms, indicating enhanced water removal efficiency with
increasing channel surface hydrophobicity. Figure 6.3(b) shows three GC water distri-
butions at 108 ms. The hydrophilic channel finally forms slug flow along the two GC
corners, resulting from the prolonged water retention. Another two GCs still show dis-
crete droplet flow. In the hydrophilic GC, the inertial effect on water transport is negli-
gible. Water movement is primarily governed by surface tension force and gas-induced
drag force. Surface tension force promotes liquid adhesion to the channel walls, stabil-
izing the flow and suppressing rapid displacement. Meanwhile, the shear stress induced
by the gas flow is not strong enough to quickly detach or move the attached liquid.

To further illustrate the two-phase interactions, the gas pressure drop across the GC is
presented in Fig. 6.3(c). Unlike the water saturation evolution, all three pressure pro-
files show a rising trend, e.g., the first 24 ms, followed by varying degrees of fluctuation.
The initial increase is primarily driven by the formation and growth of pinned droplets
on the GC bottom walls (i.e., the GDL/GC interface). The subsequent fluctuations
are associated with dynamic interfacial phenomena, including droplet detachment, at-
tachment, merging, collision, separation, and discharge. Among the three cases, the
hydrophobic channel shows the fastest pressure rise, peaking at approximately 450 Pa.
This behavior is linked to delayed droplet detachment, particularly near the side walls,
where droplets tend to accumulate into larger clusters due to weak wall adhesion. These
clusters intermittently obstruct the channel, accelerating the pressure build-up. How-
ever, as detached droplets are removed more efficiently, the pressure drop subsequently
declines earlier, indicating improved water removal. In contrast, the hydrophilic chan-
nel shows higher average pressure and more substantial fluctuations, which are caused
by slug flow that reduces the adequate gas flow space and increases the likelihood of
droplet merging and blockage. The transient pressure peaks observed in Fig. 6.3(c) cor-
respond to sudden water bridge formations during droplet interactions. Representative
water morphologies at selected time points (A–F) are illustrated in Fig. 6.3(d).

The two-phase flow simulation results further support the experimental observations.
A transition in GC surface wettability from hydrophobic to hydrophilic leads to in-
creased water accumulation and a higher risk of flooding, which may extend into ad-
jacent porous electrodes. In the hydrophilic GC, the pressure drop decreases local gas
pressure along the GC, which can potentially hinder reactant gas diffusion driven by
pressure and concentration gradients. Furthermore, large fluctuations in pressure drop
can cause uneven reactant distribution, thus affecting performance stability and accel-
erating PEMFC degradation.
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6.1.3 GC water injection location

Based on the analysis in Section 6.1.2, two additional questions are considered:
(1) How do different liquid inlet configurations affect the water transport in GCs?
(2) Beyond replacing aged BPP, what alternative strategies can be employed to mitigate
the performance decline caused by the BPP wettability transition?

We try to address these two questions from the perspective of water inlets. Three GC
liquid inlet configurations, shown in Fig. 5.8, are investigated. Their inlet distribu-
tions from one side to the center and then to the opposite side are 10:20:10 (Type I),
0:40:0 (Type II), and 20:0:20 (Type III), respectively. Only hydrophilic GC is taken
into account for different liquid inlets.

Figure 6.4: (a) Liquid flow evolution in GCs with three different liquid inlet configurations (With the number of inlets varying
sequentially from one side to the middle and then to the other side, following the distributions 10:20:10, 0:40:0,
and 20:0:20). (a) Time-dependent total GC water saturation. (b) Water distribution at 108 ms. (c) Time-
dependent total GC gas pressure drop. (d) Water distribution viewed from the GC inlet at various time points
(A, B, C, D, E, F) corresponding to those in subfigure (c).

Figure 6.4(a) shows comparable water saturation variation in the three GCs following
the water injection. After a certain time, the difference among them becomes larger.
Type I leads to a moderate saturation level. On the other hand, the GC with Type III
inlets shows ongoing water accumulation at the end of the simulation. Although stat-
istical stabilization has not yet been reached, it is expected to occur within an extended
simulation time. According to Fig. 6.4(b), all three cases form slug flows at 108 ms.
Due to the narrow and linear shape of the Type II inlets, detached droplets near the
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channel entrance easily merge with unseparated droplets, promoting their separation
from the bottom surface. Once initiated, this forced detachment mechanism repeats
until the merged droplets reach a critical size. At this point, they either adhere to the
top wall and contribute to slug formation or pass over smaller downstream droplets and
are discharged. Conversely, Type III inlet design promotes droplet adhesion to the side
walls, where spherical droplets slowly move along the side walls. Over time, these
droplets coalesce, eventually forming a slug flow near the channel outlet. This design
leads to more water accumulation in the GC, increasing the flood risk. Nevertheless,
this design shows a considerably small pressure drop without strong fluctuations, as
shown in Fig. 6.4(c). In comparison, the Type II inlet configuration shows a larger
pressure drop from the initial drainage, accompanied by huge transient pressure drop
peaks.

In response to question (1), the liquid inlet configuration significantly influences water
saturation and transport behavior, thereby strongly affecting gas pressure drop. At the
same time, specific fundamental trends remain unchanged. For example, hydrophilic
GCs consistently show higher water saturation and slug flow formation, regardless of
the inlet type. Moreover, the comparison between the two extreme configurations,
Type II and Type III, indicates that water transport characteristics can be regulated
by shifting the liquid breakthrough positions within the GDLs. This adjustment can
be achieved through techniques such as laser perforation, which has been explored
experimentally [200, 201] and numerically [202, 203] to enable more precise control
of water management in GDLs.

To more clearly illustrate the possibility of adjusting the GC inlets, a numerical study
has been performed on the perforation of the GDL connected to the GC. Figures 6.5(a-
b) present the water distribution and breakthrough locations in GDLs with and without
perforation. It is shown that the introduction of perforations noticeably influences water
transport within the GDL. In the original GDL, water breakthrough primarily occurs
near the central region. By contrast, in the perforated GDL, breakthrough is local-
ized at the perforation locations, indicating that liquid inlet distribution can be spatially
controlled. This suggests a promising strategy for directing water flow and managing
breakthrough locations to improve water removal in fuel cells. Notably, it was found
that the water breakthrough frequency among the five perforations was different. This
finding aligns with the previous results that, even under simultaneous water injection
from multiple inlets, two-phase flow interactions in the GC introduce increasing ran-
domness in breakthrough and droplet detachment over time [68, 70–72, 99]. As a
result, the initial differences in breakthrough frequency across perforations may impact
long-term flow behavior. Further investigation is needed to assess the implications of
these findings for water transport stability and drainage efficiency in practical fuel cell
operations.
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Figure 6.5: Water breakthrough in GDLs with and without perforation at 3.5 ms. A numerically reconstructed GDL
with dimensions of 500 µm × 500 µm × 234 µm and a porosity of 0.7 is modified by adding five
80 µm × 80 µm × 100 µm cuboid holes. These holes match the liquid inlet dimensions used in the previ-
ously discussed VOF simulations.

6.2 Two-phase flow in GDL and GC assembly

This section summarizes the main findings from Papers II, III, IV, and V, focusing
on two-phase flow behavior in the combined GDL and GC domains. It begins with
examining GDL liquid injection strategies, followed by parametric studies that address
the effects of fiber diameter, fiber curvature, and additive content on water behavior. It
concludes with investigating water-gas interaction under conditions with and without
GDL gas outlets.

6.2.1 Evaluation of GDL liquid injection

Two-phase flow simulations in GDLs or GDL/GC assemblies typically require liquid
injection from the GDL surface. Building on the classification of inlet configurations
introduced in Chapter I, I first evaluate the impact of five representative designs on
water transport behavior, ranging from full-area to localized inlets with varying shapes
and sizes, as shown in Fig. 6.1.3, named from Type A to Type E. Figure 6.6 presents an
overhead visualization of the three-dimensional water flow evolution within the image-
based reconstruction of a Freudenberg H2315 GDL, utilizing the five inlet types. To
ensure consistency across all cases, the mass flow rate remains constant, with the liquid
injection velocity adjusted according to Equation 3.26. Several observed water trans-
port stages in GDLs are concluded: invading, in-plane and through-plane advancing,
and breaking through. During the breakthrough, water inside GDLs shows a slight
receding behavior, which will be discussed later.
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Figure 6.6: Overhead visualization of the three-dimensional water flow evolution (blue color), projected onto the x-y plane,
for various liquid inlet configurations at 0.5 ms, 4 ms, and 18 ms. The inlet configurations are defined as follows,
Type A: a fully open liquid inlet; Type B: a single central inlet block; Type C: five inlet blocks arranged with one
at the center and four at the corners; Type D: a cross-shaped arrangement with five inlet blocks centered; and
Type E: a linear arrangement of five inlet blocks along the x-direction.

The results in Fig. 6.6 indicate that liquid transport and distribution strongly depend on
the selection of liquid inlet configuration. Among all cases, water initially covers the
entire invading region and then preferentially flows through large pores, demonstrat-
ing an irregular concave-convex distribution. As it continues to rise, the water content
tends to decrease. All these features suggest that the water transport in GDLs is domin-
ated by the capillary fingering pattern, aligning with the previous findings by Zhang et
al. [188]. Under localized liquid inlets, water primarily propagates around the invad-
ing region. Notably, the GDL with Type B injection demonstrates a slightly broader
spreading pattern compared with that with Type C. This difference is likely attributed
to the increased liquid velocity. However, the water distribution in GDLs with localized
inlets shows concave–convex features similar to those observed with full inlets in local
regions. This suggests that accelerating the liquid velocity has only a limited effect on
the two-phase flow transport pattern.

Figures 6.7(a-b) show the time evolution of total water saturation and capillary pressure
in the GDLs with five different inlet configurations. In all cases, both quantities rise
rapidly at early times and gradually stabilize, with varying degrees of fluctuation. The
maximum differences in steady-state water saturation and capillary pressure across the
cases are approximately 33% and 16%, respectively. Among them, the Type A inlet
leads to the highest water saturation and the lowest capillary pressure, which is attrib-
uted to a greater probability of water penetrating through larger pores with reduced
flow resistance. Although the Type C, D, and E inlets share the same injection area
and mass flow rate, notable differences are observed among them exclusively due to
the variation in inlet location.
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Figure 6.7(c) shows the through-plane local water saturation at the end of the simulation
(18 ms). For the Type A injection, water saturation drops sharply from 1 in the inva-
sion region, followed by a more gradual decline. In contrast, the saturation profiles of
Types C, D, and E show varying trends between the injection and breakthrough regions,
reflecting the influence of the heterogeneous pore structure. Additionally, as shown in
Fig. 6.6, the more pronounced lateral spreading behavior associated with Type B injec-
tion results in an initial increase in through-plane saturation before it follows a similar
declining trend to that observed with Type C.

(a) (b)

(c) (d)

Figure 6.7: Time-varying GDL (a) water saturation, (b) capillary pressure. (c) through-plane local water saturation at 18 ms.
(d) Time-dependent total water saturation within GC, which is calculated based on the part above GDL along
the airflow direction.

Figure 6.7(d) shows the time-varying total GC water saturation relating to the connec-
ted GDL structures. The spatial evolution of water distribution within the GC following
breakthrough is illustrated in Fig. 6.8. For GCs associated with Type A, C, and E in-
lets, water mainly accumulates in a single corner, forming slug flow and leading to
a sustained rise in saturation. Type A, in particular, displays a continuous increase
throughout the simulation, driven by the gradual formation of an attached film along
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the sidewall. In contrast, Types B and D reach a steady saturation earlier and maintain
comparatively lower levels. These results highlight that the inlet configuration in the
GDL strongly affects water transport and breakthrough behavior, which in turn gov-
erns downstream distribution in the GC. The flow regimes observed are governed by a
combination of breakthrough characteristics (location, number, and size), detachment
dynamics (interface position and droplet size), and attachment modes (none, single-
side, or double-side attachment).

Type A

Type B

Type C

Type D

Type E

2 ms 3 ms 4 ms

Attachment
on side walls

Detachment 
far from interface

Detachment 
near interface

18 ms

z

x
y

Figure 6.8: GC water distribution (blue color) corresponding to Type A-E liquid injections at 2 ms, 3 ms, 4 ms, and 18 ms.

Despite simplifications of the full-area liquid injection, it remains widely used in previ-
ous studies [73, 79, 88, 90] due to its effectiveness in providing a relatively consistent
framework for evaluating water transport mechanisms. Most existing work focuses on
water behavior under varying structural, material, and operational conditions. The ad-
vantage of full-area injection is particularly apparent when comparing different GDL
structures, as it eliminates the variability introduced by inlet location. However, local-
ized injection can lead to significant internal variations within the same GDL, complic-
ating comparative analysis. For this reason, full-area injection is adopted in Papers II,
III, and V. To improve statistical reliability, multiple GDL samples generated with sim-
ilar reconstruction procedures need to be tested. Nonetheless, to address potential over-
estimation of water retention, future work may consider supplementary cases involving
gas counter-flow or localized injection, offering a more representative evaluation of
GDL drainage capacity.
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6.2.2 Effect of fiber diameter

This section summarizes the effect of varying fiber diameter on water transport in GDLs
and GCs. Three cases with varying GDL fiber diameters, d = 10 µm (Case d10), 15 µm
(Case d15), and 20 µm (Case d20), have been studied. Figure 6.9(a) shows the temporal
variation of water distribution inside three GCs. Increasing the fiber diameter promotes
the water breakthrough from GDLs, e.g., at 6 ms. Once a water breakthrough occurs
in the central region, water continues to accumulate as droplets, which detach upon
reaching a critical size. On the other hand, when water breaks through near the wall,
it rapidly adheres to the hydrophilic surface and forms a water bridge at the GDL/GC
interface, connecting the water in the GDL and the water on the wall. However, this
water connection can be broken (e.g., Case d10) or maintained for a long time (e.g.,
Case d20). During this process, the water interface deforms under the competing effects
of drag and surface tension forces. It is observed that increasing the fiber diameter
promotes the formation of a more continuous slug flow for removal, as seen when
comparing Case d10 and Case d20 at 21 ms.

Figure 6.9: (a) Water spatial distribution in three GCs at 6 moments, shown by the form of isosurface of α = 0.5. (b) In-
plane water distribution of three GDLs at three relative thicknesses (h = 0.2, 0.6, 1.0) and different moments.

Figure 6.9(b) presents the in-plane water distribution of three GDLs at three relative
thicknesses (h = 0.2, 0.6, 1.0) and different time steps. h = 0.2 is a position close
to the water injection. A decreasing trend of water retention from the water injection
area to the breakthrough area can be seen in all GDLs. Over time, the in-plane water
distribution below h = 1 shows a stable trend, while that at h = 1 changes randomly

76



due to the water breakthrough and droplet detachment. At a given relative thickness,
increasing fiber diameter leads to earlier water emergence and higher steady-state wa-
ter content. Moreover, both the water breakthrough time and stabilization time tend to
be advanced. Specifically, as the fiber diameter increases, the reconstructed GDL has
an increased number of large pores, which ultimately contributes to the larger water
clusters, e.g., Case d20. At h = 1, the water distribution shows instability, charac-
terized by the appearance, disappearance, reduction, and increase of water clusters.
Decreasing fiber diameter tends to increase the number of water clusters, but with a
decrease in size, indicating an increase in the potential breakthrough sites.

Figure 6.10: Comparison of the time-varying total liquid water saturation in GDLs and GCs for three cases. (a) In GDLs.
(b) In GCs.

Figure 6.10 shows the time-dependent total water saturation in both the GDL and GC
regions. In the GDL, Case A shows the lowest saturation throughout, whereas Case C
stabilizes first at approximately 0.30, followed by Case B at around 0.37. These res-
ults suggest that smaller fiber diameters slow water transport through more tortuous
pathways and smaller pores, leading to higher overall saturation. The final saturation
values (0.30-0.45) are consistent with earlier studies [90, 204]. After the breakthrough,
GC saturation increases in three GDLs, with Case C exhibiting the highest values until
18.5 ms, after which the discharge of a large droplet detachment causes a rapid drop.
The saturation then follows a similar trend to Case B. Case A remains consistently
lower due to a delayed breakthrough.

6.2.3 Effect of fiber curvature

The effect of fiber curvature on the GDL two-phase flow transport is almost unknown.
In this section, a comparative analysis of water transport in randomly reconstructed
GDLs under nearly identical conditions is presented for the first time, while taking into
account the effect of the fiber curvature. Three types of GDLs, denoted as S-GDL,
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C1-GDL, and C2-GDL, have been reconstructed using straight, moderately curved,
and highly curved fibers, respectively. Four samples were generated for each GDL
type to improve the statistical representativeness of the results. The water saturation
and capillary pressure for each sample are presented in Paper III, while the ensemble-
averaged values are shown in Fig. 6.11.

(a) (b)
Figure 6.11: Ensemble average time-dependent water saturation and capillary pressure in the GDLs with three distinct fiber

curvatures in 4 ms. The simulation results based on a physical GDL H2315 are used for comparison.

The four S-GDL samples show apparent variations in water saturation and capillary
pressure, with maximum deviations of 17% and 19%, respectively. Their average val-
ues are consistently lower than those of the C1-GDL and C2-GDL samples. As fiber
curvature increases, the variation in saturation and capillary pressure across samples
decreases, reflecting more uniform drainage performance. Although the C1-GDL and
C2-GDL sets result in similar average saturation levels, capillary pressure differs signi-
ficantly between them. Despite all reconstructed GDLs sharing a comparable through-
plane local porosity distribution, both water retention and capillary pressure tend to
increase with fiber curvature. Moreover, all reconstructed GDLs produce higher water
saturation and capillary pressure than the reference Freudenberg H2315 GDL, indic-
ating that further improvements in reconstruction methodology are required to more
accurately replicate realistic GDL behavior.

To explore the reasons behind the above findings, we plotted the water distribution and
filtered pore networks of four representative GDL samples in the early stage of inva-
sion and after breakthrough, as shown in Fig. 6.12. The gray, dark purple, and light
purple regions represent water saturation at 1 ms, water saturation at 4 ms, and the
overlapping water distribution at these two timesteps, respectively. From Fig. 6.11(a),
all GDLs show similar water saturation levels at 1 ms, with differences emerging there-
after. The water distribution between 1 ms and 4 ms reveals that in GDL H2315, water
rapidly breaks through at multiple locations without significant lateral spreading, lead-
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ing to faster statistical stabilization. In contrast, as fiber curvature increases, water
disperses more extensively within regions containing small pore clusters, prolonging
the stabilization of high water saturation levels. Furthermore, the enhanced capillary
pressure in Fig. 6.11(b) results from the increased small pores within GDLs of highly
curved fibers.

𝑥
𝑦

𝑧

t = 1 ms t = 4 ms Overlap at t = 1 ms and t = 4 ms

(a) H2315 GDL (b) S-GDL1 (c) C1-GDL1 (d) C2-GDL1

Figure 6.12: Combination of filtered pores and GDL water distribution state at 1 ms (gray surface) and 4 ms (purple surface).
The pores are colored according to the pore diameter (see left color bar).

6.2.4 Effect of additive structure

Figures 6.13(a-c) show the normalized values of pores, throats, and coordination num-
bers for the extracted GDL pore networks, based on total amounts of 3500, 12000, and
3500, respectively. All GDLs have a significant fraction of small pores and throats.
By decreasing the number of fibers, i.e., from GDL1 to GDL3, the total number of all
three parameters decreases over the entire range of variation, especially in the range of
smaller values. By adding binders into GDL2 and GDL3, a further decrease in small
pores and throats has been observed, as shown in Fig. 6.13(b), thereby resulting in a
much smaller coordination number, namely, worse pore connectivity. A similar trend is
also observed when more additives are included in GDL1. Therefore, adding additives
will decrease the total number of pores and throats in GDLs, especially the proportion
of small pores and throats. As a result, the GDL pore connectivity is reduced.

Figure 6.14 presents the normalized water volume (relative to the GDL bounding box
volume, 2.925 × 10−11 µm3) and the corresponding total water saturation. A direct
comparison with their definitions is provided in Eq. 6.1, highlighting their shared para-
meter, i.e., the water volume inside the GDL. Among the three GDLs without additives,
GDL1 contains the most pores and throats but shows the lowest water content, suggest-
ing that smaller pores contribute minimally to water retention. In contrast, GDL3 has
the smallest number of pores, yet maintains a comparable proportion of large pores
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Figure 6.13: The normalized count of pore diameter, throat diameter, and coordination number based on the total count
of 3500, 12000, 3500, respectively. (a) Original GDLs, (b) Same porosity but different additive fractions, (c)
Decreasing porosity with increasing additive fractions.

relative to the others, which supports its highest water content due to the dominance of
water retention in large pores. As shown in Figure 6.14(a-b), the total water volume
shows only minor changes upon the addition of additives, even when they occupy over
34% of the solid phase (0.16/0.46), as long as porosity remains constant. Notably, the
presence of additives stabilizes the water volume evolution after 1 ms. This stabil-
ization is primarily attributed to the reduced number of small pores, which dampens
the water penetration dynamics. Although additives decrease the porosity in GDL1,
both GDL1-LA and GDL1-HA demonstrate similar temporal water volume profiles,
indicating that the addition of additives has a negligible effect on water volume when
the number of large pores remains unchanged. Consequently, previous two-phase flow
studies that omit additive structures are unlikely to misrepresent the overall trend of
water saturation dynamics. Moreover, conclusions drawn from water saturation com-
parisons among different GDLs in Papers II and III remain valid. When incorporating
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additives into GDL models, the updated water saturation can be approximately adjus-
ted using the ratio of the new to the original pore volume while preserving the trend, as
formulated in Eq. 6.2.

V̂water =
Vwater

Vref
, Swater =

Vwater

Vpore
(6.1)

Swater,new =
Vwater,new

Vpore,new
≈ Vwater,old

Vpore,new
= Swater,old

Vpore,old

Vpore,new
(6.2)

Figure 6.14(d-f) shows the total water saturation in the five GDL samples. The higher
porosity in GDL2 and GDL3 has slowed down the saturation buildup; however, the
final water saturations observed across these three GDLs have converged to similar
values, which warrants further investigation to determine whether this similarity is co-
incidental. Thereafter, water saturation evolves with porosity changes introduced by
additives. Given that the overall water volume in a GDL remains relatively unchanged
before and after additive incorporation, a reduction in porosity due to additive addition
results in higher water saturation and a more rapid increase in saturation, as demon-
strated in Fig. 6.14(e–f).

(a) (b) (c)

(d) (e) (f)
Figure 6.14: Normalized water volume and total water saturation at different conditions: (a) varying the number of fibers;

(b) keeping the same porosity; (c) keeping the same GDL base but increasing additives.

Figure 6.15 presents the variation in capillary pressure during the water intrusion pro-
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cess. GDL1, GDL1-LA, and GDL1-HA show similar magnitudes and trends in their
capillary pressure profiles. A comparable behavior is also observed for the pairs GDL2
and GDL2-LA, as well as GDL3 and GDL3-HA. These observations suggest that ca-
pillary pressure is predominantly governed by the intrinsic fibrous pore structure of the
GDLs, while the presence of additives exerts only a minor influence. Combined with
pore network analysis, it is found that the high capillary pressure in GDL1 is primar-
ily attributed to its large fraction of small pores, as predicted by the Young–Laplace
equation.

A comparison between GDL3 (highest porosity) and GDL1-HA (lowest porosity) un-
derscores the importance of pore connectivity. Only small pores that are well-connected
within water transport pathways contribute significantly to capillary pressure. For ex-
ample, GDL1-HA exhibits better connectivity than GDL3, facilitating water transport
through small pores. Additionally, introducing a low additive volume fraction (0.08)
has minimal impact on capillary pressure, as seen in GDL1 vs. GDL1-LA and GDL2
vs. GDL2-LA. In contrast, a higher additive volume fraction (0.16), as in GDL1-HA
and GDL3-HA, results in a slight increase in capillary pressure compared to their un-
modified counterparts.

Figure 6.15: Capillary pressure variation within different GDLs.

6.2.5 Investigation on GDL water-gas counterflow

During PEMFC operation, water-gas counterflow naturally occurs in the GDL due to
opposing transport directions of drainage water and incoming reactants. Most previous
VOF simulations in GDLs have primarily focused on the liquid phase, while the gas
outflow is often neglected. This section examines whether the presence of gas-phase
counterflow toward the reaction region affects the liquid transport behavior within the
GDL. To apply boundary conditions for liquid inflow and gas outflow, the Type F con-
figuration (Fig. 5.9) is adopted. Unlike the Type B setup, the four corner outlets of the
Type F domain utilize totalPressure, zero gradient of liquid volume fraction (∇αl = 0),
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and zero normal gradient of velocity (∇U·n̂ = 0). Figure 6.16 compares water distribu-
tions in the GDLs under Type B and Type F conditions. While initial invasion behavior
is similar, the two cases deviate over time. In the Type B case, water gradually spreads
toward the boundary wall, as highlighted by the red dashed rectangle, whereas in the
Type F case, such spreading is suppressed. Consequently, Type B results in higher
and more fluctuating water saturation (Fig. 6.17(a)), along with slightly lower capillary
pressure (Fig. 6.17(b)). The observed oscillations in the Type B case beyond 6 ms are
attributed to receding and advancing movements within the GDL during breakthrough.
This behavior is also significantly weakened in Type F, indicating that the water distri-
bution marked in Type B is the leading cause of the periodic fluctuations.

Figure 6.16: Overhead view (perpendicular to the x-y plane) of water distribution evolution in Type B and F GDLs.

(a) (b)
Figure 6.17: Comparison between Type B and F GDL time-varying total water saturation level and capillary pressure.

To gain further insight, the GDL is divided into two sub-regions, namely Region Q1 and
Q2. As shown in Fig. 6.18(a-d), the key difference between the two cases is primarily
associated with Region Q1, while both Region Q2 show comparable water saturation
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and capillary pressure. A consistent trend is observed in both regions, e.g., higher water
saturation corresponds to lower capillary pressure. In Region Q1 of the Type B inlet,
water content increases rapidly, accompanied by a sharp decline in capillary pressure,
which later fluctuates within a limited range. Conversely, Region Q1 in the Type F case
maintains a higher and more stable pressure profile. Further investigation is needed to
understand the suppression mechanism of water behavior in Region Q1 associated with
Type F water ingress. In addition, it is necessary to determine whether the differences
caused by the inclusion of the air outlet boundary condition persist in other GDL con-
figurations, that is, whether there is a geometry dependency. The sudden rise in water
saturation in Region Q2, as shown in Fig. 6.18(c), is attributed to newly advancing
water in small pores during the water breakthrough process.

Region Q2

(a)

Region Q2

(b)

Region Q2

(c)

Region Q2

(d)
Figure 6.18: Comparison between Type B and F GDL time-varying regional water saturation level and capillary pressure.

Figure 6.19 further illustrates the streamlines and water distribution in the GDL and
above GC region at 4 ms. Under Type B configuration, the gas velocity streamlines
terminate or change direction near the GDL bottom due to the imposed wall boundary
condition, resulting in a more chaotic and dispersed flow pattern. In contrast, Type
F shows closely spaced streamlines converging toward the four bottom corners of the
GDL, accompanied by higher velocity magnitudes. Consequently, the gas flow struc-
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ture in Type F is more organized compared to the random and irregular pattern observed
in Type B.

These variations in gas flow significantly impact liquid distribution within both the
GDL and GC. In addition to the distinct water accumulation in the GDL, as discussed
earlier, water behavior in the GC also differs, particularly in terms of droplet break-
through and detachment dynamics. Once liquid enters the GC, the airflow influences
its detachment and transport, simultaneously altering the gas flow pathways above the
GDL/GC interface. Depending on local conditions, airflow may either accelerate or be-
come obstructed as it enters the GDL, further amplifying differences in gas dynamics.

The effect of boundary conditions on two-phase interactions is evident, yet the com-
plex coupling mechanisms between gas and liquid phases remain unclear. In particu-
lar, the dominant phase (liquid or gas) and the governing region (GC or GDL) during
interactions require further investigation. Addressing these uncertainties necessitates
additional studies in future work.

Type B Type F

Figure 6.19: Liquid phase distribution (Blue color) and gas phase velocity streamlines (color bar) within GDL and GC of
Type B and Type F at t = 4 ms.
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Chapter 7

Conclusion and outlook

This chapter summarizes the main findings of my four years of doctoral research and
outlines potential directions for future work.

7.1 Conclusion

This thesis has provided an in-depth understanding of the local transport characterist-
ics of water-gas two-phase flow in PEMFCs, with particular emphasis on the influence
of surrounding structural features on flow behavior. A series of numerical investiga-
tions has been carried out using the VOF method within the OpenFOAM framework.
These simulations have considered several critical aspects, including microchannel and
porous GDL domains, liquid water injection configurations, GDL fiber diameter and
curvature, additive treatment, and the GDL gas outlet boundary condition.

Experimental electrochemical analyses have shown that fuel cell performance degrad-
ation is strongly associated with the wettability transition of BPPs from hydrophobic
to hydrophilic. Building on this observation, this thesis has carried out two-phase flow
simulations in a straight GC with a rectangular cross-section and multiple water in-
lets. The effects of GC surface wettability and water injection locations on liquid water
dynamics have been systematically investigated. In contrast to previous studies with
single-point injection, the present simulations reveal additional interfacial behaviors
such as forced droplet detachment, droplet collision, and coalescence, which are found
to significantly influence flow stability and water transport. Hydrophilic channels tend
to accumulate an additional amount of liquid water, forming slug flow that leads to lar-
ger pressure drops and stronger oscillations. Sudden spikes in pressure drop frequently
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result from droplet coalescence. Conversely, hydrophobic GC surfaces help stabilize
water saturation and maintain a more uniform gas flow. The combined experimental
and numerical findings indicate that hydrophilic surface conditions over time contrib-
ute to accelerated fuel cell degradation through persistent water accumulation and un-
stable pressure behavior. Notably, even under hydrophilic conditions, positioning all
water inlets near the GC sidewalls results in higher water saturation but significantly
smoother and lower pressure drops, due to fewer droplet mergers in the central region.
This insight aligns with earlier studies employing perforated GDLs to optimize water
injection and underscores the critical role of GC flow patterns in long-term PEMFC per-
formance. Overall, tuning surface wettability and injection configuration has emerged
as a promising strategy for improving water management and mitigating performance
loss in PEMFCs.

Furthermore, the simulation framework has been extended to a T-shaped GDL and GC
domain, enabling the investigation of coupled water-gas transport phenomena across
the GDL and GC interface. Porous fibrous GDL structures have been stochastic-
ally reconstructed using in-house code. Straight and curved fiber generation, additive
structure, bulk and local porosity, along with random and layer-by-layer fiber stacking
strategies, have been implemented to generate representative GDL morphologies. This
modeling capability provides a valuable platform for future studies aiming to link GDL
microstructure to fuel cell performance and to support the rational design of advanced
GDL materials. From the two-phase flow simulations of these GDLs, the observed li-
quid water transport process can be summarized as: invading, advancing, and breaking
through the GDL, followed by growing, deforming, separating, attaching, colliding,
merging, and being removed from the GC. It is noted that these behaviors in GCs can
be disordered. Compared with the previous studies, which separately considered only
GDLs or GCs, a water receding behavior inside the GDL occurs during water break-
through because of the release of capillary pressure. Moreover, the size of the water
breakthrough near the GDL/GC interface varies over time, indicating that a dynamic
boundary condition for the GC simulations is required.

The effect of carbon fiber geometry and additive inclusion on two-phase flow behavior
has been systematically investigated, which has received limited prior attention. Even
when maintaining constant porosity, pore network analyses have revealed that struc-
tural modifications in the GDL inevitably alter pore size distribution and connectivity,
thereby influencing capillary-driven water transport. Larger fiber diameters create lar-
ger pores that enhance drainage and reduce water saturation in the GDL; however, they
may also promote faster water accumulation in the connected GCs, suggesting a wa-
ter management trade-off between adjacent components. Increased fiber curvature has
been found to introduce an increased number of small pores and improve pore con-
nectivity, yet at the cost of higher water retention. However, GDLs with curved fibers
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exhibit more uniform water saturation compared to those with straight fibers, indicat-
ing enhanced structural robustness against stochastic variation. The incorporation of
additive structures, especially at high content, reduces the number of small pores and
diminishes pore connectivity, thus significantly altering water behavior. Nonetheless,
low additive content has minimal impact under highly hydrophobic conditions. Ca-
pillary pressure is found to be related to the initial fibrous skeleton structures before
incorporating additives. These findings suggest that a well-balanced combination of
additive content and fiber skeleton porosity can offer improved drainage performance
while preserving mechanical stability.

Porosity has long been regarded as a key parameter in characterizing porous GDLs
for macro-scale PEMFC simulations. However, the present study has demonstrated
that maintaining constant porosity alone does not ensure consistent two-phase flow
behavior, such as water saturation and capillary pressure, due to intrinsic structural
heterogeneity. In contrast, GDL structures with different porosity levels but the same
partial fiber skeleton can exhibit comparable water saturation behaviors. These findings
highlight that beyond bulk porosity, the internal microstructural attributes, such as pore
size, spatial distribution, and connectivity, play a crucial role in determining water
transport characteristics. Future modeling and design efforts should therefore account
for these microscopic features to predict and optimize GDL performance accurately.

The water inlet and gas outlet conditions at the GDL surface close to the reaction region
have been investigated. Various locations and sizes of water inlets contribute to the dis-
tinct water saturation and local water advancing and receding behavior in a particular
area. Such uncertainty challenges the evaluation of GDL drainage capacity. To minim-
ize the influence of localized inlets, a full-area water injection strategy is recommen-
ded for evaluating GDL drainage capacity under consistent conditions. Nevertheless,
where numerical or experimental setups allow, future studies incorporating controlled
localized injections may offer deeper insights and contribute to a more comprehensive
understanding of local water transport phenomena. An air outlet boundary condition
at the GDL/electrode interface for interface-resolved two-phase flow simulations is a
problematic issue that has not been addressed by previous studies. In this thesis, our
purpose is to provide one solution to show the different liquid-gas interactions with the
presence of air outlets and then to attract more attention from peer researchers to think
further and offer better solutions in this direction. This is not the final step; a more real-
istic air outlet boundary condition that accounts for electrochemical reactions, coupled
with an interface-capturing method, is essential for accurate simulation.
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7.2 Outlook

This thesis has provided valuable insights into water transport in GDLs and GCs through
VOF simulations. However, there is still a gap between the current numerical findings
and their application in practical PEMFC systems. Future research should focus on
enhancing the realism, accuracy, and predictive ability of simulation models to better
represent actual operating conditions and support more effective fuel cell design.

While the present study has mainly explored the sensitivity of water behavior to key
structural and operational parameters, optimal strategies for water management have
not been pursued. Achieving this would require integrating additional GDL features,
such as thermal and electrical conductivity, gas transport resistance, and flow uniform-
ity, into a unified multiphysics framework.

Moreover, future simulations should incorporate more complex operating conditions,
including electrochemical reactions, humidity control, and temperature gradients. These
factors are essential in governing water transport and phase-change dynamics but are
not fully captured under the current simplified conditions. Incorporating membrane
water transport models and evaporation–condensation mechanisms, possibly through
hybrid modeling approaches, could significantly improve simulation fidelity.

Reliable validation remains a crucial bottleneck for GDL two-phase simulations. Des-
pite their flexibility and depth, numerical models must be benchmarked against high-
quality experimental data. Coordinated efforts to generate shared databases under con-
trolled and consistent conditions would greatly facilitate cross-validation and enhance
confidence in model predictions. Establishing an open-access platform for experi-
mental–numerical data exchange is strongly encouraged.

Stochastic microstructure reconstruction has proven effective in capturing GDL het-
erogeneity and its influence on water behavior. Nonetheless, current geometry-based
methods require further refinement to better reflect real GDL morphologies. Look-
ing ahead, machine learning-assisted structural design, particularly data-driven gener-
ation of physical GDL structure, holds promise for accelerating parameter studies and
structure-performance optimization.

A promising research direction could be the control of surface properties for enhanced
water management. The interplay between BPP and GDL hydrophobic/hydrophilic
patterns and channel geometry remains insufficiently understood. Future work could
investigate how spatially controlled wettability or advanced micro-patterned designs
enable self-regulating water pathways, mitigating flooding while maintaining sufficient
membrane hydration. These studies will also help reduce the utilization of per- and
polyfluoroalkyl substances (PFAS) in PEMFC components.
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