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PRINCIPLES 
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Introduction: In complex sociotechnical systems, the persistence of a gap between Work-as-

Imagined (WAI) and Work-as-Done (WAD) is a recognized source of vulnerability [1], [2], [3]. 

While Safety-I approaches focus on analyzing failures after they occur, the Safety-II perspective 

emphasizes the need to understand and manage performance variability before it compromises safety 

[4]. A central challenge remains how to anticipate and act upon potential future deviations driven by 

both internal (e.g., organizational changes) and external (e.g., regulatory, environmental) dynamics. 

Traditionally, this anticipation relies heavily on expert judgment and experience – valuable but often 

limited in scalability and even on responsiveness [4], [5]. This research explores how Artificial 

Intelligence (AI) and Machine Learning (ML) methods, especially forecasting techniques, anomaly 

detection, and probabilistic modeling, can be leveraged to identify early signals of variability in 

operational contexts. These techniques allow organizations to process extensive datasets and detect 

emerging patterns that may indicate future WAD scenarios, thus reinforcing resilience and decision-

making. While expert judgment remains critical, we hypothesize that AI/ML can serve as a 

complementary analytical layer to improve foresight in line with Safety-II principles. 

Methods: The methodological foundation of this study is a structured review of the literature on 

AI/ML applications for detecting and forecasting variability in complex systems. The focus is 

threefold: (a) time-series forecasting models capable of detecting performance shifts over time [6], (b) 

anomaly detection algorithms that highlight rare or unexpected operational behaviors [7], and (c) 

probabilistic models, such as Bayesian networks, that support reasoning under uncertainty and 

scenario-based inference [8], [9], [10]. These methods are being analyzed both from a technical 
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perspective and in terms of their suitability for integration into socio-technical systems that demand 

resilience and adaptability. In parallel, we are designing illustrative case-based examples to 

demonstrate how selected models can be applied in practice. 

Results and Discussion: As the study is ongoing, the results presented are preliminary and intended 

to guide future stages of development and validation. Initial findings from the literature review 

suggest that AI/ML methods have strong potential to enhance the early detection of variability 

patterns that may not be evident through conventional monitoring approaches. For instance, time-

series models [6], [11] show promise in identifying subtle trends and deviations in system behavior, 

while anomaly detection [7], [12] algorithms can uncover atypical signals at scale and in near real-

time. Bayesian networks and other probabilistic frameworks allow analysts to model causal relations 

and explore potential future scenarios under different conditions [8], [10]. These capabilities are 

particularly relevant for addressing both endogenous variability (e.g., process drift, workload 

changes) and exogenous factors (e.g., market shocks, regulatory shifts, climate change) [13], [14], 

which may otherwise lead to normalization of deviance if left unchecked [15], [16]. Upcoming phases 

of the research will focus on applying the selected models to domain-relevant datasets and 

establishing protocols for collaborative validation with experts. Key concerns include data quality, the 

interpretability of ML outcomes, and the need to bridge the epistemic gap between algorithmic 

reasoning and practical knowledge [17], [18]. 

Conclusion: This work contributes to the field of safety and resilience engineering by investigating 

how AI/ML methods can be employed to predict operational variability in ways that are aligned with 

Safety-II principles. While still under development, the proposed approach emphasizes the proactive 

use of data to anticipate emerging risks and enhance adaptability in high-reliability organizations. The 

study also points to future opportunities for advancing the methodological integration between 

predictive analytics, expert knowledge, and safety-oriented practices, particularly in the design of 

more structured, adaptive, and context-aware safety systems. 

Acknowledgments: This work was supported by CNPq - Brazil under project number 200953/2024-9. 
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Introduction: This paper explores the evolution of safety and resilience in responsible and 

sustainable engineering design, tracing the transition from traditional prevention-based approaches 

(Safety I) to resilience-focused strategies (Safety II). It reviews historical safety models, such as the 


