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ABSTRACT

Tool-based code review has been an established software engineering practice for
at least a decade. However, while software development environments have im-
proved significantly during this time with advanced features for code comprehen-
sion, refactoring, and AI support, code review tools have remained more static and
are still centered around a two-way textual diff view with features similar to when
the first code review tools were introduced.

With the rapid development of artificial intelligence (AI), code review is at a
crucial moment. It must adapt to meet the demands of a future where more and
more AI generated code needs to be reviewed, while higher efficiency demands
are placed on software engineering teams. More and more capable AI models will
soon make it feasible to completely automate code review or offer sophisticated
AI support to human code reviewers. Complete automation could potentially offer
increased efficiency, but risk losing many of the interpersonal benefits. This gives
researchers and software engineers reason to stop and reflect on what the purpose
and benefits of code review are and how to best preserve these benefits in the
future.

In this thesis, I present a direction for modeling and improving human-centered
code review, where code review tools are designed to support the human software
engineer, adapt to their needs, and augment their capabilities. The contributions
are a prototype for flexible code block comparisons developed using participa-
tory design, an architecture for AI-supported code review, and a cognitive model
of code review as decision-making (CRDM). Together, these contributions in-
dicate one way toward the next generation of code review tools, practices, and
processes: to use participatory design methodology, cognitive insights from the
CRDM model, and AI agent-based architectures to improve code review while
focusing on the needs of the human reviewers.
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INTRODUCTION

1 Introduction

Code review is an established industry practice in software engineering [2]. Ben-
efits include defect finding, code improvement, discovering alternative solutions,
knowledge transfer, team awareness, improving developer process, sharing code
ownership, reducing build breaks, tracking rationale, and team assessment [3].
But there are also significant challenges. Some developers view code review as a
boring chore [4], unhelpful comments or other poor code review practices harm
collaboration [5], and there are several misalignments between the task, the devel-
opers’ needs, and the tools [6].

So far, code review tools have not evolved to meet these challenges. The first
dedicated software tool for code review, ICICLE, was launched in 1990 and al-
ready contained a two-way diff view, support for code review comments, annota-
tions by static analyzers, and distributed collaboration over the network [7]. The
most popular code review tools in use today, such as GitHub, GitLab, and Gerrit,
are web-based, integrated with version control, can link to continuous integration
systems, and show the code in full color, but are still based on the same features
and core workflows. I believe there is ample room for improvement to address the
current challenges and misalignments mentioned above.

The pressure to improve code review is increasing. The 2023 Accelerate State
of DevOps industry report finds that teams with faster code reviews have up to 50%
higher overall software delivery performance, marking it as an important area for
improvement [8]. Furthermore, with the accelerating research and application of
Artificial Intelligence (AI) in software engineering, developers are predicted to
spend even more time reviewing and integrating AI-generated code [9, 10]. Code
review is at a crucial moment where it must adapt and become more efficient and
help developers deal with increasing amounts of code to review, and at the same
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time preserve and increase the interpersonal and quality benefits that made code
review a valued industry practice.

The fast development of AI technologies offers both threats and opportunities
for the future of code review. Although several recent initiatives explore how to
completely automate code review [11–14], I argue that many of the benefits of code
review are interpersonal and risk being lost if the activity is automated. Instead,
improvements in code review tools and processes should preserve the benefits and
values of code review, address its difficulties, and center the human software engi-
neers involved.

Already in 1962, Douglas Engelbart [15] published a seminal report demon-
strating how new technology can augment cognitive and physical abilities and al-
low humans to perform tasks faster and easier. The example he gives in his article
is the workflow of an ‘augmented architect’; a human architect working assisted by
a computer system that can draw the building plans, measure angles and distances,
and update visualizations in real time. When described in the article, a system like
this was still decades away, but today Computer Aided Design (CAD) systems are
widely used for technical design tasks. In Engelbart’s view, when developing a
tool, you should begin by questioning what is hard about the task and then how a
tool can help. Following this principle; to design improved code review tools that
augment humans’ ability and efficiency, a better understanding of code review and
its difficulties from a human perspective is needed.

1.1 Research Goals

This thesis explores how code review tools, practices, and processes work and
how they can be improved to fit the goals and needs of the humans involved. My
vision is to be part of creating a world where developers enjoy doing code reviews
and software teams achieve better collaboration, fewer code defects, increased
knowledge sharing, and stronger team cohesion. The central research question
springing from this goal and vision is “how can code reviews be made fit for
purpose?”. With fit for purpose, I refer to tailored to the needs and goals of
the diverse roles involved in code review. Here, roles imply not only authors or
reviewers, but also variants of these roles. Reviewers may have different units of
attention [6], they may act as an educator in one review and a gatekeeper in the
next [2], or they may just want to keep up to date with what is happening in the
code base. The authors also vary in needs and roles. For example, they may be
very senior on the team or they might have started last week, they might perform
changes as the lead developer in a project or as a guest contributing changes in a
repository outside their regular team.

Specifically, the research goal and the research question are applied to the in-
cluded papers in the following ways. Paper I explores how participatory design
can be used to improve the user experience of code review by designing a flexible
code block comparison interface that addresses common difficulties with review of
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refactored code. Paper II proposes an architecture for human-centered AI support
designed to make code reviews faster and more efficient by providing reviewers
with the information they need when it is needed. Finally, Paper III presents a cog-
nitive model of code review that highlights the similarities between code review
and decision-making and can be used to deepen the understanding of developers’
needs and design future tool and process improvements.

1.2 Contributions

The research presented in Paper I, Paper II, and Paper III contributes:

• C1 Prototype of a flexible code block comparison tool (Section 5.1).

• C2 An architecture for AI-supported code review (Section 5.2).

• C3 A cognitive model of code review as decision-making (Section 5.3).

2 Modern Code Review

Checkout
issue/task

Author(s)

1

2
Implement

solution
Author(s)

Unit test

Author(s)

Upload for
code review

Author(s)

Done?
no yes

Changes
required?

yes

no

Perform
code review

Reviewer(s)

Unresolved
comments?

noyes
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Author(s)
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Figure 1: Example of a software development process with modern code review
steps highlighted in yellow. Takeaway: Code review is an iterative process where
authors and reviewers take turns updating and commenting until the code is ac-
cepted for integration, or, in rare cases, discarded.

In its essence, code review means that code written by one software engineer
(the author) is inspected, commented upon, and eventually approved (or rejected)
by one or more other software engineers (the reviewers). Today, code review is
most often asynchronous and distributed, with each reviewer looking through and
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commenting on the changed code when they have time and from their own work-
stations over a web-based code review tool such as GitLab, GitHub, Gerrit, and
Critique [2].

Code review has its origins in formal (Fagan-style) code inspection meetings,
where the source code was inspected following a formal process in a meeting with
the author, reviewers, a moderator, a reader, and a recorder [16]. The moderator
led the meeting while the reader paraphrased the code changes out loud. The
reviewers gave feedback on the code, while the recorder documented the meeting
for future archival and analysis. Famous projects using code inspections include
the development of NASA space shuttle software [17]. As software development
workflows became more informal [18] and the use of tools became ubiquitous,
code inspections developed into what Bacchelli and Bird [3] defined as Modern
Code Review: “(1) informal (in contrast to Fagan-style), (2) tool-based, and that
(3) occurs regularly”.

Modern code review is an iterative process (Figure 1) that can involve several
cycles of review, update, and re-review. To take you through an example of a code
review process [2,19], I will describe each step and refer to the corresponding fig-
ure nodes in parentheses. Modern code review is often performed after the issue
or task (node 1) has been implemented (node 2) and tested (node 3) by the author,
but before integration, acceptance testing, and delivery. The first step of the code
review process is to upload the code changes to the team’s code review tool (node
4). Next, the author can preview the code change inside the code review tool to
check if they discover any issues that they did not spot inside their development
environment (node 5). If the preview looks good, the author will invite one or
more reviewers (node 6). The reviewers will usually get some kind of notification
and, when they have time, they will perform the code review by writing review
comments and voting for accepting or rejecting the code changes (node 7). When
the code reviews are done, the author needs to address any unresolved code review
comments, either by updating the code (node 2 and 3) or writing a response ex-
plaining their reasoning (node 8). If the code is updated, the review cycle often
starts over with a re-review of the new state of the code changes. Finally, when all
comments are resolved, the code changes are either accepted for integration and
delivery (node 9) or, in rare cases, rejected and discarded (node 10).

3 Related Work

In the majority of previous research, code review has been characterized from
a process perspective describing the steps and tasks involved [2]; see Section 2.
Gonçalves et al. [20] are among the few studies that propose a cognitive model for
code review. They present the Code Review Comprehension Model (Figure 2),
focusing on the comprehension part of code review. Their model is based on
Letovsky’s cognitive model of code comprehension [21] expanded with elements
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Information SourcesKnowledge Base
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update
supply

guide
evaluate

construct compare

Figure 2: Code Review Comprehension Model by Gonçalves et al. [20].

that allow for iterative comparison and evaluation of changes compared to the
original code, the reviewers’ expectations, their experience, external information
sources, team knowledge base, and their mental model. This thesis aims to model
the entire code review task from start to finish, including cognitive processes that
are beyond the scope of comprehension.

Several recent studies explore how to use AI and machine learning (ML) to
partially or completely automate code review. Lu et al. [11] introduce LLaMA-
Reviewer, where they fine-tune the publicly available LLaMA1 large language
model (LLM) to handle common code review tasks. Yu et al. [12] presents Carllm,
a fine-tuned LLM that improves issue detection and comprehensibility of code re-
view comments in automatic code review. Tang et al. [13] propose CodeAgent,
an approach in which multiple AI-agents are fine-tuned for different code review
tasks and then collaborate to automate the entire review. An industry example is
the Google DIDACT project [14], where ML models are trained on the sequential
steps in software development processes, such as code review, in order to repli-
cate and automate them. In this thesis, I will present an analysis of the potential
impact of automated code review on the benefits of code review and propose an
architecture for AI-supported code review instead.

4 Methodology
Since this thesis focuses on the human aspect of code reviews, we apply an inter-
disciplinary perspective that recognizes that code review tools, processes, and ac-
tivities exist in interaction with a team of humans and in a social environment that
cannot be understood from a single lens. The dynamics of code review are com-
plex and include elements from areas of software engineering, sociology, human-
computer interaction, cognitive psychology, program analysis, and group dynam-
ics. Therefore, I have chosen interdisciplinary methods and applied design sci-

1https://github.com/meta-llama/llama-models
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ence [22, 23] and ethnography [24, 25] to the research questions presented in the
included papers. My research is rooted in a constructivist epistemology postulat-
ing that all knowledge presented in this thesis is co-constructed together with study
participants, coauthors, related research, and with you, the reader, who interprets
and applies the results. An overview of the research questions, data sources, meth-
ods, and analysis approaches can be found in Table 2.

Table 2: Overview of the included papers, their research questions, data, methods,
and analysis.

Title Research Question Data Methods Analysis
Paper I:
Design of Flexible Code
Block Comparisons to
Improve Code Review of
Refactored Code

RQ1 What developer
experiences during
code review can
cause frustration?
RQ2 How can code
review tools be
modified to improve
the developer
experience?
RQ3 How can
developers be
involved in the
design process to
better discover,
understand and
design tooling
improvements?

Interviews,
participa-
tory design
sessions,
sketches,
and
prototype

Participatory
design

Participant
validation

Paper II:
Support, Not
Automation: Towards
AI-supported Code
Review for Code Quality
and Beyond

Vision for using AI
to support code
review and its users
striving to boost all
the positive effects
of code review,
including
interpersonal effects
such as knowledge
transfer, team
awareness, and
shared code
ownership.

Literature System
design

Analysis of
impact on
code review
benefits

Paper III:
Code Review as
Decision-Making
—Building a Cognitive
Model from the
Questions Asked During
Code Review

RQ1 How can the
cognitive process of
code review be
modeled from a
theoretical
perspective?

Transcribed
think-aloud
sessions and
interviews

Ethnography,
Interviews

Thematic
analysis
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4.1 Design Science

Pa
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r 
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Paper II

Pa
pe

r 
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Figure 3: The included papers mapped onto problem domain, solution domain,
theory, and practice.

In contrast to the Natural Science paradigm, which studies and describes the
natural world, the Design Science paradigm describes the study of the artificial,
the human-created [26]. Van Aken [27] defines the ultimate mission of design sci-
ence as “develop design knowledge, i.e. knowledge that can be used in designing
solutions to problems in the field in question”. Design knowledge can be created
on three different abstraction levels: 1. object design specifies the intervention or
artifact itself, 2. realization design creates a plan for the implementation of the
intervention or artifact, and 3. process design outputs a process for the steps to
take to create a design that solves a set of problems.. The output of any of these
abstraction levels can be formulated as technological rules, defined in the context
of design science by van Aken [27] as “a chunk of general knowledge, linking an
intervention or artifact with a desired outcome or performance in a certain field
of application”.

The design science researcher can go through several cycles of exploring a
problem, building theories about the causes, conceptualizing one or more solu-
tions, implementing solutions, and validating solutions towards the original prob-
lem. A study can start and end anywhere on this cycle. Throughout the cycle both
the design process itself and the design knowledge are continually updated [28].
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Engström et al. [29] formalizes the design science cycle by introducing a four-
field model that separates the abstraction level into practice and theory, and the
research domain into problem domain and solution domain. The model is illus-
trated in Figure 3, together with a mapping of the included papers to the quadrants.
In the bottom-left practice/problem-domain quadrant, you find concrete instances
of the problems. By problem conceptualization, the researcher can build theo-
retical problem constructs and move up to the theory/problem-domain quadrant.
From here, the model describes an iterative solution design process that goes to the
theory/solution-domain quadrant and creates design constructs. Through instanti-
ation, the researcher can move down to the practice/solution-domain quadrant and
realize one or more solution instances. Solution instances can also be abstracted
back into design constructs, to analyze or improve an existing solution. From
the practice/solution-domain quadrant, iterative empirical validation evaluates the
impact of the implemented design on the problem instances. In this model, the
technological rules are illustrated as spanning the problem and solution domains
on a theoretical level, even if their eventual application might be practical.

Through a meta-study on the alignment between software engineering research
and the design science paradigm, Engström et al. [29] conclude that the lens of de-
sign science helps to emphasize the theoretical contributions, practical relevance,
novelty, and rigor of software engineering research. Runeson et al. [30] builds on
these results and adds that positioning a software engineering study in relation to
the design science framework helps to communicate and evaluate research con-
tributions and limitations. The included papers in this thesis have the following
positioning relative to the design science framework.

Paper I traverses a full design science framework cycle. The study starts with
exploring problem instances through interviews and workshops with industry prac-
titioners and continues with conceptualizing possible causes of a selection of the
problems. From there, we create a conceptual design, build a prototype of the
design, and finally validate the prototype with the practitioners.

Paper II begins from problem constructs such as misalignments, challenges in
navigating the code review, and inefficiencies in the process. It continues to design
a conceptual solution proposal, evaluates this based on the problem constructs,
and proposes an architecture for a solution. Implementation and validation of the
solution proposal is left for future work.

Paper III presents an ethnographic study that goes deep into the concrete ex-
periences of code review. From there, a theoretical model of the cognitive process
during code review is built, which can in future work be used as the basis for novel
design constructs. Having a cognitive model as reference could also guide future
implementations of solutions and empirical validations.
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4.2 Participatory Design
Participatory design is based on the idea that involving stakeholders in the design
process of a solution will lead to both a better design and also a higher degree of
adoption of the new solution. As a designer, engineer, or researcher, you likely
have a lot of design knowledge and skill, but the premise of participatory design is
that is important from a democratic perspective and for the quality and adoption of
the design that communities affected by the design are invited and deeply involved
in the work [31]. Costanza-Chock [32] argues that there is an inherent power
imbalance in design where the designer’s world view and values are imposed on
the groups affected by the design, such as users, customers, and the general public.
They present the motivation and methods for Design Justice where design work is
driven by and for affected communities and is done in a way that enhances equity
and accessibility.

The Double Diamond design process [23] is one available framework for im-
plementing participatory design. It consists of four process steps all conducted in
the context of engagement and leadership, which explicitly emphasizes the partic-
ipation of the community.

Discover Explore the challenge; its characteristics, the people affected, limita-
tions, use-cases, etc. Typical actions include surveys, workshops, inter-
views, and observations.

Define Narrow the challenges down to a clear definition of the problem. Typical
actions include requirements analysis, conceptual design, personas, and use
case analysis.

Develop Explore the solution space; evaluate as many different solutions to the
problem as possible. Typical actions include low-fidelity prototyping, sketch-
ing, and design workshops.

Deliver Narrow down to a final design; choose the most promising candidate so-
lution and refine it further. Typical actions include high-fidelity prototyping,
implementation, user validation, interviews, and surveys.

The process is iterative, and individual steps, sequences of steps, or the whole pro-
cess is repeated until a desired outcome is reached. The Double Diamond design
process is described in more detail in Paper I, as the main method used in that
research study.

4.3 Ethnography
The study presented in Paper III uses ethnographic methodology to study questions
and cognitive processes during code review. Ethnography originated in social sci-
ence and anthropology and is a scientific method created to study and describe a
culture or a group of people from the members’ own point of view [33, 34]. It can
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be defined as a form of participant observation in which the researcher embeds
themselves into the group they wish to study. You study people in their everyday
context by participating in social interactions with them with the goal of under-
standing them. Sharp et al. [24] explore the relevance of ethnography to software
engineering research and present a practical framework on how it can be applied.
Especially, they argue that it is an essential methodology to uncover why software
engineering practices are done a certain way and recommend that ethnographic
studies can and should be used to inform tool design and method development.
Ethnography is work-intensive, requiring extensive note-taking, transcription, and
qualitative analysis, which in practice limits the number of participants. On the
other hand, it presents the possibility of studying the meanings and perspectives of
the participants in depth [25] and collect very rich descriptive data [35].

5 Contributions

5.1 Prototype of Flexible Code Block Comparison Tool

The majority of the code review tools in use today (GitLab, Gerrit, GitHub, etc.)
only support 2-way diff comparisons of code changes within the same file. If
the author moves code between files or breaks out code blocks into a new file, a
common result of refactoring, it becomes difficult and time consuming to verify
whether the code was just moved or also changed in a significant way. During
the initial interviews for the study described in Paper I the participants explored
several common problems experienced during code review, and cross-file com-
parisons were highlighted as frequent and time-consuming for both the authors
and reviewers. To verify the moved code, they often resorted to opening the code
review tool in two separate browser windows, placing them side by side on the
monitor, and manually comparing the code blocks line by line.

Using a Double Diamond design process (Section 4.2) together with industry
practitioners, we explored common code review problems, narrowed the scope to
comparison of refactored code, facilitated a participatory design workshop to find
different solutions, created a conceptual design, implemented a prototype, and fi-
nally validated the prototype. The resulting design, contribution C1, combines a
Lightboard toolbar where reviewers can add code blocks and a flexible comparison
modal that can compare any block in the current file with any block on the Light-
board. Automatic similarity detection assists reviewers in finding blocks that are
interesting to compare. During validation with industry practitioners, all partici-
pants were able to use the design without any instructions and found the function-
ality useful. In addition to validating the prototype itself, these results showcase
the potential of using participatory design to create well-received code review tool
improvements. The design process, the resulting design and the screenshots are
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shown in detail in Paper I and the prototype is publicly available for testing in
Artifact I2.

5.2 Architecture for AI-Supported Code Review

Benefit [3] Preserved by AI-automation Preserved by AI-support
Defect finding ✓ Yes ✓ Yes

Code improvement ✓ Yes ✓ Yes

Alternative solutions ✓ Yes ✓ Yes

Knowledge transfer ✗ No ✓ Yes

Team awareness ✗ No ✓ Yes

Improve developer process ✗ No ✓ Yes

Share code ownership ✗ No ✓ Yes

Avoid build breaks ✓ Yes ✓ Yes

Track rationale ✗ No ✓ Yes

Team assessment ✗ No ✓ Yes

Table 3: Code review benefit preservation if automating code review compared
to AI-supported code review (Paper II). Takeaway: Many of the benefits of code
review risk being lost if the activity is automated.

As discussed in Section 1 and Section 3, there are recent research initiatives
toward completely automating code review. In my view, automation risks losing
several of the interpersonal benefits teams and organizations get from the prac-
tice. Instead, I propose working towards AI support to augment the capabilities
of the human reviewers. As shown in Table 3, AI-supported code review has the
potential to preserve or enhance more of the benefits of code review compared to
AI-automation. In Paper II, we propose an AI agent-based architecture, contri-
bution C2, to support code review and analyze its impact on the benefits of code
review, as described by Bacchelli & Bird [3]. The architecture is based on a central
Large Language Model (LLM) handling user interaction combined with a number
of specialized AI-agents taking care of integrations with external documentation,
KANBAN board, issue tracker, team chat, etc. An additional agent is responsible
for storing and updating user preferences to make the system adaptable and cus-
tomized to each user. In this way, context and information can be collected and
shown to the user at the moment in the code review process where it is needed.
The system wraps the user’s favorite code review tool, such as Gerrit, GitHub,
GitLab, etc., so that they can work in a familiar environment but with the benefits
of customized AI support. In Figure 4, we show a user interface proposal in which

2https://figma.com/proto/KZIrsBH8DZ22ZI0B0YD2BC/GBC?hide-ui=1

https://figma.com/proto/KZIrsBH8DZ22ZI0B0YD2BC/GBC?hide-ui=1
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It looks like this block have been 
refactored into a new abstract class. This is 
part of the rationale of preparing for more 
alternative integrations. 
Click here to bring up a cross-file diff.

Figure 4: User interface proposal for AI-supported code review. Takeaway: The
AI agent-based support provides contextualized insights into the review and sug-
gest actions the reviewer can take.

the AI agent discovers that a code block is refactored into a new abstract class
and suggest that this is related to parts of the code review rationale. If the user
whishes to investigate further, it offers to open up the cross-file diff tool described
in Section 5.1. The architecture, its rationale, and an analysis of the effects on the
benefits of code review are found in Paper II.

5.3 Cognitive Model of Code Review as Decision-Making

In Paper III, we present an ethnographic study that explores the cognitive process
of the entire code review task by studying the implicit and explicit questions that
reviewers ask during code review sessions. Using thematic, statistical, and sequen-
tial analysis, we build the Code Review as Decision-Making (CRDM) cognitive
model, contribution C3, which highlights the similarity between code review and
recognition-primed decision-making [36]. As a reviewer, you constantly make de-
cisions around which file to look at next, whether to write a review comment, how
to phrase it, how to vote regarding the integration of the code change, if you need
to run the code locally, what documentation to cross reference, and more. These
decisions are based on the reviewers’ expectations and experience, both with code
review in general but also with the specific code base and team context they are
working in and also on their understanding of the rationale and implementation of
the code change.
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The CRDM model has many potential applications, for example, to adapt code
review tools and AI support in a way that matches the cognitive needs of the re-
viewers throughout the code review. The model provides an explanation to results
of previous code review studies, such as the findings of Bosu et al. [37] where it
was shown that even experienced programmers can take up to a year to become
efficient at code review in a new team.

6 Conclusions

The three contributions C1, C2, and C3 together lead to some conclusions regard-
ing the current state and future of code review.

• Participatory design approaches can, with relatively low effort, improve the
user experience and efficiency of today’s code review tools. These ap-
proaches amplifies the wealth of information and experience from users and
aim to create designs that maximize interpersonal benefits and have broad
user adoption. Validation of the prototype in Paper I shows that this ap-
proach has the potential to create useful and well-received code review fea-
tures.

• An AI agent-based architecture is promising for AI-supported code review,
as it can manage a diverse range of integrations with auxiliary systems and
provide information customized to the context and cognitive process of the
user. This keeps the human in the loop, again increasing or preserving the
interpersonal benefits of code review.

• Code review can be modeled as a decision-making process, leading to, for
example, better insight into user needs and guidance for tool improvements.
Having a cognitive model when creating and evaluating tool and process im-
provements increases understanding of the impact from a human perspective
and helps predict what support is needed and when.

From three different directions, these conclusions put the user experience at the
center, strive to increase interpersonal benefits, engage users, and deepen under-
standing while improving both tools and processes. Taken together, they formulate
a technological rule for one way towards the next generation of code review tools,
practices, and processes.

Technological rule: To design improvements to the user experience
and efficiency of modern code review, use insights from the CRDM model
and AI agent-based architecture together with participatory design method-
ologies and focus on the needs of human reviewers.
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Empirical validation of this technical rule is left for future work. However,
enthusiastic participation of practitioners in the design work described in Paper I,
along with positive reception when validating the prototype, gives a strong in-
dication that participatory design is a viable methodology for code review tool
improvements. The CRDM model and AI agent-based architectures open up in-
teresting paths to find, simulate, and implement new tool improvement ideas.

7 Future Work

7.1 Empirical Validation of Technological Rule

In the future, I would like to validate the technological rule described above (Sec-
tion 6) by implementing and validating an agent-based system for AI-supported
code review. Using the architecture of C1 and the CRDM model of C2, the system
would be designed to provide the right information and context at the right time
during code review. Participatory design approaches should be used to ensure a
good user experience where the support given is experienced as positive, helpful,
and anchored in the software engineering community. Ideally, detailed feedback
from a smaller group of participants is combined with a survey with a larger num-
ber of participants from diverse teams and organizations.

7.2 Strategies for Actions in Code Review

In the data collected from field work with Paper III there are also many examples
of strategies used to answer implicit and explicit questions during code review.
Some examples include how and when users decide to check out the code locally,
message a colleague on the team chat, or search for external API documentation. A
re-coding and thematic re-analysis of the existing ethnographic material from the
angle of actions and strategies could highlight actions connected to information
needs during code review. The results could show use-cases that the code review
tools already support well and others where the users need to switch to other tools
in order to move forward with the code review.

7.3 Motivations Behind Code Review

Intuitively, the benefits of code review should be well aligned with the motiva-
tions for the developers to submit their code for review and conduct code reviews.
In practice, the motivations the developers state are sometimes parallel or even
contradictory to the benefits of code review. For example, Alami et al. [38] find
that the most pronounced extrinsic motivator in open-source projects is that qual-
ity code reviews improve the reputation of the reviewer. But good reputation can
lead to the developer’s own code changes being reviewed less thoroughly or even
integrated without review, thus negating many of the purposes of code review.
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In our interview data from Paper III we see a range of responses regarding
motivation; from seeing code review as a mandatory chore, to a way to catch
bugs before production, to an opportunity for learning and teaching. In the future,
conducting a survey or interview study combined with the mining of data from
Paper III could give more insight into developers’ motivations for code review in
industry projects, compared to open source projects. These results could be used
to align processes with developer motivations and reduce lead time and friction in
code reviews.

7.4 Measuring Effectiveness of Code Review
When researching improvement to code review tools, it can be elusive to determine
if a particular feature or intervention achieves desired outcomes. It is easy to say
that the goal is to improve code review efficiency, but that is a concept that is very
hard to define and measure. Mäntylä and Lassenius [39] explore methods to define
and measure defect finding during code review, but other benefits, such as knowl-
edge sharing, team awareness, and shared ownership, lack consistent definitions
and metrics. Defining metrics or indicators for efficient and effective code review
would be valuable in evaluating improvements in tools and processes. Approaches
could include measuring the code review task in isolation, as well as its effect on
the whole software engineering process [8]. The results could allow researchers
and developers to be transparent and explicit about the benefits and trade-offs in-
volved and address the need for improvements without unintended loss of code
review benefits.
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Abstract
Code review occupies a significant amount of developers’ work time and is an
established practice in modern software development. Despite misaligments be-
tween users’ goals and the code review tools and processes pointed out by recent
research, the code review tooling has largely stayed the same since the early 90s.
Improving these tools, even slightly, has the potential for a large impact spread out
over time and the large developer community.

In this paper, we use the Double Diamond design process to work together
with a team of industry practitioners to find, refine, prototype, and evaluate ways
to make it easier to compare refactored code blocks and find previously hard-to-
see changes in them. The results show that a flexible comparison modal integrated
into Gerrit could reduce the mental load of code review on refactored code. Poten-
tially, it could also have effects on how code is written by no longer discouraging
refactoring due to it complicating the review. The user interface created in this col-
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laborative manner was also intuitive enough for all of the participants to be able to
use it without any hints or instructions.

1 Introduction
Software developers today spend between 10-20% [2, 40] of their working time
doing code reviews. With the total number of software developers expected to
reach 28 million people by 2024 [41], this could mean between 22-44 million
hours spent doing code reviews every day! When usage is on this scale, even small
improvements in code review tools and processes can have a significant effect.

Yet, the tools used have not changed in their approach since they were first
introduced with ICICLE in 1990 [7]. Research has shown that there are misalign-
ments [6] between the tools used and the desired goals, such as code quality and
knowledge sharing [3].

There are not very many studies published that explore how changes or new
features in the code review tools can affect the review experience or quality. Bagirov
et. al. [42] investigates if the ordering of the files in the review could be improved.
Baum 2019 [43] studies how code review tools could be improved using cognitive
support techniques to reduce the cognitive load of the task and improve code re-
view quality. Baum et al. [44] study the (mis)alignment between the code review
task and requirements and the tools in use today. They believe that there is room
for improvement and that a new generation of more specialized tools could lead to
“increased review efficiency and effectiveness”.

In this paper, we explore ways to improve the code review developer experi-
ence by applying a double diamond design process (Section 2) to the code review
tooling. Our research questions are:

• RQ1 What developer experiences during code review can cause frustration?

• RQ2 How can code review tools be modified to improve the developer ex-
perience?

• RQ3 How can developers be involved in the design process to better dis-
cover, understand and design tooling improvements?

To answer these questions, we study the code review experience of software
developers, with an established code review process in Gerrit, working at a com-
pany developing embedded systems. Through a focus group session with the de-
velopers, we identify several problems that could be addressed by improved tool-
ing. We select one of these problems and organize a co-design workshop with the
participants, focusing on coming up with a range of possible solutions. One so-
lution, a flexible code comparison modal to compare moved and refactored code
blocks, is chosen. After developing this solution into a high-fidelity prototype, we
bring it back to the software developers for evaluation and feedback.
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The feedback from the participants (Section 3), during both the workshops and
the evaluation, suggests that this feature could simplify code reviews of moved and
refactored code. It could potentially also have effects on how code is written, by no
longer discouraging change and refactoring in moved code to avoid complicating
the review.

2 Method

Figure 1: The Double Diamond design process.
From https://www.designcouncil.org.uk/

To work towards answering RQ3, we wanted to choose a method that involved
the developers using code review tools in the design process. The purpose of this is
both to increase the chance of designing something that would be genuinely useful
to the developers and also to invite their experience and expertise into the project.

For these reasons, we have used the Double Diamond design process [23] (Fig-
ure 1) to structure the work. The double diamond consists of two consecutive
steps both consisting of one exploratory, i.e., divergent, and one converging phase.
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These phases live inside a context of Engagement and Leadership which makes the
importance of involving the community explicit. These two steps form two “dia-
monds”. The steps in the project and how they relate to the phases in the process
can be seen in Table 1.

In the first diamond, the process starts with the challenge. The design project’s
purpose and starting point. From here, through the “Discover” phase, the purpose
is to deepen the understanding of the challenge. This is a divergent phase, expand-
ing outwards to discover more and more about the challenge, its characteristics,
the people affected, the limitations, and use cases to work with. In this process,
it is important to refrain from self-censoring or jumping to conclusions based on
your prejudices about the problem.

The second half of the first diamond, the “Define” phase, uses the understand-
ing of the challenge obtained in the Discover phase, narrowing it down to a clear
problem definition. The definition needs to be a real and urgent problem for the
intended users and manageable to tackle within the scope of the project.

The first phase of the second diamond, the expansive “Develop” phase, is an
exploration of the solution space for the previously defined problem. In prac-
tice, this means developing as many different solutions to the problem as possible.
Rough prototyping can take place in this phase to describe the ideas more visually.

In the second half of the second diamond, the “Deliver” phase, the purpose
is to reduce the scope down to a single final design. Here the team can iterate
through a variety of methods. Creating prototypes, evaluating prototypes, and
finally refining the prototype to arrive at a final design choice.

Table 1: Design process steps and participants.

Discover phase
Sep 2023 Literature review 1st author
Sep 2023 Developer meeting 5 developers
Oct 2023 Focus group 5 developers
Define phase
Nov 2023 Definition workshop 3 faculty members
Nov 2023 Problem statement 1st author
Develop phase
Nov 2023 Co-design workshop 5 developers
Dec 2023 Conceptual design 3 faculty members
Deliver phase
Dec 2023 Prototype development 1st author
Dec 2023 Prototype persona verification 3 faculty members
Jan 2024 Prototype evaluations 7 developers
Jan 2024 Prototype refinement 1st author
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2.1 Discover phase
In the Discover phase, we performed a literature review, a developer meeting, and
a focus group (Table 1). The literature review was intended to orient the study
about problems in code review as found by current research [6,45–47] and give us
an idea of what and where to explore for RQ1. After this, we held a first developer
meeting to introduce the project to five professional developers participating in the
study. During the meeting we got to know their backgrounds, the teams’ code
review processes, and collected informed consent for participating in the study.

The participating developers work at a medium-sized embedded software de-
velopment company. Their prior experience ranges from over 20 years for one
system architect, to 2-3 years for some of the software developers. They work in 4
different teams, which all have established code review practices. All new code in
the teams undergoes code review by usually two other developers, who both need
to approve the change before it is merged.

Figure 2: Post-it notes from the focus group.

In the next step, we arranged a focus group [48] with the same five develop-
ers. The output from the literature review and the developer meeting were used as
input to create a design brief and an interview protocol for the focus group (Ap-
pendix I.A). The topics for the interview questions were aiming to explore RQ1
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and RQ2. We first explored the practices the developers used when reviewing code
(i.e., “Do you read the files in a code review one time or multiple times?”), and
then experiences reading code in an IDE (i.e., “How is the experience of reading
and understanding new code in other tools, environments or situations?”), and fi-
nally comparing the two (i.e., “How is the experience different compared to code
review in Gerrit?”)

The problems and challenges discussed in the focus group were gathered as
post-it notes on a big sheet of paper (Figure 2) and sorted into categories depending
on if the challenge usually occurred before, in the beginning, middle, or end of
looking through a new code review. The session was held in Swedish and recorded
for later transcription and translation.

To balance the participation in the meeting, the facilitation was done in a way
where every participant got the same time to talk about their perspective and then
with a discussion where everyone could contribute before moving on to the next
person’s perspective. See results in Section 3.1.

2.2 Define phase

The Define phase consisted of a workshop in the research group where the sorted
and categorized challenges from the focus group were described based on potential
impact and feasibility to prototype within the scope and time limits of the project.
Based on the description, the group prioritized the challenges to conclude which
problem areas to move on with. After this, the first author put together a problem
statement as input to the next phase. The results from this process are described in
Section 3.2.

2.3 Develop phase

In the Develop phase, we conducted a co-design workshop [49] where five in-
dustry practitioners (four who also participated in the focus group, plus one more
developer from the same company but a different development team) co-created
different solution designs. The reason for choosing a co-design workshop as the
method was to deeply involve the developers in designing solutions to improve
their own working tools, in accordance with RQ3.

The first author facilitated the co-design workshop and prepared hand-drawn
low-fidelity mockups of the Gerrit user interface (Appendix I.B) and different
kinds of widgets, buttons, and overlays on overhead film. New interfaces and
ideas could be created by cutting and moving parts of the interface around. The
output of the meeting was documented with photos of the mockups and notes on
the ideas and principles behind them.

The ideas from the co-design workshop were elaborated through conceptual
design [50] to make them more rich and substantial. Conceptual design is the
definition of the metaphors, use cases, concepts, and actions that can be involved
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in the design. This also included the creation of two personas [51] based on the
concerns and challenges emphasized by the participants in the focus group and
co-design workshop.

2.4 Deliver phase

The final Deliver phase distilled the solution ideas and conceptual designs from the
Develop phase and reduced this to one high-fidelity prototype that can be evaluated
towards the problem statement developed in the Define phase. The phase contained
4 steps (Table 1). First, a high-fidelity prototype was created using Figma1, a tool
for creating interactive prototypes of computer interfaces.

The prototype was verified by using the personas and their questions. After
some updates, the practitioners from the focus group, co-design workshop, and
one additional external developer from a different company were invited to indi-
vidually test and evaluate the prototype. During the test, the participants did a
code review in a private Zoom meeting without detailed instructions or guidance
(see Appendix I.C. All of them reviewed the same code that contained examples
of blocks moved both within a file and between different files. Their running com-
mentary and their shared screen was recorded to evaluate the interface’s usability
and how well it supported the challenge selected in the Define phase. The meet-
ings were held in Swedish and the recordings were transcribed, referenced, and
translated into English where needed.

Finally, the design of the prototype was adjusted based on the results and sug-
gestions from the evaluations.

3 Results

The result section follows the structure of the Double Diamond process and the
sequence of method steps described in Table 1.

3.1 Discover phase

In the developer meeting and literature review (Section 2.1) several developers
and articles mentioned file order as an important factor in code reviews. For this
reason, the design brief and questions for the focus group, started out exploring
this problem area.

1https://www.figma.com/

https://www.figma.com/
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Design brief When doing a code review, the developer often has to
read the files multiple times because they are presented in an order where
early files are not understood until after reading files further down in the
review.

Design questions:
1. In what ways could reading the code in a review be improved so that

fewer passes or even a single pass through the files in the review
would be enough to understand the changes?

2. Are there ways to improve the ordering or let the author convey more
of the narrative when sending the code for review?

However, during the meeting our participants raised six different problem areas
that they felt were more frequent and impacting their experience more. The areas
are described below:

Diff problems

There are many cases when the diff algorithms break down and require tedious
manual comparison word-for-word. For example, if a function is moved within a
file from the bottom to the top, or maybe refactored into two separate functions,
it will all show up as just deleted lines and completely different added lines. This
makes it hard to see if the code was only moved or moved and modified. Also, if
a file is renamed and then changed, or a function is moved into a different file, it is
impossible to use the built-in diff tools to compare the code.

Suggestions from the focus group included manually selecting files, lines or
blocks, to compare sections that the algorithms themselves don’t match for diffing.

Participant 3 “I was working with this today and had to sit with two
separate windows and go through it, just like, Control-F in this file and see
if I find it. Is it added? Is it completely new? Or is it just moved from
further down in the file?”
Participant 1 “Do we want a more semantic diff? Where you can kind
of say that this has been extracted from over there or it has been moved
between here and there?”

Finding similar but unchanged code

It might be the case that a code base contains several similar snippets of code
and that a code change should affect all of them. In the code review tools, this is
difficult to verify. There might be a forgotten snippet left in an unchanged file that
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is never even shown in the review. It would be helpful to have a tool to find similar
code that maybe also should have been changed or looked at.

Participant 1 “It is one of the things that are easiest to miss during a
review, regardless of reviewing a document or code. It is like, you only
look, think, and look at what is in the diff. Not what should have been
there.”

Lack of navigation

Lack of navigation in code review tools causes problems, such as making it diffi-
cult to go from a variable’s or function’s use to its definition, or finding all uses of
a variable or function. In IDEs such as VS Code, this kind of navigation is easy
and commonly just one or two clicks away, but the same convenience is missing
from code review tools.

Participant 4 “I mean, say that you could just press it and «yeah, you
have 5 references here» and then you see that, yeah, but the reference down
there is not changed in this commit. Why? Then it would be very fast to
get to that insight.”

Ordering of files

When changes are big and spread out over many files, the alphabetic ordering of
files in the code review tool is essentially random, in regards to how the code
should be read and understood in the best way. Suggestions for how to address
this problem from our participants include placing generated code last or plac-
ing the tests last. The uploader could also draw a path through the change with
commentary for each file, to clarify the story told by the code under review.

Participant 4 “You could make it easy for yourself and just, like, let the
person uploading the review decide or give a suggestion for an order. Then
people can choose to go back to their own order, but you can say, kind of,
that I suggest you look at it in this way. Then you can do it in call stack
order if you like that.

Overlays and annotations

The continuous integration (CI) pipeline used by our participants already includes
support from running a wide variety of testing and code analysis tools, but these
results are disconnected from the code. In the best case, they are shown as a
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pass/fail stoplight in the code review tool with a link to the full logs. It would
be useful to show these results as inline overlays on top of the code. To see,
for example, test coverage, linter warnings, execution traces, loops with frequent
execution, failing tests, etc. The overlays need to be easy to select and toggle on
and off so that the user interface stays easy to use. For adoption, it needs to be
easy to integrate the results from the CI without modifying the linters, tests, etc.

Participant 5 “It would have been nice to have a code coverage overlay
because then you would have been able to see that (if more tests were
needed) in a completely different way.”

Unchanged files

Finally, it was discussed that unchanged files are not shown at all in code reviews
today. It would help to have a way both to find and navigate to unchanged files
and also write review comments in them. There may be places in unchanged files
that have not been changed, but that should have been changed, or that affect some
parts of the changed code.

Participant 5 “But if you don’t want to be marked as the uploader, you
have to do it (commenting on an unchanged file) through URL-hacking.
(...) NN does it fairly often and I do it sometimes when I realize that there
is a change in a nearby file that should have been there.”

3.2 Define phase
When considering the problem areas discussed in the focus group, we made a first
selection of problems that can be addressed by collaborative design (RQ3). This
selection removed Lack of Navigation, Ordering of files and Finding similar but
unchanged code, since these problem areas would have put more of the focus on
deeper code analysis instead.

The three remaining problem areas, Diff problems, Overlays and annotations
and Unchanged files are all very interesting areas to explore under the scope of in-
teraction design. In diff problems, you want an interface that is flexible in choosing
the blocks to compare. It should also be intuitive to use to quickly make compar-
isons, and at the same time not get in the way of the classical code review interface.

For overlays and annotations, completely new concepts of layers would need
to be designed and introduced in a way that fits well into the existing code review
interface. It needs space for rich information and at the same time needs to be easy
to navigate and turn on and off.

To create a design solution for unchanged files, the existing interface for pre-
senting and commenting in the files could largely be reused. The challenge is
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rather in the navigation and to make it clear that the unchanged file is outside the
changed code.

In the end, overlays and annotations was estimated to be too large for the scope
of this project and that diff problems was more important and had a greater impact
on the quality and ease of reviewing than unchanged files. Because of this diff
problems was chosen as the problem area to explore during the next phase.

3.3 Develop phase - co-design workshop
During the co-design workshop (Section 2.3), our industry practitioners were given
hand-drawn cut-and-paste prototyping kits. With these, solution suggestions for
the problem of comparing code, that the diff algorithms do not detect as moved,
could be created and discussed. Two guiding principles, which should always be
present, and three separate solution ideas were formulated:

Principle 1: Show context

One important principle is to always show context for both blocks. The context
lines should be syntax-highlighted and displayed in a muted way but still show
where the two blocks were found originally.

Principle 2: Review comments while comparing blocks

Since it will often be during these more detailed comparisons that ideas or com-
ments about the code will be found, it is an important principle to be able to write
comments right there and then. Maybe it should also be possible to view and
read previous comments from other reviewers or the author, even if these were not
written in the new comparison views.

Principle 3: Support comparison within and across files

The diff problems discovered and defined in the previous phases can occur both
within the same file and across different files depending on the types of changes
and refactorings done. Support for both these cases is needed to get the most
benefit from the tool.

Principle 4: Integrated in code review environment

There are existing software that can do comparisons of any code blocks or texts
that you choose such as Meld2, KDiff3, git diff, etc. The issue with them is that
it requires the reviewer to either check out the code locally or copy-paste the code
blocks they want to compare into another window. This could switch them out of

2Meld is a desktop visual diff tool available for many operating systems https://meldmerge.
org/

https://meldmerge.org/
https://meldmerge.org/
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the code review task [6] and would require extra steps and time. To make reviewing
faster and easier the tool needs to be integrated into the code review environment.

Idea 1: Scroll-lock one side

One solution idea that came up was to be able to scroll-lock one side of the diff
view and then scroll only the other side, to be able to align code blocks that you
want to compare so that they are next to each other. In this way, you would not
have to select any lines for a block and would save the extra work and navigation
of opening a new Gerrit tab and trying to place that next to the code you want to
compare.

The idea is to keep the coloring and the diff the same, and just change which
lines are shown next to each other. Probably some kind of snapping at line align-
ments would be nice. A further improvement could be a feature to mark a segment
and then tell the view to scroll through matching segments on the other half.

Idea 2: Switch comparison base

Another idea is for the case of comparing blocks, or whole changes, across differ-
ent changesets, for example after a revert and re-submit with changes. Here, the
proposed solution is to let the user switch the base commit-id to compare against.

Code that has changed independently, by other commits, should be hidden.
Only changes in the diff are highlighted so it becomes easy to compare what the
difference is between the old faulty code and the new suggested changeset.

Being able to input a git commit-id manually could be a first step, with a pos-
sible extension of automatically finding suitable comparison bases that have very
similar diff towards the main branch.

Idea 3: Workspace for blocks

To have a workspace where interesting blocks can be placed as they are seen in the
code, such as a sidebar or a drawer, is another interesting workshop idea. These
blocks could then be brought up and listed in a modal dialog to get an overview of
all the interesting blocks. From here the user could compare them to each other,
or search for other similar blocks to compare them to.

3.4 Develop phase - conceptual design

From the sketches and discussions during the co-design workshop, we developed a
conceptual design meant to capture and enrich the metaphors, concepts, mappings,
objects, and personas that can be involved in the design.
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Figure 3: Developed analog film on a lightboard.
From ‘Museum of Obsolete Media’, used under CC BY-SA 4.0.

Metaphor: Lightboard

In analog photography, a lightboard is a flat luminous surface where the developed
film can be previewed and frames compared to each other before choosing which
to enlarge onto photo paper (Figure 3). It can also be used for drawing, to copy
or compare art drawn on paper. In this project, the lightboard is a metaphor for a
work surface where pieces that you need to illuminate or inspect can be kept and
compared.

Concept: Changeset

The changeset is the central concept in Gerrit and is what you are approving or
rejecting in a code review. It is submitted by an author and contains a commit
message written by the author to describe the contained changes.

Concept: File

A file is part of the changeset and has a name, a path, an old and one or more new
versions. The diff view in Gerrit can show the comparison between any pair of
selected versions for the same file.

Concept: Line

A line in a file within the changeset. Line numbers and contents might not corre-
spond between versions of the same file, so a line only makes sense as a concept
when referring to a specific version.
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Concept: Blocks

A block consists of one or more consecutive lines of code in a file. Since it is built
up of lines, it also must refer to a specific version of the file.

Concept: Diff view

A view to show differences between two text-based contents. One content is des-
ignated as the older one, and the other as the newer one. Differences can be shown
interleaved or in a side-by-side view.

Concept: Matches

Two blocks that either have a similarity score above a certain threshold or that the
user has manually selected.

Action: Select block

Select a block by selecting lines on either the old or the new side of the file diff
view.

Action: Compare blocks

Open up a comparison of a match.

Action: Comment on match

While looking at a diff view of a match, write review comments.

Action: Read comments in context

When seeing a review comment in a file, open up the match in a diff view to see
the same context as the comment was written in.

Persona: Willow

Willow is new to the team and inexperienced with the particular code base. They
have some experience in general software development and code review from ed-
ucation and previous projects, but not seasoned enough to feel super secure in a
new code base and environment. Willow is part of a small team with five col-
leagues, two of whom are on a similar level and three who are more experienced,
especially in this particular codebase. Their process is mutual peer reviews where
at least one, preferably two, developers should look at and approve new change-
sets. When reviewing code and finding whole functions or blocks that have been
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removed, Willow often asks the following questions and would like the design to
help them answer them:

• Where did this code go?

• Was this block deleted or moved?

Persona: Raven

Raven has experience with many different software projects in a range of teams,
tools, and programming languages. In the project she is working on, she knows
most of the codebase by heart and is aware of most of the interactions and intrica-
cies in how it interweaves with its environment. Raven is part of a small team with
four colleagues, two on a similar level and two less experienced. Their process in
the team is peer code review where one other developer should look at and approve
all changesets. When finding files, functions, or blocks that have been moved, she
often asks:

• Is this moved block identical to the original?

• Why was it moved?

• How does moving the code affect the surrounding code and projects?

3.5 Deliver phase - first high-fidelity prototype

To converge the ideas and concepts from the Develop phase we focused on Idea
3. Idea 1 was discarded since it would be hard to support comparison across
files intuitively with just scrolling. Also, it would require the reader to compare
manually line for line without diff coloring. Idea 2 was also discarded since it
would need a functional version of Idea 3 to start with so that wherever the blocks
come from (same patchset version, other versions, or other changesets) they could
be compared easily and intuitively.

The prototype3 (Section 2.4) simulates both source code that has been moved
and then modified within a single file, and code that has been broken out into a
new file and modified in the process. The prototype is designed as if being fully
integrated into Gerrit [Principle 4].

Feature I: Comparison modal

The comparison modal (Figure 4) shows a detailed diff view between two blocks of
code with intra-line markings to highlight the changed parts. The context around

3Available at https://figma.com/proto/KZIrsBH8DZ22ZI0B0YD2BC/GBC?
hide-ui=1

https://figma.com/proto/KZIrsBH8DZ22ZI0B0YD2BC/GBC?hide-ui=1
https://figma.com/proto/KZIrsBH8DZ22ZI0B0YD2BC/GBC?hide-ui=1
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Figure 4: Modal dialog for detailed comparison of blocks.

the selected blocks is shown without background colors and with lower contrast to
make it clear that it is not part of the current comparison [Principle 1].

Clicking on the row numbers opens up a comment text field, so the reviewer
can write directly in the context that made them notice an issue or questions
[Principle 2].

Feature II: Comparison within a single file

If code has been moved within a single file, that is detected and a hint is shown on
the line above the moved code (Figure 5). The user can click the link to open the
comparison modal with the two blocks loaded.

Feature III: Lightboard toolbar

If the user wants to compare blocks across files [Principle 3], an added or removed
code block can be added to the list of interesting blocks to compare (Figure 6). This
toolbar can be minimized to only take up less space and attention while reviewing
and navigating the files, and then expanded to show the list of selected blocks.

Feature IV: Comparison to lightboard block

When navigating through the files under review, the current file is checked for
blocks that are similar to any block that is on the lightboard. These blocks show a
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Figure 5: Moved code detected within the same file.

hint on the line above the code block (Figure 7). Clicking there will open the com-
parison modal dialog between the block and its closest match on the lightboard.

3.6 Deliver phase - prototype persona verification

The first sanity check of the prototype was done by the research group by checking
if the questions and use cases described by our two personas, Willow and Raven,
could be answered and performed using the flow in the prototype.

Willow: Where did this code go?

This question is answered by the move-detection and the headings that come up
over a block [Feature II, Feature IV] and allows Willow to compare it to similar
blocks in the same file, or files that have been added to their lightboard.

Willow: Was this block deleted or moved?

This question is also answered by the move-detection, where moved blocks will
have headings over them showing Willow where the block was moved to or from
[Feature II, Feature IV]. However, if the block is moved between different files,
and the source or destination blocks are not on the lightboard, the heading will
not show and it will look the same as if the block was deleted or newly created.
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Figure 6: Floating toolbar with blocks marked as interesting for comparison.

Figure 7: Moved code that matches marked block on lightboard.

Integrating a clone detection [52] tool could make it possible to scan the whole
changeset for similar blocks to detect those cases.

Raven: Is this moved block identical to the original?

This question is answered by the comparison modal [Feature I]. Here, Raven can
see detailed differences between the block before and after it was moved, with
intra-line diff markers to highlight changes.

Raven: How does moving the code affect the surrounding code and
projects?

This question is a bit more complex. The comparison modal [Feature I] should
give Raven a detailed view of any changes in functionality, which will help judge
the effects on surrounding code. It also shows the context before and after the
blocks, so that Raven can look for potential side effects there as well.
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Raven: Why was it moved?

Not supported - The design of the prototype does not give any extra help for this
question. Knowing the details of the changes might in the best case give you a
hint, but without a clear rationale being stated by the changeset author it is hard to
infer it just from the code.

3.7 Deliver phase - prototype evaluation

The prototype evaluation (Section 2.4 and Table 1) showed that all of the 7 partic-
ipants could complete the code review task, and were able to use the comparison
modal dialog to clarify questions that they had about the moved and refactored
code blocks without any additional instructions except for the user interface.

One thing that stood out, when analyzing the recorded evaluations, was how
positive the sentiment was regarding the usefulness. For example, in the co-design
workshop some of the participants commented on how the solutions they used
today, e.g., opening two browser windows next to each other and comparing the
code line-by-line manually, worked pretty well, but when using the prototype they
expressed surprise at how much easier it was to read and validate the changes by
using the new comparison modal instead.

Participant 3 “So I am, if anything, yes, positively surprised that it is,
yeah, that it feels like it works and is maybe also not a lot of different things
that needs to be developed to still kind of make a pretty big difference to
the better.”
Participant 1 “Well, when code has been moved around and when it is
so easy to use so you get comfortable with it [...] it is a really big difference.
And then, like I said, it makes you able to stay in Gerrit the whole time.
You don’t need to, as said, cut and paste into a Meld-window and figure
out what happened that way.”

One participant also commented that this improvement could potentially change
how they write code themselves. Today, they avoid moving and refactoring code
in the same changeset since it was so difficult to review. They therefore try their
best first to move the code, commit that, send that for review, and only after the
move is approved go ahead and also do the refactoring.

Participant 1 “This thing can really make the difference between how
you today tend to only move code but not touch it. Then you make the
actual changes. [...] One reason today is that it is hopeless to review if you
do, if you don’t separate that into two steps.”
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For the case when code had been refactored into a new file, 3 of the 7 par-
ticipants needed several passes back and forth between the two files before they
understood how the feature worked and how the new file could be marked for com-
parison and then used to verify the changes by bringing up the comparison modal
in the old file.

Participant 6 “But then there was a feature here in the second file, file
2. It said «Mark for comparison». At first, I did not understand what to do
with it. Then I understood that I could go to file number 3 and then click
on «Compare to marked block»”

Comments on the functionality and interface included that it was confusing
sometimes which of the selected blocks were shown on the left or the right side of
the modal diff dialog. Also, 4 out of the 7 participants commented that it should
be possible to mark either the new or the old blocks for comparison and add them
to the lightboard in any order. When comparing in a single file, several of the
participants would have wanted a visual marker linking the two blocks that were
detected for comparison.

Participant 5 “But I, I think it would have helped to have an explaining
text from both sides, absolutely.”

Another more general comment from one of the participants was that this fea-
ture might mean that you see and read code in a file you have not fully visited in
Gerrit yet, so when you finally get to that file it should be marked in some way that
these particular lines have already been seen and potentially commented on.

Participant 4 “...so then if I do this review and compare and see that,
well, this block looks good, then I am finished with this part. But I am also
finished with the other file, I just compared to. So then it could like almost
be defined as reviewed. And if I press «Next» here it is nice to know that
in some way, yes like, you have already, you looked at this file just now.
There is not a lot more to see.”

In regards to code review comments written while inside the comparison modal,
it would also be important to include a link so that the author could bring up and
read the comment in the same context as it was written in so that it would be easier
to understand what the comment means and how they saw it.

Participant 2 “But if you click on the comments in the change view do
you come to this view (the comparison modal) then?”
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One other idea from one of the participants was to be able to click a single link
and button and bring up all relevant comparisons for a full file collected in one
single modal to save the time of reading through and clicking each correspondence
one by one.

Participant 7 “To select several from this page would have been nice
so that you can see, just click, like, I want this and this and then look.”

Overall, the participants thought that the user interface, with links above the
blocks, was clear and easy to understand. However, it would take some time to
learn which blocks are useful to mark for comparison and get into the habit of
doing so while passing through a file. Especially, if they are not completely sure if
a matching block to compare to will occur later in the review or not.

3.8 Deliver phase - updates after evaluation

After the evaluation meetings, the prototype was updated to incorporate some of
the feedback, in particular:

Consistent placement of old and new versions

If a selected block is originally on the left side, it should be kept on the left side
also in the comparison modal and vice-versa if it is originally on the right side. If
the user chooses to compare two blocks that are both on the same side, we could
place the first selected one to the right and allowing the user to flip the comparison
with a button in the top part of the modal.

Explicit location of matches

Figure 8: Moved code explicitly marked with arrow, filename, and line numbers.

Every action block with a comparison link lists the file name and the line num-
bers it would open a comparison with to make it more explicit what you would be
comparing to. If the match is in the same file, a line with arrows is drawn linking
the two blocks to give a visual marker (Figure 8).
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Mark blocks for comparison from both directions

It should not matter if you encounter the old or the new file first when dealing with
blocks that have been moved between files. Therefore, the links to mark a block
for comparison are made available for both removed and added blocks.

4 Discussion

The goal of this study was to address the three research questions in Section 1 and
through the choice of methodology, the execution and the analysis we have found
new insights into all of them. Concerning RQ1, we found that several issues in the
code review experience causes frustration for the group participating in the study.
These issues are not directly related to the specific code, language, or process these
developers use, so we believe that similar frustrations can be found among other
developers elsewhere.

By designing and evaluating one possible modification to Gerrit, we also pre-
sented one answer to how review tools can be modified to improve the developer
experience (RQ2). While this improvement can be seen as relatively small, we are
convinced that even small improvements can have an impact since so much time
is spent on code review and because the task is so cognitively demanding [53].

Finally, we explored one way to involve developers in improving their tools
(RQ3), specifically code review tools. By centering developers’ experiences and
needs from the beginning, involving them both in the design and evaluation of
solutions, we estimate that we have reached a prototype that is more in line with
processes and flows in code review. Which helps give a larger improvement than
its learning curve or distraction.

Overall, as a recommendation and reflection, we think that since the code re-
view tools and processes today are so accepted and ingrained into modern soft-
ware development practices, we are at a point where completely disrupting and
re-designing these tools from the ground up would have a steep hill before reach-
ing adoption and making a difference. One way around such adoption problems, is
the way shown in this study; to make small improvements that have the potential
to compound and over time, and after continued incremental development, make a
big difference.

4.1 Reflection on the method

We estimate that the choice of method was a good fit for this type of study and we
also discovered some ways in which the execution of it can be improved. During
the co-design workshop, the participants were at first hesitant to directly change
the prototype themselves. The first author, as the facilitator, had to draw, cut, and
paste together the ideas in the room. Both to get things started, to keep the ideas
going, and the solutions evolving.
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After discussing this experience during a research group meeting, there were
ideas shared about warming up the co-design team by first collaborating on design-
ing something low-stakes and fun, like a celebratory garbage bin for redundant
code. When the team has warmed up and gotten used to creating and discard-
ing sketches together it could be easier move on to the real design task and see
more confidence in the group to directly change and create prototypes. This would
require 2-3 times as much time from the participants, which can be an issue in
practice, but could have the potential of getting results that are more creative and
more firmly anchored in the whole group.

4.2 Threats to validity
One threat to the validity of this study is that the participating software developers
in the focus group and co-design workshop are a fairly small group of only 6
developers. They are also all working in the same company, albeit in different
teams. While this focus group size falls within the ideal size of 4-8 participants
described by Liamputtong [48], she also recommends conducting several focus
groups with the same interview questions until reaching data saturation (i.e., no
new ideas or data is being found). However, since the study is aimed at finding
some (rather than all) possible improvements we believe that ideas and experiences
from this group are still valid.

The study is also only valid for the code review tool Gerrit. However, since
Gerrit has a large user base, this still means that the results could have broad ap-
plicability. Also, other tools in wide use today, such as GitHub and GitLab, are
similar to Gerrit and there might be findings here that can be generalized to apply
to them as well, but it is beyond the scope of this study to verify or evaluate that.

There is also a risk that the prototype validation has a positive confirmation bias
since the developers evaluating the prototype have participated in the co-design
workshop that led to its creation. In this way, they might both be more familiar
with the concepts and also personally invested in the success of the prototype. To
check for this we also did one extra validation with a software practitioner who
has not been involved in the project at all and works for a different company than
the other participants.

Finally, the prototype evaluation is also exposed to response bias [54]. We
tried to counter-balance this by encouraging feedback.

4.3 Directions for future work
Paths to broader adoption and impact

Exploring the prototype of more flexible diffing between blocks further and im-
plementing it as a feature or a plugin to Gerrit (or GitLab or GitHub) would be
very interesting and something we would like to address in the future. Further
validation with several other teams of industry practitioners would be needed to
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refine the prototype into something generally useful. Implementing the features
of the prototype would also require the integration of clone detection tools [52] to
identify blocks to suggest for comparison.

To have any significant benefits compared to already available solutions and
avoid context switches for the developers, we feel that the implementation would
need to be available directly in the review tool. Therefore it is important to anchor
the idea and the implementation in the Gerrit (or GitHub or GitLab) community.
This could increase the support for a plugin implementation or possibilities for
merging the feature into the tool itself. A first step here could be presenting the
prototype and the thoughts behind it to the Gerrit community during the annual
Gerrit User Summit.

Future design explorations

The other problem areas and solution suggestions uncovered during the workshops
are also viable ideas for improving the experience of code review and reduce the
cognitive load of the task while at the same time having the chance of increas-
ing the benefits of a team’s code review process. The idea of overlays or layers
of meta-information from continuous integration systems, tests and source code
analyzers is particularly interesting to study and explore further.

Increase understanding of cognitive demands

While many papers agree [3,43,55,56] that code review seems to be a cognitively
demanding activity, there have not been many studies to measure the cognitive
load during code review and compare that to other tasks that are known to be de-
manding. It would be interesting to do a study integrating EEG measurements [57]
or fNIRS [58] with participants doing code reviews of different sizes and also, for
example, general problems in math or programming. This could give valuable in-
sight into code review’s cognitive demands and guide future exploration into its
design.

5 Conclusions

We used the Double Diamond design process to explore how the Gerrit code re-
view tool could improved. By hosting a focus group we found several problem
areas that are common experiences when doing code reviews. The problem of
comparing moved and refactored blocks that the built-in diff algorithms don’t pick
up was chosen for exploring solutions.

A co-design workshop with industry practitioners was held and the prototype
created collectively there was then refined to a high-fidelity interactive prototype
that could be evaluated in one-on-one testing sessions.
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The results show that making these kinds of comparisons has the potential of
improving the code review experience both by reducing the mental workload and
also give higher accuracy in the comments and the analysis of the code. The user
interface of the prototype was also intuitive enough for all of the participants to be
able to complete the assigned task without any hints or instructions.





APPENDICES

I.A Focus Group Design Brief
Agenda for the focus group meeting (Section 2.1).

I.A.1 Goal
Collect information about challenges in understanding the changes in code reviews
that span multiple files.

I.A.2 Warm-up Questions
• Which is the best tool for code reviews? Gerrit, GitHub, or GitLab?

• Which is your favorite IDE? Vim, Emacs, VS Code, others?

I.A.3 Main Questions
• Do you read the files in a code review one time or multiple times?

• Why?

• How do you choose which file you read first?

• How does it affect your review what kind of file that you read first? (API,
test, etc.)

• In what way?

• What is your experience of reading and understanding new code in other
tools, environments, or situations? (IDE, pair programming, explained by a
colleague, on paper in a book, etc.)
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• In what ways do they work?

• Where do you start reading in those cases?

• In what ways is that different compared to code review in Gerrit?

• Are there features and support from there that could have been applied also
in code review tools?

• Is there anything else you would like to tell?

I.B Co-Design Workshop
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Figure I.B.1: The three base views for the co-design workshop.

The top-left corner shows code moved within the same file. The top-right corner
shows a deleted file and the bottom-left corner shows an added file with similar
content.

The material for the co-design workshop consisted of three pre-drawn base
views (Figure I.B.1), blank paper, overhead film, scissors, tape, and pens in dif-
ferent colors. The base views displayed some of the use cases brought up during
the focus group. The participants created simple prototypes and showcased ideas
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Figure I.B.2: First sketch of comparison modal.

The red area to the left symbolizes removed code, the green area to the right sym-
bolizes added code.

by overlaying new components on top of the base views. A small example can be
seen in the top-right image where the first sketch of the “Compare” action overlay
is drawn on overhead film and then taped onto the base view.

In Figure I.B.2, we show an example of a rough sketch made during the work-
shop to show the level of fidelity that we think is feasible and appropriate for the
setting. This is the first sketch of the comparison modal and shows the idea of
lining up and comparing blocks that are in different places in the original Gerrit
diff view.

I.C Prototype Evaluation Questions

I.C.1 Task
• You are welcome to think aloud, but I will not respond or give hints until

after the task.

• Perform the code review.

• Find changes in any moved code.

I.C.2 Interview Questions
• What was your experience of trying this prototype?

• How often do you encounter the situation the prototype tries to aid in?
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• How much would a fully functional version of the prototype help with the
problem?

• What are the solution’s greatest weaknesses?

• What are the solution’s greatest strengths?
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Abstract

Code review is a well-established and valuable software development practice as-
sociated with code quality, interpersonal, and team benefits. However, it is also
time-consuming, with developers spending 10–20% of their working time doing
code reviews. With recent advances in AI capabilities, there are more and more
initiatives aimed at fully automating code reviews to save time and streamline soft-
ware developer workflows.

However, while automated tools might succeed in maintaining the code qual-
ity, we risk losing interpersonal and team benefits such as knowledge transfer,
shared code ownership, and team awareness. Instead of automating code review
and losing these important benefits, we envision a code review platform where AI
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is used to support code review to increase benefits for both code quality and the
development team.

We propose an AI agent-based architecture that collects and combines infor-
mation to support the user throughout the code review and adapt the workflow to
their needs. We analyze this design in relation to the benefits of code review and
outline a research agenda aimed at realizing the proposed design.

1 Introduction

Code review is a valued practice in the software industry. The practice, origi-
nally introduced for quality improvement in the 1980s [59], is today valued for a
number of properties beyond code quality. Bacchelli and Bird [3] report that devel-
opers’ motivation for code review is, in order: defect finding, code improvement,
alternative solutions, knowledge transfer, team awareness, improve the developer
process, share code ownership, avoid build breaks, track rationale, and team as-
sessment. Notably, at least half of these motivations are not directly about code
quality but about user needs or interpersonal benefits. Thus, code review is clearly
an important source of learning and education within a team.

Although code review is valued, it is also a time-consuming practice. Software
developers have been reported to spend between 10-20% of their working time
doing code reviews [2, 40]; with an estimated 28 million software developers dur-
ing 2024 [41] this corresponds to 22-44 million hours every work day. The 2023
DORA State of DevOps report [8], focused on industry best practices, reports that
optimizing code reviews is a key factor in overall developer team productivity.
There is a need to continue to develop code review and its tools to improve the
practice.

With more and more capable AI models available, there is an increased interest
in automated code review. For example, Lu et al. [11] have introduced LLaMA-
Reviewer to automate the code review task. Yu et al. [12] present Carllm for im-
proved precision and clarity in automated code review. Tang et al. [13] introduce
CodeAgent, an approach in which multiple agents collaborate to find code quality
issues. Google’s DIDACT project [14] trains ML models on the sequential steps
in software development processes, such as code review, to automate them. Al-
though these approaches may be able to ensure code quality in the future, we see
an overhanging risk that the interpersonal and team benefits of code review will be
lost in such a development.

In this paper, we present a vision for using AI to support code review and
its users, rather than replacing the activity. We believe that we should strive to
boost all the positive effects of code review, including interpersonal effects such
as knowledge transfer, team awareness, and shared code ownership. We propose
to do this by focusing on the participants of the code review process, the authors
and reviewers – the users, and their needs. We envision an adaptive code review
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pipeline, with improved user experience and powered by an AI agent-based archi-
tecture, that provides customized support to each code review role and context.

The contributions of this paper are an architectural design for an AI agent-
based code review platform (Section 3), an analysis of the design with respect to
code review benefits (Section 4), and an outline of future research to realize this
vision (Section 6).

2 Today’s Code Review and Its User Needs

Figure 1: Illustration of navigation between tools in modern code review.

Modern code review practices are centered on a web-based code review tool,
such as open source tools like Gerrit, open services like GitHub and GitLab [60],
or proprietary tools like Critique [2] and CodeFlow [3]. These tools contain func-
tionality to list code changes awaiting review, compare the changed and original
code [61], write review comments, respond to review comments, and vote on the
next steps. By integrating with continuous integration (CI) systems [62, 63] they
can show results from automated tests, clean code with automatic formatters, and
reject code based on compiler or linter errors.

There are several challenges with today’s code review practices and tools. The
information needed to complete the review is scattered across different systems
such as issue trackers, requirements databases, KANBAN boards, team chats, API
documentation, and CI reports. Different users involved in code review will have
different needs, processes, and goals when using code review systems [64]. For
example, the author of the change may want to view the code and the rationale
behind it briefly to discover mistakes before submitting it for review. An expert
reviewer might want to get an overview of architectural changes and the perfor-
mance profile before and after the change. A new team member could spend extra
time understanding the rationale and need to ask questions about unfamiliar pat-
terns or APIs. Some team members might skim the rationale and code to stay
up-to-date with changes in the repository, but not vote or write comments.
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The reviewer must use their experience and the team processes to navigate be-
tween tools effectively and decide which steps are helpful and when [47]. Some-
times, even check out the code locally to trace variables and execute the code to
verify its behavior and performance. This experience takes time to build up, and
becoming effective at carrying out code reviews in a new workplace can take up
to a year [37]. Even with experience, it demands time, effort, and focus [6]. There
are often difficulties in understanding the rationale for the change [5] and review-
ing large changes [65]. Multiple review cycles between reviewers and authors,
together with long response times, can create delays affecting the overall produc-
tivity [8, 65].

Figure 1 illustrates what this can look like for a developer embarking on a code
review. Carrying their experience as a backpack full of resources and a checklist
with the team code review process, they switch between different tools and sys-
tems. The code review system (Gerrit, GitHub, GitLab, etc.) is in the center, and
the point to return to and start from. With experience, iteration, and help from their
peers, they can reach the “pot of gold” containing improved code quality, better
knowledge distribution, team cohesion, and more.

3 Design Proposal

Figure 2: Proposal for a code review platform architecture driven by AI-agents.

Our design proposal is a code review platform that is built on an agent-based
AI-OS architecture [66]. In the AI-OS architecture, a central LLM takes a role
similar to the kernel in an operating system and is responsible for interpreting user
input, planning, and coordination. Smaller AI agents connected to the central LLM
manage integrations to databases and online APIs; functioning as the input, output,
and memory subsystems in the analogy to an operating system. Several specialized
Small Language Models are trained to create prompts, construct database queries,
build API calls, and combine results [66].

In the case of code review, these agents implement integrations with the version
control system, requirements database, issue tracker, continuous integration, API
documentation, etc., to collect all the information needed before, during, and after
code review. We envision a user interface that embeds existing and familiar tools,
such as Gerrit, GitHub, GitLab, CodeFlow, etc., in the center. Information from,
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guidance by, and interaction with the agent-based system is placed below and in
the sidebar.

Figure 2 illustrates our envisioned code review platform architecture with an
example flow. Throughout the review, the reviewer interacts with the LLM trained
to act as the platform’s foundation. Information about the user’s preferences and
the team’s code review process (the backpack filled with experience and the pro-
cess document from Figure 1) can be configured by the team and the user. Parts
of this configuration could potentially be updated with reinforcement learning or
similar approaches to make it adaptable over time and for different contexts. The
LLM customizes the process for each user using the configuration and coordinates
the AI agents to provide the information and support needed at the right time dur-
ing code review.

For example, for an in-depth review use case, the platform could first assist
with picking a change to review, given the reviewer’s time constraints. Then help
throughout the process of understanding the rationale of the change, connecting
it to related work, reading the code changes, finding potential defects, writing
constructive comments, and finally assist in making a decision on accepting the
code for integration or sending it back to the author for adjustments.

4 Analysis of Design

An AI agent-based architecture has the potential to preserve or amplify all the
benefits of code review, as described by Bacchelli and Bird [3], while at the same
time reducing users’ mental load and time spent. The agents are trained or tuned
for each aspect of code review, and the adaptable nature of the platform allows it
to fit the needs of different users and teams.

4.1 Defect finding, code improvement, and alternative so-
lutions

Current and future work on automated defect finding can be integrated into this
architecture as one of the AI agents. An option would be to run a model similar
to CodeAgent [13], but instead of automation support the user by marking parts of
the code that could contain a defect and suggesting code review comments. Other
agents could be trained to look for performance improvements, refactorings, and
alternative solutions.

4.2 Knowledge transfer

Knowledge transfer during code review has, for example, been shown to reduce
the impact of developer turnover by exposing developers to code they have not au-
thored [67]. Achieving this requires keeping the human in the loop, i.e. doing the
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code review supported by AI rather than automated with AI. AI agents can further
be used to gather information so that the user does not have to navigate different
systems to piece together the rationale, system architecture, and implementation
details. They can also expand on user code review comments with references to
team guidelines, language conventions, design patterns, and best practices.

4.3 Team awareness

For users reading through code reviews to get awareness of ongoing work, it can be
time-consuming and demanding to read through a large code diff just to understand
what it does. Language models for code comprehension are developing rapidly,
with many options both in open source [68] and in closed source [69]. Receiving a
code summary as soon as you open the review could be enough for users looking
to be aware of current changes with the option of going deeper into the changed
code when needed.

4.4 Improve developer process

A unified platform for the whole code review flow, instead of manually switching
between code review tool, documentation, KANBAN boards, etc. will streamline
the developer process as a whole. Introducing, configuring, and refining the set-
tings and use of the platform can also encourage teams to examine and improve
their process. The adaptability of a multi-agent approach can also help situations
where different teams follow different workflows but still need to work together.

4.5 Share code ownership

Software development teams are at risk of developing a blame culture [70], where
developers are held personally responsible for introduced bugs. This culture can
lead to a reluctance to contribute new features and undermines trust between team
members. Code review can contribute to preventing or mitigating this. It is no
longer solely the fault of the author if a bug is introduced, but also of all the re-
viewers who did not discover it.

This is another benefit that would be at risk if code reviews were automated.
Supporting the author and reviewers in assessing the code and giving them good
grounds for their decision using AI, but leaving the decision of approving, reject-
ing, or revising the code up to the users keeps the developers accountable and
encourages a culture of shared ownership.

4.6 Avoid build breaks

Connecting CI with code reviews is an effective way to encourage reviewer partic-
ipation and ensure passing builds [71]. This kind of system already automatically



5 Related Work 55

rejects changes that break the build. An AI agent could help by suggesting a fix or
pointing out the most likely causes.

4.7 Track rationale
Finding the rationale can involve piecing together information from commit mes-
sage, issue tracker, product plan, recent team meetings, team chat conversations,
and more. Bringing this information together and summarizing it in one place
makes it easier to find the rationale behind a code change and connect it to larger
goals and efforts.

4.8 Team assessment
Code reviews generate metrics such as the number of comments written, accep-
tance rate for posted changes, time from comment to resolution, etc. Measuring
individual and team performance in software development is very difficult, and
looking at reviews may provide additional insight. Our proposed design does not
affect the collection of metrics, but has the potential to make code reviews more
efficient, increase quality, and improve assessment metrics for the whole team.

5 Related Work
There are a few recent studies, also focused on supporting rather than automating
code review, that complement the vision in this paper.

Unterkalmsteiner et al. explore providing reviewers with a better context for
the code under review with a proposal called the Code Review Contextualizer [72].
Using existing literature on what developers need help with during code review,
they present several parts that could be improved by data collection and assistance.
Although they do not go into detail regarding what kind of technologies and ar-
chitectures could be used to implement such a system, their research on use cases
that should be supported is a valuable foundation for building future AI-supported
code review systems.

Almedia et al. present AICodeReview, a plugin for the IntelliJ integrated de-
velopment environment that takes advantage of GPT 3.5 [73]. The plugin analyzes
code snippets while they are being written and identifies potential issues. Com-
ments, resolutions, and improvement suggestions are provided in the editor. This
approach can likely reduce human code review time since changes submitted for
code review are hopefully of higher quality than they would have been without the
AICodeReview plugin.

Wang et al. presents an AI agent-based approach to recommend which review-
ers that should be assigned to each code review [74]. Their work complements
the suggestion in this paper very well in that it seeks to build AI-based support
systems for human reviewers instead of automating the activity. The article shows
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better preliminary performance using AI agents compared to previous state of the
art for reviewer recommendation.

Yang et al. investigate machine learning approaches to predict review duration
and merge approval rate prior to code review [75]. This can give code change
authors early feedback and give them the option to rework changes before sending
them out for code review, in order to reduce lead times and number of code review
cycles. They concluded that while the approach was promising, work work was
needed, especially in making the feedback explanatory and actionable.

6 Research Agenda
Here, we list research activities that we believe are important for realizing our
proposed design vision.

6.1 Increased understanding of user needs
Recent work improves our understanding of the causes of confusion [5], anxi-
ety [76], and misalignments [6] in code review. This research helps to provide a
deeper understanding of user needs and user experience in code review, but there
is much more to study here. For example, the needs of each user in code review
vary [6], and this variation goes beyond roles such as author and reviewer, and
may extend into tasks such as gatekeeping [2].

6.2 Measuring effectiveness of code review
Despite the wide use of code review in industry and its time-consuming nature,
there is no unified way to measure the effectiveness of code review. The primary
benefit explored with regard to measuring is ‘defect finding’ [39]. Other benefits,
such as knowledge sharing, team awareness, and shared ownership, have not been
studied as extensively. With a deeper understanding of the effectiveness of code
review, we can consider cases where code review is the most effective with respect
to different benefits. This understanding would open up for addressing the reported
industry need for optimization [8], but without an unintended loss of code review
benefits.

6.3 Effective code review interaction
The interaction with today’s code review tooling has stayed largely the same since
the introduction of the ICICLE tool in the 90s [7], with variations of interfaces
centered around textual diff views of changed files (Gerrit, GitHub, Critique, and
so on). Although this user interface design helps to provide answers to questions
best answered with a textual diff, they are less successful at answering questions
connected to, for example, requirements or execution behavior [6]. There is room
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for more exploration and innovation here to better align the interaction with user
needs.

An interesting research direction would be to explore the use of collaborative
and user-centered design processes [32] to take advantage of the depth of experi-
ence in the software development community. Another interesting direction would
be to explore new ideas from conversational interaction design [77]. There are ex-
amples on the use of conversational interaction design for software development
tools [78, 79] and recent advances in language models provide interesting new
possibilities.

6.4 Effective AI integration
There are technical challenges in how best to build an AI agent-based code review
pipeline, as outlined in our proposed design. One challenge is to identify suitable
tasks for agents. For example, should an agent focus on one aspect of program
comprehension, like code summation, or rather be trained for larger functional
areas? There is also the challenge of choosing suitable models for different agents,
along with data collection, training, and tuning. The models need to be integrated,
and the main LLM trained to manage orchestration based on configured user needs.

An interesting direction is to identify a minimal viable use case and iterate
on a smaller instance of the design with fewer AI agents. Follow best practices
for AI in software development [80] and maintain close interaction with industry
practitioners for rapid prototyping, early user feedback, and testing.





PA
P

E
R

II
I

CODE REVIEW AS
DECISION-MAKING

—BUILDING A COGNITIVE
MODEL FROM THE

QUESTIONS ASKED DURING
CODE REVIEW

Abstract
Code review is a well-established and valued practice in the software engineering
community contributing to both code quality and interpersonal benefits. However,
there are challenges in both tools and processes that give rise to misalignments and
frustrations. Recent research seeks to address this by automating code review en-
tirely, but we believe that this risks losing the majority of the interpersonal benefits
such as knowledge transfer and shared ownership.

We believe that by better understanding the cognitive processes involved in
code review, it would be possible to improve tool support, with out without AI,
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and make code review both more efficient, more enjoyable, while increasing or
maintaining all of its benefits. In this paper, we conduct an ethnographic think-
aloud study involving 10 participants and 34 code reviews. We build a cognitive
model of code review bottom up through thematic, statistical, temporal, and se-
quential analysis of the transcribed material. Through the data, the similarities
between the cognitive process in code review and decision-making processes, es-
pecially recognition-primed decision-making, become apparent.

The result is the Code Review as Decision-Making (CRDM) model that shows
how the developers move through two phases during the code review; first an
orientation phase to establish context and rationale and then an analytical phase to
understand, assess, and plan the rest of the review. Throughout the process several
decisions must be taken, on writing comments, finding more information, voting,
running the code locally, verifying continuous integration results, etc.

Analysis software and process-coded data publicly available at DOI:
10.5281/zenodo.15758266

1 Introduction

Code review is a well-established activity in modern software development val-
ued for both quality assurance and interpersonal benefits [2, 3]. On a global scale,
with more than 28 million software developers [41] spending 10%-20% of their
working time reviewing code [2, 40], more than 22-44 million hours are spent
on code reviews daily. However, despite the importance of code review, there
are significant misalignments between the tools used and the goals and actions
of software developers, which reduces efficiency and adds frustration [6]. The
code review process is also challenging for many teams with a range of common
antipatterns [5]. Improving code review tools and processes has huge potential
benefits for the software engineering community. In addition to saving time on
the code review itself, the 2023 DORA State of Devops industry report finds that
teams with more efficient code review have up to 50% higher software develop-
ment throughput overall [8].

However, despite the potential benefits of improvements, the tools used for
code review today are very similar to the first tools introduced in the early 1990s,
for example, the ICICLE tool [7]. Similarly to today’s code review tools, such
as GitHub1 or Gerrit2, ICICLE was centered around a textual diff view where
comments can be added by humans or by automated analysis. During the same
time, we have seen huge developments in tools for writing, navigating, and under-
standing software [9]. We should not leave code review behind. With the recent
increase in AI assistance capabilities, there has been a growing interest in how to
utilize AI-based assistance in software development tools [81]. This trend also

1https://github.com/
2https://www.gerritcodereview.com/

https://doi.org/10.5281/zenodo.15758266
https://github.com/
https://www.gerritcodereview.com/
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Figure 1: Illustration of steps and questions during code review. First, the devel-
oper orients themselves on the context of the code review, next asks how a part
of the code change works, moves on to comprehending the code, and finally have
to make a decision on how to proceed. Considering social effects, performance,
safety, etc., should they Accept, Reject, Comment, or Search for more informa-
tion. The reviewer iterates and looks at more code changes before reaching a final
decision. Takeaway: Code review starts with an orientation phase, followed by
an iterative comprehending-assessing-decision phase. Comprehending the code
change is not the end goal, but rather a prerequisite for deciding how to handle the
review.

extends to AI-powered improvements in code review, specifically automated code
review has received a lot of attention in recent years. For example,Lu et al. [11]
introduced LLaMA-Reviewer to automate the code review task. Yu et al. [12] pre-
sented Carllm for improved precision and clarity in automated code review. Tang
et al. [13] proposed CodeAgent, an approach in which multiple agents collabo-
rate to find code quality issues. Google explored how to automate code review in
their DIDACT project by training ML models on each of the sequential steps [82].
There is also recent research on user experience improvements [61], AI assistance
frameworks [72, 83], and innovative visualizations [84].

Although the focus on automated code review is interesting, several of the
benefits of code review, such as knowledge transfer and shared code ownership,
are interpersonal and risk being lost if the activity is automated [83]. To improve
code review processes and tools while preserving all the important benefits it is
important to understand the activity and its challenges well. However, while the
practical process of code review is well researched and described [2,60], there are
few studies on the cognitive processes during code review. Gonçalves et al. [20]
investigate how developers form and use their understanding of the changed code
under review, building a model for code review comprehension . This is interesting
work contributing to the understanding of code review, but in this paper we want
to look at a wider scope beyond comprehending the changed code and study the
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cognitive process of the code review activity as whole including choosing a review,
writing comments, voting, looking for more information, etc.

Building a theoretical model of cognitive processes in code review grounded
in interviews and observations can facilitate improvements in code review tools
and processes in several ways. By analyzing existing tools to see which parts
of the cognitive process they facilitate or hinder, by using the model to reason
about the effects of new tool ideas, or by adapting the code review process in your
organization to better match the cognitive process of the developers.

1.1 Research Questions

The goal of this study is to investigate the cognitive process during code review
and how it can be modeled to increase our understanding of code review and guide
future improvements to tools and processes. This leads us to the following main
research question:

RQ1 How can the cognitive process of code review be modeled from a theoretical
perspective?

Supporting Research Questions

Since the cognitive processes of the developers during code review are not directly
observable, we must study their actions and behaviors and use that insight to the-
oretically model the cognitive process. A basic assumption of this work is that
developers actions when reviewing code are intentional, that is, that they are tied
to some meaning that gives them direction [85], and that it is this intentional re-
lationship [86] that needs to be analyzed to understand the cognitive processes
involved in code review. In line with the theory of planned behavior, we also
assume that the actual behavior or actions of reviewers are predicted by their in-
tentions [87]. Furthermore, we assume that questions asked during code review
gives an indication of the intention of the reviewer when the question is asked, and
thus that they give valuable insights into the reviewers’ intent or cognitive focus in
different parts of the review process.

To move from a state where you know nothing about the review to a state where
you are ready to vote for accepting or rejecting the code change, many questions
must be answered and different aspects of the code change understood. Similarly
to Letovsky’s study on questions during code comprehension [21], in this paper,
we study the explicit and implicit questions asked during a code review in order
to build a theory about the cognitive process of the reviewers. By analyzing the
patterns of which questions are asked, when questions on certain themes occur
and how they relate to each other, the observed data can build the foundation for
a theory of the cognitive process during code review. This gives us the following
supporting research questions:
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RQ2 What questions do developers ask during code review?

RQ3 How do the questions asked during code review connect to each other and
the overall code review process?

To explore these research questions in a context as realistic as possible, we per-
form an ethnographic think-aloud study combined with interviews [25, 35]. The
study is conducted at the software tools department of a multinational software
company (Section 3). In total, we observe 34 code reviews by 10 participants and
analyze the results using thematic, statistic, and sequential analysis (Section 4).
The analyses form a basis for the construction of a theoretical model of the cogni-
tive process during code review, interpreted and illustrated in Figure ?? (Section 5).

1.2 Contributions
The contributions of this research are as follows.

• A theoretical model of the cognitive process of code review closely relating
code review to decision-making processes (Section 5).

• A thematic and statistical analysis of the questions asked during code review
(Section 4).

• Suggested directions for future work to apply the theoretical model to im-
prove code review processes and tools (Section 6).

2 Background and Related Work
The method, interview quotes, analysis, and theory building in this study build
upon an understanding of modern code review practices, challenges, social effects
during code review, the terminology of Gerrit code review tools, as well as cogni-
tive theories around decision-making processes.

2.1 Code Review in Practice
The term “Modern code review” was popularized by Bacchelli and Bird [3], where
they defined it as “(1) informal (in contrast to Fagan-style), (2) tool-based, and
that (3) occurs regularly”. Over the years, the properties of modern code review
have changed. Code review has become more formalized, and many teams have
checklists and processes that, for example, define how to conduct the review, how
many approvals are needed to merge the changed code and how quickly the review
is expected to be done [56]. Modern code reviews are today even more centered
around the code review tools used. The tools define much of the process, how the
code is analyzed and read during the review, how comments and responses clarify
or solve issues, and finally how the changed code is approved or rejected [2, 60].
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Industry and community practices also place an increasing emphasis on per-
forming code reviews regularly and quickly. Since code reviews are mandatory in
many teams and projects, high throughput of new features and bug fixes depends
on code reviews being done as soon as possible. The industry report DORA Ac-
celerate State of Devops finds that teams with faster code reviews have up to 50%
higher software delivery performance overall, marking it as an important area for
improvements [8]. As a reference, Kudrjavets et al. [88] analyzed code review
times in eight different large open source projects and found a median time be-
tween submission and acceptance of less than 24 hours. Sadowski et al. [2] reports
a median time of less than 4 hours between submission and acceptance, and a
median of 4 code reviews per developer per week at Google.

Code review has been shown to have several benefits. Both for its nominal
purpose of finding and reducing software defects, but also, importantly, for code
improvement, finding alternative solutions, increasing knowledge transfer, build-
ing team awareness, improving the development process, sharing code ownership,
avoiding build breaks, tracking rationale, and assessing teams [2, 3]. Code review
is also an efficient way to spread information, such as best practices or informa-
tion about new features, in a software development organization. A recent study
by Dorner et al. [89] shows that the information spreads to up to 85% of the par-
ticipating developers after an average of only 3 code reviews.

Code Review

Gerrit, GitHub, GitLab, etc.

KANBAN/Scrum board

ISSUE #4212

Issue/Requirements tracker

Documentation

Development environmentML

LV

LV

ML

Team chat

Figure 2: Illustration of the experience of navigating between different tools dur-
ing code review. The backpack and checklist represent the reviewer’s experience
and team processes respectively. Takeaway: The code review tool is in the center,
but cross-referencing with several other tools is necessary to understand the full
context of the code review.

There are also several challenges with modern code review practices and tools.
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Because of how current tools are designed, the reviewer needs to navigate between
issue trackers, requirements databases, KANBAN boards, team chats, API docu-
mentation, continuous integration reports, etc., to gather the information needed to
complete the code review. As illustrated in Figure 2, the reviewer must use their
experience and the team processes to navigate between tools effectively and decide
which steps are helpful and when [47]. This experience takes time to build up, and
becoming effective at code reviews in a new workplace can take up to a year [37].
Even with experience, it demands time, effort, and focus [6]. Other challenges
include understanding the rationale for the code change [5], long response times,
many repetitions of reviewing the same code change, and reviewing large code
changes [65].

2.2 Social and Team Effects During Code Review

There is recent work on improving code review practices and recommendations
based on social and team effects in code review. Pascarella et al. [55] investigate
the information needs of the reviewers during the code review by analyzing dis-
cussion threads with questions and responses in open-source projects. They find
seven main categories of information needs, such as rationale and code context,
and recommend ways to improve code review by better meeting these needs.

Lee et al. [76] studies anxiety and avoidance in relation to code reviews, both
for code authors and reviewers. Their work outlines the main factors that con-
tribute to code review anxiety and compel developers to avoid or procrastinate
code review tasks, such as fear of judgment and criticism. They also present a
CBT-based intervention that helps developers reduce anxiety after just a single
session.

Coelho et al. [90] analyzes review comments and divides them into “refactoring-
inducing” and “non-refactoring-inducing”. They describe the factors leading to
code refactorings in code changes and code review comments, since refactoring in
the code review stage when the code is almost ready can be time-consuming. They
give guidelines to researchers, practitioners, tool builders, and educators on how
to better handle these situations and improve the code review process.

2.3 Gerrit Code Review

Gerrit Code Review3 is the open source code review platform used by the teams in
this study. It is a widely used code review tool that has its origins in Google Mon-
drian, the code review platform used for many of Google’s internal projects. When
Google released the Android project as open source4, they wanted a code review
tool with features and workflow similar to Mondrian, but built with open source

3https://www.gerritcodereview.com/
4https://source.android.com/

https://www.gerritcodereview.com/
https://source.android.com/
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Figure 3: Annotated screenshot of Gerrit user interface. Takeaway: Note how
the ‘Change Info’, ‘Submit Requirements’, and ‘Commit message’ sections gives
an overview of the state and context of the code change. The log shows examples
of both automated systems and human reviewers voting on different aspects.

software and using Git5 instead of Perforce for version control. Figure 3 shows an
annotated screenshot of Gerrit’s user interface. Some concepts and terminology
from Gerrit show up in the quotes from the study.

Changeset and Patchset A collection of one or more changed files with a
commit message describing the rationale for the change is called a changeset in
Gerrit. A changeset can have many versions, called patchsets, for example if the
first version received some code review comments that led to updating the code
and submitting a new version for re-review.

5https://git-scm.com/

https://git-scm.com/
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Voting Gerrit is very flexible in how you can set up your workflows. While
most code review software by default only allows the reviewer to accept or reject
the changed code, Gerrit has a voting system instead. The administrator can create
multiple labels to vote for and configure a range of numeric values for voting.
By default the labels ‘Code Review’ and ‘Verified’ are available, signifying code
review results and testing/verification results, respectively. Rules can be set up to
allow merging the changed code only when certain voting scores are reached. In
the setup used in this study, reviewers can make the decision to vote -2, -1, ±0,
+1, or +2 on the ‘Code Review’ label, and each reviewer’s vote accumulates to the
total score on the code change. The code change must reach a total code review
score of +2 or higher before it is possible to merge it into the main branch. This
means that a vote of -2 will effectively block the code change from being merged,
-1 will strongly discourage it, ±0 will be a neutral vote, +1 means that you approve
but you want someone more to take a look, and +2 signifies approval and ready to
merge. Automated tests, linters, static analyzers, etc., can also vote on the code
change but usually on labels like ‘Verified’, ‘Formatted’, etc., so their votes will
not be confused with the scores from human reviewers.

Commenting Reviewers can decide to leave code review comments on indi-
vidual lines of code as well as for the change as a whole, independently of how
they choose to vote. Comments can be questions that need clarification, sugges-
tions for improvements, pointing out potential issues, requests for fixes, or code
for alternative solutions that the author can accept with just a click. When created,
comments are marked as unresolved and must manually be marked as resolved
by code change author or the reviewer who wrote the comment before the code
change can be merged into the main branch.

2.4 The Recognition-Primed Decision Model

Research on rational choice and decision-making has shown that in practice human
rationality is quite far from living up to the standards of being absolute or globally
rational (i.e., the ability to pick the objectively best choice). Instead, it should be
considered bounded or local and dependent on the problem framing made by the
decision maker and the currently available knowledge [26, 91–93].

However, even then, the decision-making process does not necessarily aim
at the best possible solution. Rather, it has been shown that the decision maker
applies a satisficing approach, that is, looks for the first solution available deemed
"good enough" [26], and that heuristics and biases play an important part in the
decision-making process [94].

Klein defines the ground-breaking and influential recognition-primed decision
model (RPD model) [36] from research on fireground and military commanders,
who need to make critical decisions often and quickly. The RPD model differs
from the more traditional rational choice strategy model [91], in that it does not
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Figure 4: Recognition-primed decision (RPD) model from Klein [36]. Take-
away: In contrast with previous models of rational decision-making, Klein models
decision-making as a process that starts from experiencing the situation and rec-
ognizing similarities and differences to previous situations. From this recognition
springs possible actions that are tested, first with mental simulation and then in
practice.

list all available actions and their pros and cons. Instead, the RPD model describes
how decision makers use their experience to, often subconsciously, identify analo-
gous situations and take the first action that, by experience and mental simulation,
seems likely to succeed.

The RPD model (see Figure 4) is an iterative model that begins with experi-
encing a situation and evaluating if the situation is typical. If it is deemed typical
in some aspect, i.e. recognized, this elicits expectancies, relevant cues, plausi-
ble goals, and typical actions. From here, there are two iterative flows possible.
First, check if the perceived reality matches the expectations and if it does not
go back, collect more data, and modify the story building until the expectations
match reality. Second, evaluate possible actions by mental simulation and modify
or discard the action until the first action likely to work is found. Then, this action
is carried out, with the decision maker mentally prepared for some of the possible
consequences. If the results differ from the mental predictions, the situation is re-
evaluated and the decision maker carries out a different action they feel is likely to
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work under the new circumstances. The process repeats until the desired outcome
is achieved, or there are no more actions likely to work.

3 Methodology
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analysis
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Figure 5: Process and method overview. Takeaway: The theoretical output, a
cognitive model of code review, is built upon data collection from real code review
sessions followed by thematic and statistic analysis.

In Figure 5, we present an overview of the process and methods used in this
study. The study design is based on constructivist epistemology applied to ethno-
graphic methodology, as described by Williamson [25], with the purpose of co-
constructing useful and applicable models and theories together with the study
participants. As described by Sharp et al. [24], ethnography applied to software
engineering is well suited to explore not only what practitioners do but also why
they do it. Sharp et al. also find that the results of ethnographic studies can deepen
knowledge on social and human aspects of software engineering, inform improve-
ments to software engineering tools, lead to process development, and point out
directions for future research. All of which are goals for the contributions of this
study.

Specifically, to understand the questions asked during code reviews (RQ2,
RQ3) and the corresponding cognitive processes (RQ1), we designed an ethno-
graphic think-aloud study combined with interviews [35]. We worked with soft-
ware developers in the industry and captured the participants’ normal way of re-
viewing as closely as possible. Our goal was to help developers feel comfortable
and view the study as an exploration, and not an evaluation, of their code review
techniques, habits, and skills. To achieve this, the first author worked from the



70 CODE REVIEW AS DECISION-MAKING

same office as the participants for several weeks to get to know the participants
and to be available whenever someone needed to do a code review.

The first author sat right next to the software developers while they conducted
real code reviews on their usual workstations, in their own workplace, and in their
team context. Everyone was fully informed about the research, and we asked
the participants to treat the first author as a newly hired developer and openly
explain their ways of working. In this role, we could observe code reviews and the
questions asked by developers and document their thought processes and strategies
to choose code reviews, ask and answer questions, write review comments, and
conclude the code reviews.

The first author has worked as a software developer, project manager, team
lead, etc., in similar companies for over 15 years and has extensive first-hand ex-
perience with code reviews. This background contributed to creating good rapport
between the researcher and the participants. Encouraging participants to be more
detailed, vocal, and open in describing their code reviews, backgrounds, and pro-
cesses.

3.1 Study Context

To achieve depth in our interviews and code review sessions, we presented the
study idea to a multinational software company where we already had an ac-
tive industry-academia collaboration agreement. The second author contacted the
company to ask for a meeting in which we could present the study, and after the
company accepted the invitation, the first author gave a presentation about the
background of the study, its goals, and its methodology.

In agreement with the company, we decided to focus the study on their tools
department. The tools department has around 30 developers with different levels
of experience divided into 8 teams and working in several programming languages.
This department was chosen because it would give a broad view of different prac-
tices and levels of experience and because it works almost exclusively with open-
source software, allowing us to conduct the study and report the findings more
openly.

Code Review Process

All teams use Gerrit as their code review platform (Section 2.3), and code reviews
are mandatory for all code changes. Depending on the size of the team, one or two
other team members must approve every code change before it can be merged. The
majority of the repositories have automatic linting, code formatting, unit tests, and
continuous integration (CI), eliminating the most basic code review comments and
allowing reviewers to focus on higher-level issues. The process requires all team
members to review code at least once a week and to try and check their code review
inbox daily so that code changes do not get stuck for too long waiting for review.
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3.2 Participants

Table 1: Role, experience, and weekly time spent on code review for the partici-
pants in the study.

Participant Role Code review exp. Role exp. Weekly code reviews

P01 Developer 3 years 3 years 1 hour
P02 SW Architect 14 years 9 years 2 hours
P03 Developer 14 years 9 years 2 hours
P04 Developer 1 year 1 year 0.75 hours
P05 Developer 6 years 1 year 5 hours
P06 Developer 2 years 2 years 5-10 hours
P07 Team Lead 5 years 5 years 2-3 hours
P08 Team Lead 16 years 7 years 6 hours
P09 Developer 11 years 11 years 4-8 hours
P10 Developer 17 years 13 years 5 hours

Average 8 years 6 years 4 hours
Std.dev. 6 years 4 years 2 hours

During the duration of the study, 10 software developers, from the tools de-
partment mentioned above, participated in interviews and code review sessions.
Their role, experience in the role, experience with code reviews, and average time
spent on code reviews weekly are found in Table 1. No participants left the study
during or after field work. The participants are all of Swedish nationality and have
at least a Bachelor degree. The teams involved each have 2-7 developers and work
according to the agile software development methodology. In accordance with the
team process, all participants did code reviews at least every week with many of
the participants reviewing code every workday.

3.3 Data Collection

To test our study design and the interview protocol, we conducted a pilot interview
and code review session at a small local software company. The pilot session went
smoothly and gave us no reason to change the study setup. Data from the pilot
study were kept for reference and comparison, but excluded from data analysis
and results.

For each participant, we collected informed consent for the participation in the
research study and interviewed them about their background, experience with code
review, and role in the team. Whenever a participant had a pending code review to
carry out, the first author sat next to them, observing their work and asking them
to think aloud about what they were doing during the code review sessions. We
asked questions or noted their actions aloud to record them in the sound file and to
encourage the participants to explain and reflect on what they were doing and why.
The code review sessions and the interviews were recorded using a dictaphone.
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3.4 Data Analysis

To analyze the material in this study, we used the principles of Williamson’s con-
structivist ethnographic research [25] and thematic analysis following the general
process described by Braun and Clarke [95, 96]:

1. Familiarizing yourself with your data: We transcribed and annotated the
recorded material and performed member-checking to validate the data.

2. Generating initial codes: We coded the transcriptions using process coding.

3. Searching for themes: Two authors organized the process codes into themes
independently.

4. Reviewing themes: All authors reviewed and analyzed the themes until in-
terpretative convergence.

5. Defining and naming themes: We refined the theme naming by studying
excerpts from transcriptions.

6. Producing the report: We analyzed themes using statistical and sequential
analysis.

Data Transcription

The first author manually transcribed the sound files from all interviews and code
review sessions into Markdown-formatted text. The text files were annotated with
information about the participant, the time and date, and the beginning and end
of each code review session. The interviews were conducted in Swedish mixed
with many software engineering terms and anglicisms. Care had to be taken when
transcribing the material to preserve the meaning and intent faithfully. Due to data
privacy agreements with the company and for language reasons, we did not use
automated transcription software.

Participant Feedback & Member-Checking

To verify emerging themes from the data and establish an approach for coding the
finished transcripts, we invited all participants to a member-checking focus group
meeting [97]. The meeting was planned and facilitated by the first author and
participants P01, P02, P05, P06, P09, and P10 attended. The meeting was recorded
with a tabletop dictaphone to ensure a clear recording of everyone’s voice.

During the meeting, we presented examples from the transcriptions for each
emerging theme. The participants then discussed whether they recognized the sit-
uations in the quotes and what their experiences were like in similar situations.
There were also general discussions on the processes and challenges in code re-
view. The first author took notes that were reviewed during the meeting by the
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participants. These notes and the audio recording of the meeting were combined
into meeting minutes that described the points to be taken into account during the
continued analysis of the transcribed data.

Initial Coding

Transcribed text Process codes Themes Topics

Now I know kind of, we have talked about this one so I know more or less what it is about [...]
There is more awareness around stuff like that since the cyber attack one year ago [...] It is not
something that I think is important enough to comment on.  [...] How good reasons are required 
to motivate deviating from the standard? [...] It was Person A who wrote this, and they have, 
they were for several years the owner of the firmware test framework. [...] It is for our 
deployment. And then I know I want to, ..., start with this. Because then I give them a fast
review response. [...] This is interesting, I would have assumed that this was just one ID, but
since we are checking here it has to be, we are checking the length of a list. 

asking what you already know 
asking about risks
asking if they should comment
asking about impl. choices
asking about author
asking about expected timeline
asking how the code works
...

understanding rationale
assessing change
selecting next action
assessing impl.
understanding context
selecting a review task
understanding impl.

orientational
analytical

Figure 6: Example of process coding showing excerpts of transcribed text, a small
selection of process codes, and mappings onto themes and topics. Takeaway: The
transcribed text is abstracted into process codes, process codes are abstracted into
themes, and finally themes are abstracted into topics.

Coding, in qualitative methods, is the practice of assigning a label or code to
each sentence or segment of a text [35]. The purpose is to increase the abstraction
level of the text to facilitate the data analysis and comparison of different parts
of the material. Different ways of coding will highlight different aspects of the
original data. Coding is often done repeatedly, first by abstracting text into codes,
then systemizing the codes into themes, and then grouping the themes into topics
(see Figure 6). Since the study aims to understand the developers’ cognitive pro-
cess during code review, we chose process coding both for the initial coding of the
transcribed data and for constructing the themes. The first author did the initial
coding, with authors two and three reviewing the coding and suggesting changes.

Process coding is a methodology where the first word in every code must start
with a verb in the gerund form (ending with -ing in English) [98]. This form
of coding is designed to capture the action and intention behind each coded seg-
ment [35], making it especially suited to uncover underlying questions and pro-
cesses. Its name comes from how it results in a timeline of actions, a process.

Identifying Themes

The first and second authors independently grouped the process codes into themes
to get two contrasting starting points. Based on these two sets of themes, all three
authors discussed and worked through differences in workshop meetings. In these
meetings, process codes, suggested themes, and excerpts from the transcripts were
used. We drew connections between the sets of themes, regrouped process codes,
and discussed until we reached interpretive convergence [98]. Finally, using the
transcripts, we refined the naming of the themes to capture and communicate the
intent of the segments they covered.
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Statistical Analysis

When codes and themes were established, we wrote a Python program to analyze
the data using temporal and sequential analysis. The sequential analysis deter-
mined the transition rate from each theme of questions to another. We gathered
the transition rates into a transition table and constructed a sequence diagram of
the code review process using the top 3 most common incoming and outgoing
transitions with a rate higher than 0, see Figure 8.

For temporal analysis, we positioned each theme in relation to the start and
endpoints of each code review. Sometimes, code reviews were paused or inter-
rupted due to meetings, the end of the work day, or other more urgent code re-
views. In the analysis program, we detected these interruptions and gathered the
codes and themes for each code review in a linear flow. We normalized the dura-
tion of each review, which ranged from a couple of minutes to almost an hour, to
a scale from 0 at the beginning of the review to 1 at the end. We analyzed the dis-
tribution of each theme, as well as the process codes contained, over the duration
of the code reviews.

3.5 Ethical Considerations

Contributing to the research study would take significant time and effort for the
participants, and neither they nor the company could be reimbursed or compen-
sated for this. Participation was done with informed consent and on an explicitly
voluntary basis. For participants, the upside would be learning something new
about how they perform code reviews by explaining it to someone else, a change
of pace in their workday, and the feeling of contributing to research.

During sessions and interviews, statements might come up that could be neg-
atively interpreted by colleagues or the employer. To protect the participants, we
pseudonymized all interviews and keep audio recordings and transcriptions confi-
dential except for excerpts used to exemplify codes and themes. To allow other re-
searchers to verify and replicate our study, it would be ideal to publish all collected
data, but as discussed above, this is not possible for privacy and confidentiality
reasons. The interview protocols, the data analysis program and the process-coded
data set are available in the replication package (Section 8).

4 Results

The study includes 10 participants (Table 1); 7 out of 10 described their role as
‘Developer’, 2 as ‘Team Lead’, and 1 as ‘Software Architect’. The minimum
work experience among the participants, both in their role and in code reviews,
was 1 year. The most experienced participant had worked with code reviews for
17 years and in their current role for 13 years. The average was 8 years of code
review experience and 6 years of experience in their current role.
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Table 2: Overview of code review sessions from which we collected data. Note
that a coded segment roughly corresponds to a paragraph in the transcription.

Participant # Segments Duration (min.) Outcome

P01 27 26 vote ±0 with comments
P01 7 4 vote +2
P01 17 20 vote ±0 with comments
P01 4 2 vote +2
P01 2 1 vote +2

P02 98 48 vote +1 with comments
P02 7 9 vote +1 with comments
P02 32 6 vote +1
P02 166 75 vote -1 with comments

P03 141 49 vote -1 with comments
P03 15 5 vote +2
P03 7 2 vote +2 with comments

P04 45 42 vote +1 with comments

P05 50 38 vote +1 with comments
P05 15 21 vote +1
P05 15 6 vote +2
P05 9 6 vote +2
P05 49 32 vote +1 with comments
P05 15 37 vote +1 with comments

P06 70 49 vote ±0 with comments

P07 75 41 vote ±0 with comments

P08 20 6 vote +2 with comments
P08 34 9 vote +2
P08 37 17 vote +1 with comments

P09 14 9 vote +1 with comments
P09 25 17 vote +2 with comments
P09 13 7 vote -1 with comments

P10 16 4 vote +1 with comments
P10 16 7 vote +1
P10 43 26 vote -1 with comments
P10 3 1 vote +1
P10 61 21 vote ±0 with comments
P10 4 1 vote +2
P10 7 4 vote +1

Total 1159 648
Average 34 19
Std.dev. 38 18

We gathered data from a total of 34 code reviews (Table 2). The mean code
review duration was 19 minutes with a standard deviation of 18 minutes. The
shortest review took 1 minute, while the longest one took 75 minutes. During all
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the recorded code reviews, we process-coded a total of 1159 segments, meaning
an average of 116 coded segments per participant and an average of 34 segments
per review.

The recorded sessions show a clear majority of positive votes (Table 1); 26 of
34 code reviews receive a vote of at least +1. Often positive votes are given even
when the reviewer wrote code review comments that they wanted to be addressed,
either by updating the code or explaining the current implementation. Many par-
ticipants say that the teams have a culture of trust and in general vote for merging
the code and trust the author to address comments in a good way without needing
re-review.

“To force them to fix this little issue and then them having to wait for
me to get back and approve feels very silly. So I leave a comment, set
+2. [. . . ] So if, because I trust them to fix it, I don’t have to come
back and look at it [again].” —P06, post code review interview

“You can trust that people will fix it in a satisfactory way. I don’t need
to look at it again. It is just a waste of time. Especially if you have
several people, it becomes, like, it adds lead time. So then you can
vote +1 or +2 if you anyway think that ‘oh, I trust that this person
will do, do something good regarding my comment’. And then we
have configured it so [. . . ] you cannot, you cannot submit the change
when you have unresolved comments.” —P02

analytical themes
73% (848)

understanding context
6% (65)

understanding rationale
15% (171)

selecting a review task
6% (75)

understanding implementation
26% (297)

selecting next action
15% (179)

assessing implementation
315 (27%)

orientational themes
27% (311)

assessing change
5% (57)

Figure 7: Topics, their contained themes, and the number of occurrences in the
data set. Takeaway: Over 70% of the questions fall under the analytical themes
indicating a majority of the code review effort is spent here.

In our thematic analysis (see Section 3.4) we constructed 157 process-codes
to abstract explicit or implicit question underlying the 1159 segments. During the
process-coding, we reached data saturation after coding around 3/4 of the tran-
scribed material and after this very rarely encountered new process codes. We
grouped the process-codes into 7 themes encoding commonality in underlying in-
tentions. The detailed mapping from process codes to themes can be found in the
replication package (Section 8). The three most common themes are assessing
implementation, understanding implementation, and selecting next action, which
were found 315, 297, and 179 times, respectively, in the transcriptions.
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In turn, the themes are grouped into two topics: orientational themes, and
analytical themes. Figure 7 shows the topics, the enclosed themes, and the number
of occurrences in the process-coded segments. The orientational themes revolve
around how to make sense of the context, framing, and rationale of the review,
while the analytical themes are about understanding the changed code, evaluating
it, planning the next action, and making a decision about the change as a whole.
The analytical themes are the most common and make up 73% of the process-
coded segments, with the orientational themes covering the remaining 27%.

4.1 Orientational Themes
In the transcribed data, we found many different kinds of questions asked to ex-
plore the context, framing, and rationale of the code review; orienting the code
review task in relation to author, repository, expected timeline, programming lan-
guage, rationale for the code change, available time for the reviewer, etc. This
topic spans three themes: selecting a review task, understanding context, and un-
derstanding rationale.

Theme: Selecting a Review Task

Questions about how to pick which code change to review. This involves asking
about the amount of time you have available as a reviewer, the urgency of differ-
ent code changes, social factors, competence, and interests. Many reviews begin
from the list showing all code changes that are waiting for code review, where the
reviewer picks one based on available time, code change size, and urgency.

“I get an overview. And here I can somehow, now it is only 3 re-
views, but for the case where it would have been, I don’t know, say
10 reviews. And somewhere, I have, you have 8 hours per day. Then
I have to prioritize somehow what, what it is I will look at. [. . . ] I
try to somewhere check a bit what it is that. . . yes, but what is kind of
the most important? Everybody wants to get their code out, but what,
what is the prio-order? If I, like, know Person C is working on some-
thing that is, that they have been doing for a long time and they really
want to get it out. And it is the last thing in the stack, then I will rather
take that than for example this. Then I know the other one is not, is
like, it is not as urgent.” —P05

“And then if there are several things [to code review] you can maybe
make time for a couple of the small ones but have to leave the big
ones, or you take one big [code review] and leave the small ones.”
—P07

A more experienced participant with a software architect role also factored in if
their expertise was required, or if someone else could review the code instead.
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“So the choice of what I will look at is kind of the combination of,
like, urgency and if I, if it is like, so to speak, are they waiting for me
or are there others that can do it?” —P02

One participant kept it simple and usually picked the code change that had been
waiting for the longest time.

“I usually take the oldest.” —P01

Theme: Understanding Context

Questions to orient the change and the review task in regards to who the author
of the change is, what programming language it is written in, which repository it
is, how long ago the change was posted, the expected timeline for deploying the
change, previous reviews, related work, etc. In one review, the reviewer asks about
who the author is and their background and concludes that the changed code will
probably have tests in place:

“It was Person A who wrote this, and they have, they were for several
years the owner of the firmware test framework. [. . . ] So that’s good,
you don’t have to nag them to write tests at least.” —P02

During another session, a reviewer asks about repository, author, and author’s re-
cent work.

“I check repo and person. Because then I know a little, I know for
this repo it is mostly Person B working in it right now. And then I can,
like, infer that, ok, I know what Person B is up to and that gives me
some context still. . . ” —P05

One reviewer checks for previous code review comments.

“So that, also the others have had some, a number of comments al-
ready.” —P09

For a code change with previous reviews and multiple versions (patchsets in Gerrit
terminology), one participant asks which version they have seen before and sets
that version as the base version for comparisons.

“I would probably do the same thing here. . . no, right, this is a re-
review so then I think I will compare with patchset 1 that is the, the
one I reviewed last time.” —P02
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Theme: Understanding Rationale

Understanding why a change has been made and what goals it is trying to achieve.
In one example, the reviewer directly asks about the rationale and how it compares
to their expectations.

“. . . otherwise it would have been interesting to know ‘what are we
trying to solve here, really?’. And it seems like maybe the scope has
become a bit bigger, now they have done a bunch of other stuff” —P03

For another participant, it is the first thing they ask about when starting a code
review.

“So then you will, first of all, check if I understand this. Because that
is often a thing for me with his stuff. I mean, do I know what he wants
to do here?” —P04

Many participants investigate the rationale by reading the original issue in the issue
tracker (JIRA in the case of this company).

“Right, let’s see what it says. . . [reading quietly, from JIRA] Yes, so
then I see that this is also just a part towards making us more auto-
mated.” —P10

“If we have an issue then it is, then I often think it is good to go in here
and check because you can get some background. A bit more. People
are different in how much you want to write in your commit-message
and stuff.” —P04

“OK, now we go to the JIRA-issue.” —P01

4.2 Analytical Themes
Many questions in the transcripts involve analytical themes aiming towards solving
the code review task, i.e., finding defects, writing comments, voting, etc. These
are questions that seek to understand and evaluate the implementation details of the
changed code, plan the next action to take in the code review, and also to evaluate
the change as a whole. This topic spans four themes: assessing change, assessing
implementation, selecting next action, and understanding implementation.

Theme: Assessing Change

In this theme, there are questions about whether the change as a whole, regardless
of the specifics of the implementation, meets the reviewer’s expectations. The
reviewer questions security, performance, interoperability, rationale, compatibility
with future development plans, etc. One reviewer asks about the impact of the
changed code:
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“Because this is that kind of change. Here, it is the total opposite
of the last one, this is something that affects a lot of people. It is a
critical piece (of code).” —P10

One example involves questioning what would happen if the change was deployed
as-is.

“In practice we could have rolled out this change today. It is just that
we probably would have gotten support tickets asking ‘how does this
actually work?’ ” —P07

A common example is general reasoning about the risks involved with the
change as a whole, regardless of the specific implementation choices.

“The thing is, what are the risks with this change? Either it doesn’t
work for unknown reasons or it could, it would maybe create, maybe
create a huge amount of tickets in JIRA. It is maybe not great to over-
load JIRA either. But we would have noticed it pretty quickly. . . ”
—P04

Theme: Assessing Implementation

Asking questions about whether the implementation follows the code conventions
for the project, is readable, is correct, has bugs, meets the rationale, etc. An ex-
ample is a session where the reviewer dislikes the implementation choices in the
tests.

“I’m not very fond of what he has done here, in that he uses his own
struct-type for the tests.” —P02

Another reviewer questions the safety of the import statements used.

“So now we have imported something from the backend, from a back-
end project, so to speak. It is maybe not always safe to do that from
the frontend without, what you call like, there is something called iso-
morphic javascript. [..] It is doubtful if you can do what is done here.”
—P03

Asking about or commenting on error handling and system messages is also com-
mon.

“To just say ‘failed to run command’ is not a very good error message
in my opinion.” —P02

Questions verifying that the code looks reasonable and follows expectations is also
frequently found.

“Here we check, check the format, check if things look reasonable.
‘New host replace old machine’, ok. And this looks relatively reason-
able.” —P05
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Theme: Selecting Next Action

Questions about what the next step in a review is. For example, on whether to read
related documentation, run the code locally, read the code again, talk to the author,
reference the issue tracker, and more. One strategy encountered in the code review
sessions is to look for the entry point and read the code in the order it is called
during execution.

“Then I try to identify, if I look at the file list, to find, like, the top of
the call stack. So you do not start by going deep down into, like, a leaf
function.” —P02

Asking if they should write a comment or not is common and often involves rea-
soning about the implementation.

“Do we want a database connection directly from the service layer?
It might be that we have that in other places but that I have just for-
gotten. In that case, like, it is like that. But we will write a comment
on it.” —P06

Choosing how to vote involves different strategies. One participant checks the
overview over all code review comments to inform their decision and to remember
questions they had about the code change.

“And now, sometimes I have not really decided how I will, what I will
do [when voting]. But then you can get an overview here over what,
where you can see, but is that. . . ? [looking at a preview of all code
review comments] Mostly, mostly a lot of small. . . and then it was,
what was the thing again. . . ? Something I did not like a lot that I was
going to look at later, what was it now again. . . ?” —P02

Reviewers often take into account the size of the code change and they want other
reviewers to look at it when reasoning about how to vote. Either deciding they
want at least one more approval:

“Mmm, the change is so small that you could set +2 here. Just to say
that is it OK. But in this case I still think that I would like to set +1.
Because I would like, when you set +1, you are saying ‘looks good to
me, but someone else must approve’.” —P05

. . . or that their own review is sufficient:

“This is such a small thing so then I feel like this, are two [pairs of]
eyes required for this? Except mine? No, here I somehow trust Person
D [commit author] and myself so then I think that, yes, we might as
well set +2.” —P05
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. . . or when they are the second reviewer and give the final approval:

“Yes, yes, and here they have voted code review +1, so then I could
set +2 actually. Because there is no reason [not to] since I think it
looks reasonable.” —P09

Theme: Understanding Implementation

This theme includes questions about, i.e., the execution flow through the code, call
signatures, variable declarations, comparing the code before and after the change,
etc. One participant traces the execution of the code and decides to check it out in
their IDE.

“Then he does a ’findOne’. Then I think I want to look at it in my IDE
here. Because I wonder what is going one. Let’s see, let’s see. . . ”
—P06

There are also general questions about how the code works.

“I’m just trying to understand what, what the change does” —P01

“No, I don’t know what the hell it does.” —P02

Another reviewer traces the execution to finally understand how it fits together.

“Umm, this became a bit strange because here you have, here we get
a context from the. . . or, yes, really from the event-pipeline as a whole
that calls this method to handle an activity-started event and there we
get a context that can contain a timeout or a cancellation. So we need
to. . . and then I get this, but the transaction as a whole has, does not
get any context. But we do send the context in. . . Ah, right! When we
look up, when we fetch a build!” —P02

In other cases, something that looks like a serious mistake makes the reviewer
ask why the code does not crash.

“So this seems weird. It should actually, it should crash there with a
key violation in the database, I think, because you are not meant to be
able to register the same activity on the same build attempt more than
once.” —P02

4.3 Transitions Between Themes
In Figure 8, we visualize the results of the sequential analysis (Section 3.4) as a
sequence diagram. The graph shows the themes and the transition rate of the ques-
tions being asked shifting from one theme to another. In addition to the themes,
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Figure 8: Transitions between themes during code review. Takeaway: After
starting the review, there is a linear flow through the three orientational themes
followed by an iterative loop through the four analytical themes.

the events ‘start review’, ‘pause review’, ‘resume review’, and ‘end review’ are
included as reference points for the process. The 3 most frequent outgoing and
incoming edges are plotted. A full list of transition rates can be found in Figure 9.
The transition rates are normalized to 1 over the outgoing edges, while the sum
over the incoming edges can be higher or lower. For example, for less frequent
themes such as end review, which occurs at most once for every review, the sum
of the incoming transition rates is much lower than 1.

In the diagram, we can see that, right after starting a code review session, the
most common action (60% of cases) is to select which code change to review.
When the review task is selected and its scope and expectations are known, the
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Figure 9: Transition probabilities between themes during code review. Take-
away: Three denser clusters appear, one in the top left quadrant between the ori-
entational themes, one in the bottom right quadrant with the analytical themes and
one less dense in the top right quadrant showing the transition from orientational
to analytical themes.

questions first shift to understanding the context and then to understanding the
rationale for the change. If the reviewer has already decided what to review before
starting the session, they usually go straight to trying to understand the rationale,
maybe because in these cases they already know the context.

These first three themes are all more orientational in nature, asking about, for
example, expectations, author, related work, and rationale. Also note that while
the reviewer often iterates on every theme, they never move backward once they
have started asking questions on the next theme. We believe that this is because
there is a causal link between these questions. You need to have selected what
to review before it is meaningful or possible to learn the context and rationale of
what you are reviewing. Likewise, if you after understanding context and rationale
go back and pick another code change to review, it means that you are ending the
current review and starting a new review session. You can see in the diagram that
this actually happened in our dataset, although very few times, as indicated by the
arc going from understanding rationale straight to end review.

After that, the reviewer moves on to the remaining four themes; assessing im-
plementation, selecting next action, understanding implementation, and assessing
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change. These themes are more analytical compared to the initial three themes,
and revolve around understanding, assessment, and planning. In the sequence di-
agram, they form a series of connected loops, and we can see that the reviewer
moves iteratively between them.

Notably, the fact that the selecting next action questions are so central in the
iterative loop highlights that code review is not a linear and straightforward activity
where the reviewer just reads the diffs of the changed files from beginning to end.
Instead, the reviewer constantly plans what to do next and will often revisit the
same files and lines many times during a review.

Interrupted Reviews

If a review is interrupted for some reason, in two thirds of the cases it is resumed
by going directly to assessing implementation or selecting next action and then
into the iterative loop described above. In one third of the cases, we see that even
if the reviewer has read some of the code before they were interrupted, they start
over from the beginning and read all of the code again to gain a full picture of
the code change and be able to reach a decision on how to vote. Also, even if the
reviewer goes straight into assessing implementation, they will often start over and
read from the first code diff in the change.

“I have, I prefer to try to review the whole change in one [sitting].
Because if I get half-way and then get interrupted and have to go do
something else, yes, I have a tendency to get lost a little bit. You have
to go through everything, it is faster the second time but you still have
to do it.” —Participant 7

4.4 Distribution of Themes during Code Review

In Figure 10 we show the distribution of themes over the normalized timeline of
a code review where 0 and 1 represent the start and the end of the review ses-
sion, respectively (see Section 3.4). The themes are sorted ascending by the mean
timestamp.

Supporting the patterns seen in Section 4.3, we see that the themes of the two
topics have similar characteristics within each topic but separate characteristics
between topics. Sorting by mean timestamp separates the themes into two groups
aligned with the topics. The orientational themes selecting a review task, under-
standing rationale, and understanding context occur from the beginning to about
the midpoint of the review with a mean timestamp of 0.2 − 0.3. The analytical
themes understanding implementation, selecting next action, assessing implemen-
tation, and assessing change have a timestamp distribution that is centered around
the middle and extends to the end of the code review with a mean timestamp of
0.5− 0.6.
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Figure 10: Distribution of themes relative to the beginning (0) and end (1) of
the code review. Takeaway: The orientational themes and the analytical themes
form two groups respectively. Each group having similar timestamp distributions
internally, but distinct from the other group.

5 Theory

Here, we present a theoretical model of code review as a decision-making process,
first identifying observed phases and then mapping our observations to the RPD
model described by Klein [36] (Section 2.4).

5.1 The Two Phases of Code Review

When thematic, temporal, and sequential analyses of the questions asked during
code review are combined, two distinct phases emerge. A linear phase at the be-
ginning of the review that we call orientation phase, and an iterative phase from
the middle to the end of the review that we call analytical phase.
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The Orientation Phase

understanding rationaleunderstanding contextselecting a review task

Figure 11: Orientation phase of code review. Takeaway: In this phase, reviewers
explore each theme with several questions before moving forward to the next. All
transitions move forward and the questions are related to rationale, context, and
expectations.

In the orientation phase of code review (see Figure 11) the reviewer asks about
and establishes context, scope, rationale, and expectations. The phase consists of
the three themes selecting a review task, understanding context, and understanding
rationale. The themes fall under the functional topic of orientational themes, share
early mean timestamps in the temporal analysis, and mostly forward transitions in
the sequential analysis.

The reviewer begins by asking one or more questions under the selecting a
review task theme, for example, asking about how big the code change is, which
code base it is in, continuous integration (CI) status, priority, and urgency. Next,
they continue with the theme understanding context asking questions about the
code change author, repository, programming language, and type of change (bug
fix, feature, refactoring, etc.). Finally, the reviewers ask questions on the theme
understanding rationale. For example, about the commit message content, issue
description, feature requirements, and recent team conversations. Sometimes, the
context is well known, from the team stand-up meeting or other recent discussions,
and the reviewer skips directly to understanding rationale. Each theme can be
repeated multiple times with several questions exploring the theme, but once the
questions transition to the next theme, the reviewer rarely goes back again.
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The Analytical Phase

understanding impl.

assessing impl. selecting next action

assessing change

end review

Figure 12: Analytical phase of code review. Takeaway: The analytical phase
iterates over understanding implementation, assessing implementation, assessing
the change, and planning the next step. Both each theme and also the full cycle are
repeated several times before the review is done.

In the analytical phase of code review (see Figure 12), the reviewer iteratively
builds an understanding of the changed code, evaluates the implementation and
the change as a whole based on this new understanding, and plans what action
to take next. The phase consists of the four themes understanding implementa-
tion, assessing implementation, assessing change, and selecting next action. The
themes all fall under the functional topic of analytical themes, share late mean
timestamps in the temporal analysis, have cyclic transitions between them in the
sequential analysis, and have very few transitions going back to the themes in the
orientation phase.

The reviewer could enter the phase on any of the themes. After entering the
analytical phase, the most common scenario is that the reviewer iterates through
all the themes several times before reaching a selecting next action question in
which the reviewer decides to end the review. The final question is often about a
summary of the comments the reviewer has written or about how to vote regarding
the code change.

5.2 Introducing a Model of Code Review as Decision-Making

The expected outcome of code review is to reach a decision on voting for or against
merging the changed code [2]. On the way there, the participants in the study take
several smaller decisions around writing review comments, phrasing of comments,
reading external sources, reading changed source code, checking out the code lo-
cally, choosing next steps, etc. We can also see that while the cognitive model
of code review comprehension [20] is confirmed by our data and can be mapped
to the theme understanding implementation as a whole and to the mental model-
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Figure 13: The Code Review as Decision-Making (CRDM) cognitive model.
Takeaway: Code review can be modeled as two linked decision-making pro-
cesses. The first is preparatory and establish context, plausible goals, and plausible
actions. The second takes decisions on what actions to take during the review, and
how to vote regarding the integration of the code change. It bases these decisions
in understanding the change through both implementation details and as part of a
larger system.

ing parts of the theme selecting next action, it is just a part of a larger cognitive
process.

This leads us to re-frame code review as a kind of decision-making process.
Specifically, the orientation and analytical phases in code review can be mapped
onto the RPD model introduced by Klein [36] (Section 2.4). In Figure 13, we il-
lustrate the Code Review as Decision-Making (CRDM) cognitive model mapping
the orientation and analytical phases of code review onto one preparatory and one
complete RPD model, respectively. Connecting the themes, topics, and phases
from our data analysis to the RPD model allows us to construct a cognitive model
for the code review task as a whole. A model in which the code reviewers’ expe-
rience helps them spot potential issues, find confusing or problematic sections of
code, formulate effective review comments, look for more information, and vote
appropriately for accepting or rejecting the changed code based on their mental
simulation of software and team behavior.

In the orientation phase, the reviewer asks questions about the rationale and
context of the changed code in order to build a story around the change and what it
tries to do and why. This creates expectancies around the changed code, potential
issues to look out for, plausible goals of the review, and plausible actions. If the
context or the rationale does not seem to match expectations, the reviewer collects
more information, for example, by reading in the issue tracker or asking over the
team chat. Since the reviewer usually does not vote or comment during this phase,
it is modeled with the preparatory first half of the RPD model.

After the orientation phase, the reviewer enters the analytical phase that can
be modeled with a complete cycle through the RPD model. The reviewer experi-
ences the changed code in view of the context established in the orientation phase,
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reacts to how well it matches their expectations, evaluates if it is in line with the
rationale as they have understood it, and chooses their next action. If the changed
code triggers a cue for potential issues or does not seem to match the rationale, the
reviewer takes action such as writing a review comment, reading external sources,
asking for clarification, or voting for rejecting the changed code. When the ratio-
nale and the code are coherent, they might perform mental simulation of both what
could happen if the code was deployed and of how their colleagues will respond to
review comments and voting choices. Finally, after as many iterations as needed,
the reviewer implements their decisions on how to vote, which review comments
to write, what to communicate in other channels, and what to do next.

Together, the two phases in the CRDM model form a cohesive cognitive pro-
cess that covers the entire code review task. The orientation phase equips the re-
viewer with context and rationale for the code change, while the analytical phase
enables iterative evaluation, understanding, and action planning. In total, it mod-
els code review as a dynamic, experience-driven decision process that includes but
goes beyond comprehension.

6 Discussion

Our results and theoretical modeling show that code review has much in common
with decision-making processes, specifically the RPD model by Klein [36]. Map-
ping the cognitive phases found during code review onto the RPD model gives us
a novel cognitive model (RQ1) of Code Review as Decision-Making; the CRDM
model (Section 5.2). This model can explain and predict some observations from
empirical studies of code review. For example, since recognition-primed decision-
making requires extensive experience of analogous situations, it can explain how
even experienced programmers can take up to a year to become effective at code
review in a new workplace [37]. It is not just about code comprehension (a well-
developed skill for an experienced programmer), but also about building up a men-
tal index of patterns in a new code base and organization. Furthermore, misalign-
ments between current code review tools and developer needs [6] could be extrap-
olated from current code review tools, which center the code diff-view and thereby
the understanding implementation part of the code review. This design leaves it up
to the developer to plan the review, gather decision-making information, explore
the context, and understand the rationale, thus showing that current tools are not
aligned with all the needs and goals of users.

The CRDM cognitive model also allows insight into how code review com-
pares to more well-studied processes such as decision-making, reflection, and
learning. Being able to relate research results from other disciplines through the
theoretical model can inspire future research, give insight into the challenges of
code review, and indicate directions for improvements in code review tools (Sec-
tion 6.4).
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6.1 Insights from Thematic Analysis
Looking at the levels of topics and themes (RQ2) gives us insight into the relative
frequency of questions asked during code review. On topic level, the balance is
roughly 70/30 between questions with analytical themes and orientational themes;
emphasizing the analytical nature of code review while still pointing out context
and orientation as an imprescriptible part.

At the theme level, questions seeking to understand the implementation, ratio-
nale, and context account for slightly less than half of the total questions asked.
These themes can be related to processes of comprehension, as described by both
Letovsky [21] and Gonçalves et al. [20]. Also, on this level, these results show
that while comprehension is a very important part of code review, there is more
involved to complete the task. Planning, decision-making, and assessing account
for the other half of the questions asked. Notably, a significant part of the analyti-
cal work during code review consists of selecting next action, which is concerned
with planning and decision-making and in a way is a metacognitive theme.

6.2 Classification of Questions During the Code Review
When analyzing topics and themes as a sequential process during code review
(RQ3), we see interesting patterns in how participants move between themes in
their questions. Letovsky [21] classifies questions asked during a cognitive pro-
cess into five groups; Why, How, What, Whether, Discrepancy. From the thematic
and sequential analysis, we see that the first orientation phase is dominated by the
Why and What questions exploring the rationale and context of the code review.
In the analytical phase, this emphasis shifts to How, Whether, and Discrepancy
questions that explore how the code works, whether it could have desired or un-
desired behaviors, and assessing it for discrepancies with expectations and code
guidelines. That the questions are different in the two phases we conjecture, also
when applying Letovsky’s classification system in addition to our own thematic
coding, supports the division into orientation and analytical phases.

6.3 Comparison to Previous Models
Existing models for code review focus on and describe the organizational pro-
cess [2, 3, 99], but to our knowledge only one model of the cognitive process has
been presented; the code review comprehension model of Gonçalves et al. [20],
which deliberately only models a part of the entire code review process; com-
prehending code changes. For this part of the review, our results support their
findings. Especially, the reviewer iteratively uses information sources, a knowl-
edge base, and their own mental model to drive comprehension during the code
review. The CRDM model then expands the scope significantly by describing
orientation processes before starting to read the changed code and the recurring
decision-making needs throughout the review.
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6.4 Future Work
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Figure 14: Illustration of potential applications of the CRDM cognitive model.
Each surrounding hexagon represents a potential application of the model, such
as adapting knowledge from decision-making research, improving code review
tools, and supporting future research. The center hexagon represents the CRDM
cognitive model itself.

As illustrated in Figure 14, the CRDM model and the results leading up to the
model can have several applications for future research and development.

Adapting Knowledge from Decision-Making Research Given the sim-
ilarities between code review and decision-making processes, code review tools
could learn a lot from decision support systems (DSS). Liu et al. [100] presents
a meta-study of over 100 papers on DSS and shows the advantages of Integrated
Decision Support Systems (IDSS) where the decision support is integrated into ex-
isting systems and processes. This would be an interesting way forward for code
review tools. For example, knowledge graph-based or agentic IDSS could be in-
tegrated into existing tools to support developers throughout their workflow and
make code review more effective and efficient.

Discover Potential Tool Improvements Today’s code review tools come
from a legacy of code inspection meetings and have, on a feature level, not changed
much since the first ever software for code review, ICICLE, was introduced in
1990 [7]. By analyzing the needs of developers during the different steps in the
CRDM model, the features of popular code review tools [101,102], and recent re-
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search on misalignment between code review tools and user goals [6] we conclude
that today’s code review tools have significant room for improvement.

Reevaluating code review tools from the lens the CRDM model, or incorpo-
rating ideas and features from DSS software discussed above could give benefits
to development teams around the world. In particular, the tools’ focus on the code
diff view and inline review comments centers its support mostly around the two
themes understanding implementation and assessing implementation. Overall, the
orientation phase as a whole receives less support, and users often choose to leave
the code review tool and look for information in issue tracker, team chat, external
documentation, etc., to better understand the context and rationale.

Support Research on AI-supported Code Review As discussed in Sec-
tion 1, more and more research and development in academia and industry is di-
rected towards supporting or replacing code review with AI models or agents.
Many researchers are calling out the importance of preserving the human per-
spective and emphasizing AI technology that supports rather than replaces current
software engineering practices [83, 103]. A cognitive model can be a useful foun-
dation in finding areas where current tools give insufficient support and where AI
models and agents could augment the capabilities of the human engineers. Train-
ing the CRDM model into an agentic workflow could also provide pre-emptive
support and information and guide developers through the code review task.

Understanding Code Review Through a Wider Lens In much of the lit-
erature today, code review is seen as a process of comprehension and defect find-
ing. While that is certainly part of the truth, we would like to challenge and expand
this view and treat code review as more closely related to decision-making. By ap-
plying this wider lens, we believe that there are new insights and perspectives to
be found that might, for example, change the way we teach code review to new
developers and the way we design tools.

Aligning Code Review Processes with Developer Needs As well as
misalignments between the developer needs and the tools used, Söderberg et al. [6]
also finds misalignments between the process itself and responsibilites and out-
comes of code review. Perhaps there are ways to adapt the accepted code review
processes to better match the needs and cognitive process of the developers in-
volved in the process.

Inspiring Future Research on Cognitive Processes To our knowledge,
few cognitive models of code review have been published today. We hope by
presenting methodology and results from building the CRDM model that we can
inspire future research in studying software engineering processes from a cogni-
tive lens. Certainly, there are parts of general code review, such as which actions
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reviewers take to resolve their questions, that warrant further study. It could also
be illuminating to study code review in different kinds of companies, open source
projects, development methodologies, and team sizes.

7 Threats to Validity
LeCompte and Goetz present a comprehensive investigation of both internal and
external threats to be considered for ethnographic research [104]. They separate
threats to reliability, which concerns to what degree the study is reproducible, and
to validity, describing the accuracy of the conclusions in relation to empirical re-
ality. In the following subsections, we use the threats identified by LeCompte and
Goetz to analyze the threats in this study.

7.1 External Reliability
The external reliability of an ethnographic study is affected by position of the
researcher in the study, choices of the informants, social situations and condi-
tions, analytic constructs and premises, and methods of data collection and anal-
ysis [104]. The researcher conducting the field work has extensive experience
in software engineering and code reviews, contributing to good rapport between
the researcher and the participants. This experience facilitated open sharing of
thoughts and experiences as well as understanding of specific terms, jargon, and
practices (Section 3). In the research team, we also have one more member with
long industry and code review experience, as well as one researcher without in-
dustry experience but with extensive knowledge in human factors, cognition, and
interaction studies. This contributed to building an understanding and theory that
is valid from both an insider and an outsider perspective.

Regarding informant choices, there is inherent bias in the fact that people who
volunteer to participate in ethnographic research studies are introspective and in-
sightful about their own thinking and actions to a greater degree than the average in
most groups [104]. In our case, choosing to work with the outward-facing software
tools department that collaborates with external open source communities and with
all other internal departments gives a bias towards people who are communicative,
outgoing, and used to describing their work to outsiders. This increased the depth
and detail we could achieve in our collected data. We think the risk that less extro-
verted participants would follow a fundamentally different code review process is
small.

All participants and teams in this study have strong similarities (Section 3.2).
Developers with, for example, a different cultural and educational background
working in large teams using waterfall methodology might have a different ap-
proach to code reviews. We have tried to mitigate this risk by actively choosing
participants ranging from inexperienced to very experienced and with different
roles in their teams.
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The social context and setting for the code reviews were at the developers’ reg-
ular workplace, on their own computer, monitor, and desk to create conditions for
realistic results. Our analytical constructs are based on our constructivist episte-
mological view, as well as the process codes used to encode the transcripts (Sec-
tion 3). The process codes follow accepted coding practices and are published in
the replication package, see Section 8 Finally, data collection and analysis were
performed using common practices in qualitative studies, such as audio record-
ing, transcription, process coding, and statistical analysis [35, 98]. Transcribing
the recorded interviews carry the risk of subtly shifting the meaning, since spoken
and written language is interpreted slightly differently and the transcriptions lack
prosody and tone of voice. We mitigated this by adding notes in the transcription
where the meaning would otherwise be ambiguous.

7.2 Internal Reliability

The internal reliability of an ethnographic study is affected by low-inference de-
scriptors, multiple researchers, participant researchers, peer examination, and
mechanically recorded data [104]. To achieve low-inference descriptors, the source
materials for analysis in the study were verbatim transcriptions of the recorded
code review sessions with little to no inference. Multiple researchers were in-
volved in the interpretation of the data. Two researchers independently did the
thematic coding of the material. All three researchers discussed process coding,
thematic coding, and topics until agreement [98]. The process coding and its in-
terpretation were further verified with the participants through a member-checking
workshop (Section 3.4). For peer examination, we note that Gonçalves et al. [20]
describes a process, albeit within a more narrow scope, that confirms our model in
the parts where they overlap. Finally, data were recorded using digital dictaphones
for voice clarity, and the original recordings are archived at the university.

7.3 External Validity

The external validity of an ethnographic study is affected by selection effects, set-
ting effects, history effects, and construct effects [104]. To address selection ef-
fects, we selected participants with different age, experience, and roles, but work-
ing for the same company and team. They follow the same or very similar code
review guidelines. This contributes to results from different participants being
comparable. Since the observations were carried out in the same office with mem-
bers of the same development team, the settings were very similar. We think that
the social effects of the setting, group, and researcher are comparable between the
interviews. Regarding history effects and construct effects, all participants have a
comparable cultural and educational background, which contributes to the validity
of comparing their data. Further, the same process-coding and thematic coding
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was used for all recordings and participants, again contributing to comparability
between participants.

7.4 Internal Validity

The internal validity of an ethnographic study is affected by history and matura-
tion, observer effects, selection and regression, mortality, and spurious conclu-
sions [104]. In relation to history and maturation, code review was a well estab-
lished and mature practice in the development team that participated in the study,
and their guidelines remained the same throughout the field work. We may have
had observer effects in that participants might have put in more effort than usual
into the code reviews. That is, participants may have spent more time in code
review and may have been more meticulous with comments and approvals, to be
perceived as competent by the researcher and their peers. During field work, we
tried to mitigate observer effects by being neutral and curious about any approach
the participants took. While we did select as diverse participants as possible from
the members of the participating development teams, they do have similar cultural
and educational backgrounds. It cannot be ruled out that participants with different
culture, education, role, employer, role, etc. would also have different strategies
during code review. No participants left the study (or the team) during the field
work. Finally, conclusions and theories were built bottom-up from the results of
thematic and statistical analysis to avoid drawing spurious conclusions from our
field observations.

8 Conclusions

We studied questions asked during code review using an ethnographic think-aloud
study combined with interviews (Section 3). The study included 10 participants
and a total of 34 code reviews. We performed thematic analysis of the transcribed
interviews followed by temporal and sequential analysis. Through this analysis,
we discovered patterns in the kinds of questions that reviewers asked during code
reviews; when the questions were asked, and how the questions connected to each
other.

From our thematic analysis we identified 2 topics containing a total of 7 themes
(Figure 7). Temporal and sequential analysis indicates that code review can be
modeled by two phases (Section 5), a linear orientation phase (Figure 11) fol-
lowed by an iterative analytical phase (Figure 12). During the orientation phase,
the reviewer seeks information about the expectations, rationale, and context of the
code change within and outside the code review tool. Once those factors are un-
derstood, the reviewer enters the assessment phase. Here, they iterate by seeking
to understand the implementation, assessing the change, assessing the implemen-
tation, and planning their next action until the code review is finished.
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The similarities in the dynamics during these two phases with decision-making
processes in general, and in particular the RPD model defined by Klein [36], lead
us to propose the Code Review as Decision-Making (CRDM) cognitive model
(Section 5.2). In this model, we reframe code review as a decision-making process,
providing new perspectives on the practice, its effects, avenues for future research,
and ideas on how tools can evolve to support code review in a better way.

Notes
Data availability Anonymized data on the level of process coding that support
the findings of this study are openly available in the replication package below.
Due to sensitivity reasons, full recordings and transcriptions are not openly avail-
able and are available from the corresponding author upon reasonable request.

Code availability The program code for data analysis is available in the repli-
cation package at DOI: 10.5281/zenodo.15758266

https://doi.org/10.5281/zenodo.15758266
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