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Popular summary in English

Collaborative robots are becoming increasingly common in factories, warehouses, and even
homes. While they perform well in controlled environments, they often struggle when
something unexpected happens, such as an object being missing, misaligned, or blocked.
These types of failures are especially common in dynamic environments like small-batch
manufacturing or service robotics. In such situations, most robots simply stop and wait
for human assistance, leading to delays and increased supervision. To be truly useful in
everyday settings, robots must be able to recognize problems, understand what went wrong,
and recover on their own, just as humans do.

This research focuses on developing self-reliant robotic systems capable of detecting, ex-
plaining, and recovering from both expected and unforeseen failures. A central part of
the approach involves the use of modular and interpretable robot behaviors, known as ro-
bot skills. These skills are organized and executed using behavior trees (BTs), which allow
robots to respond to changing conditions in a structured and reactive way. Each skill is
further parameterized using motion generators (MGs), which define how a specific move-
ment should be carried out. To fine-tune these parameters across varying task conditions,
the framework uses reinforcement learning. Specifically, data-efficient black-box optimiz-
ation methods, such as bayesian optimization (BO), are used to optimize skill parameters
with respect to multiple objectives, such as safety, speed, and task success, using simula-
tion and domain randomization. This setup enables robots to flexibly adapt their behavior
without retraining complex models from scratch and provides interpretability and control
that are often missing in deep learning-based approaches.

To handle unexpected situations during task execution, the framework integrates vision-
language models (VLMs), which combine visual understanding with natural language reas-
oning. These models help the robot identify what went wrong and suggest possible cor-
rections in human-readable terms. This combination of planning, learning, and semantic
reasoning ensures that robot behavior remains both adaptable and transparent, in contrast
to traditional black-box systems.

The proposed approaches have been tested in a variety of simulated environments, including
RobotDART, MuJoCo, AI2-THOR, and Isaac Sim, as well as on physical robotic platforms
such as the ABB YuMi, KUKA iiwa, and a mobile manipulator composed of a UR5e arm
mounted on a MiR200 base. Tasks included peg insertion, object pushing, surface wiping,
item sorting, and drawer placement, many of which required physical interaction under
uncertainty.

Looking ahead, the framework is being extended in two directions: proactive failure pre-
diction using runtime monitoring, and on-the-fly skill generation using emerging vision-
language-action (VLA) models or diffusion policies. While these capabilities are still under

xi



development, they represent promising steps toward further reducing human intervention
and increasing robot autonomy in complex, real-world settings. This work contributes
to the development of robotic systems that are not only more adaptable but also more
autonomous and trustworthy.

xii



Populärvetenskaplig sammanfattning på svenska

Samarbetsrobotar blir allt vanligare i fabriker, lager och till och med i hem. Även om de
fungerar bra i kontrollerade miljöer har de ofta svårt att hantera oväntade situationer, till
exempel om ett föremål saknas, är felplacerat eller blockerat. Sådana fel är särskilt vanliga i
dynamiska miljöer som småskalig tillverkning eller servicerobotik. I dessa fall stannar robo-
ten vanligtvis och väntar på mänsklig hjälp, vilket leder till förseningar och ett ökat behov
av övervakning. För att vara verkligt användbara i vardagliga miljöer måste robotar kunna
upptäcka problem, förstå vad som gick fel och återhämta sig själva, precis som människor
gör.

Denna forskning fokuserar på att utveckla självständiga robotsystem som kan upptäcka,
förklara och återhämta sig från både förväntade och oväntade fel. En central del av till-
vägagångssättet är användningen av modulära och begripliga robotbeteenden, så kallade
robotfärdigheter. Dessa organiseras och körs med hjälp av beteendeträd (behavior trees,
BT), vilket gör att roboten kan reagera strukturerat och flexibelt på förändrade förhållan-
den. Varje färdighet finjusteras med hjälp av rörelsegeneratorer (motion generators, MG),
som definierar hur en specifik rörelse ska genomföras. För att anpassa parametrarna till
olika uppgifter används förstärkningsinlärning. Mer specifikt används dataeffektiva opti-
meringsmetoder, såsom bayesiansk optimering, för att hitta parametrar som balanserar mål
som säkerhet, hastighet och uppgiftsframgång. Detta sker i simulerade miljöer med vari-
ation och gör att roboten kan anpassa sitt beteende utan att behöva träna om komplexa
modeller. Samtidigt bibehålls transparens och kontroll, vilket ofta saknas i djupinlärnings-
baserade metoder.

För att hantera oväntade situationer under uppgifternas gång integreras vision-språkmodeller
(vision-language models, VLMs), som kombinerar visuell förståelse med språkligt resone-
mang. Dessa modeller hjälper roboten att identifiera vad som gått fel och föreslå möjliga
korrigeringar i ett format som människor kan förstå. Kombinationen av planering, inlär-
ning och semantisk förståelse ger ett beteende som är både anpassningsbart och transparent,
i kontrast till traditionella svarta lådan-system.

Metoderna har testats i flera simulerade miljöer, inklusive RobotDART, MuJoCo, AI2-
THOR och Isaac Sim, samt på fysiska robotplattformar som ABB YuMi, KUKA iiwa och en
mobil manipulator med en UR5e-arm monterad på en MiR200-bas. Uppgifterna omfattade
bland annat instick av pluggar, föremålspushning, avtorkning av ytor, sortering av objekt
och placering av lådor, många av dem med krav på fysisk interaktion i osäkra miljöer.

Framåt utökas ramverket i två riktningar: proaktiv felsökning genom övervakning under
körning samt förmågan att generera nya färdigheter i farten med hjälp av framväxande
vision-språk-handlingsmodeller (VLA) eller diffusionspolicys. Även om dessa funktioner
fortfarande är under utveckling utgör de lovande steg mot att ytterligare minska behovet
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av mänsklig inblandning och öka robotars autonomi i komplexa miljöer. Denna forskning
bidrar till utvecklingen av robotsystem som inte bara är mer anpassningsbara utan också
mer självständiga och pålitliga.
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Towards Self-Reliant Robots: Skill
Learning, Failure Recovery, and
Real-Time Adaptation

1 Introduction

Robots have revolutionized industrial processes by performing repetitive, high-precision
tasks in structured environments such as manufacturing lines and warehouses [1]. These
systems are typically programmed to execute fixed routines and operate under strict envir-
onmental assumptions, which has led to gains in productivity, safety, and cost-efficiency.
However, the scope of robotics is now extending to unstructured and dynamic environ-
ments, such as homes, kitchens, and small-batch industries, where robots must interact
with unpredictable objects, people, and evolving task requirements [2].

To operate in such settings, robots must demonstrate a higher degree of autonomy. Autonom-
ous robots perceive their environment, make decisions, and act without constant human
oversight [3, 4, 5]. These capabilities are vital for applications like home assistance and
customized manufacturing, where fixed policies cannot address the diversity of real-world
tasks [6].

Despite being autonomous, robots can still encounter unexpected situations such as mis-
placed objects, occlusions, or partial task failures, which may prevent successful task com-
pletion. These challenges highlight the need for self-reliant robots: robots that go beyond
autonomy by identifying failures, understanding what went wrong, and recovering without
human intervention [7]. In collaborative environments like homes or shared workplaces,
such capabilities ensure reliability and continuity [8].

The current state of robotic systems reveals important limitations that hinder this goal:

• they rely on predefined routines that often break under unexpected situations,
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• they require human intervention for diagnosing and correcting errors,

• and they provide limited transparency into their internal decision-making processes [9].

While transparency is not essential for self-reliance, it remains a valuable attribute, as it sup-
ports debugging, builds user trust, and helps human operators understand robotic behavior.
Thus, systems that explain their decisions are more usable and trustworthy in real-world
settings.

Looking beyond basic autonomy, enabling self-reliance in robots calls for the ability to
monitor execution, detect failures, and modify plans accordingly, without relying on hu-
man intervention. Achieving this requires integrating symbolic reasoning, adaptability to
task variation, and mechanisms for real-time recovery. Prior research shows that combin-
ing structured control architectures with data-driven components improves robustness and
adaptability in unstructured or dynamic environments [10, 11].

Symbolic control frameworks such as behavior trees (BTs) offer modular and interpretable
policy structures that support robust task execution and easier debugging [12]. BTs define
how a robot selects and sequences symbolic skills to achieve a task. These skills can be
further grounded in parameterized motion policies, forming behavior trees and motion
generators (BTMGs) [13]. In this framework, the symbolic structure of the BT encodes
the logical flow of skills, while each skill invokes a motion generator (MG), a compliant
controller that operates at the trajectory level and enables interaction with the physical
world through impedance control. This structured layering supports both clarity in control
flow and flexibility in low-level motion.

At the same time, recent advances in multimodal and foundation models [14, 11, 15], such
as vision-language models (VLMs), vision-language-action models (VLAs) [16, 17] and dif-
fusion policies [18], offer complementary capabilities. These models provide high-capacity
perception and reasoning grounded in visual and textual modalities. While they often trade
off strict interpretability, they enable flexible semantic inference and contextual generaliza-
tion. Such models can assist in detecting anomalies, suggesting corrections, and predicting
failures, capabilities crucial for self-reliant operation in open-ended settings [8, 3].

This thesis brings these elements together into a unified framework. By combining symbolic
execution via BTs and BTMGs, low-level control through MGs, and high-level reasoning
using multimodal models, we aim to support adaptation to task variation, recovery from
failures, and reduced reliance on human intervention. The overall aim is:

To enable robotic systems to adapt to task variations, recover from execution failures, and main-
tain modularity, interpretability or explainability, and minimal human dependence.
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1.1 Overview of Aims and Research Questions

Achieving the overall goal of enabling robots to adapt to task variations, recover from fail-
ures, and operate with minimal human input involves two key challenges: modeling adapt-
able and interpretable robot behaviors, and enabling autonomous failure detection, explan-
ation, and recovery. To address these, the thesis is divided into two aims, each accompanied
by specific research questions and corresponding methods.

Aim 1: To enable robots to solve complex, varied tasks with modular, interpretable, and adapt-
able policies.

This aim targets the core challenge of building robot controllers that are both understand-
able and adaptable to different task scenarios. Traditional policies lack modularity and
make it difficult to generalize across variations. To address this, we adopt BTs for struc-
turing policies and integrate them with parameterized MGs, resulting in BTMG policies.
These policies support clear task decomposition while allowing low-level control to be tuned
for different situations [6].

RQ1.1: How can robot behavior policies be structured to remain modular, interpretable,
and tunable for varying tasks?

This question examines how to design robot policies that balance symbolic structure with
parametric flexibility, enabling both clarity and adaptability. To address this, Paper I [6]
employs the BTMG policy framework in combination with bayesian optimization (BO)
in a reinforcement learning (RL) setting. This allows low-level motion parameters to be
optimized while preserving the modular and human-readable structure of BTs, making the
resulting policies easier to understand, maintain, and generalize across tasks.

RQ1.2: How can such policies be adapted to new task variations without retraining?

A key requirement for real-world deployment is the ability to adapt policies to new task
configurations without retraining. While BTMGs offer modularity and interpretability,
their parameters typically need to be tuned for each specific task instance, which limits
generalization. This research question addresses the challenge of extending BTMGs to
generalize across task variations.

In Paper II [19], we address this by learning a mapping from scenario parameters (e.g., goal
pose) to policy parameters (e.g., offsets defining motion trajectories) using gaussian pro-
cesses. This allows interpolation of suitable BTMG parameters for unseen task instances,
enabling policy reuse without retraining.

RQ1.3: How can policy parameters be predicted efficiently for real-time adaptation to un-
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seen tasks?

Real-world robotics requires not only adaptability but also responsiveness. While learned
task-parameter mappings (RQ1.2) help generalize to new scenarios, they may still involve
non-negligible inference time. This question focuses on enabling rapid prediction of policy
parameters suitable for unseen task variations.

To address this, we introduce PerF, a lightweight predictive model that maps task variations
directly to BTMG parameters. Combined with a local optimizer, it generates feasible and
near-optimal policy parameters within seconds. This approach supports real-time deploy-
ment of skill policies without retraining or extensive computation. These contributions are
presented in Paper III [7].

Aim 2: To enable autonomous failure detection, explanation, and recovery in robots without
human intervention.

While adaptability is critical for task performance, real-world deployment also demands
robustness to failures that arise during execution due to dynamic environments, mechanical
noise, or perception errors. To meet this requirement, robots must not only detect and
identify such failures but also generate appropriate recovery actions without relying on
human assistance. This aim addresses the challenge of building such self-reliant systems
and is guided by three research questions.

RQ2.1: How can recovery behaviors be designed and structured so they are modular and
reusable?

This question focuses on the structure and generality of failure handling strategies, a critical
component for autonomous recovery. Instead of designing ad-hoc responses for each fail-
ure type, we represent recovery strategies using the same BTMG abstraction applied to skill
policies. Paper IV [9] demonstrates how this shared representation allows recovery behavi-
ors to be modeled as parameterized, modular components that integrate naturally into the
overall task structure. These behaviors are both interpretable and transferable across failure
contexts, supporting the goal of robust and reusable recovery.

RQ2.2: How can robots detect and explain failures before executing a skill, enabling pree-
mptive intervention?

Preemptively identifying likely failures is crucial for preventing unnecessary execution at-
tempts and improving robustness in dynamic environments. This research question focuses
on how robots can use contextual information to assess the feasibility of upcoming skills
and adjust plans before execution.

In Paper V [8], we address this by integrating VLMs with a reactive planner and beha-
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vior trees to perform pre-execution reasoning. The VLM queries the scene, skill plan, and
preconditions to predict whether a skill is likely to fail and identifies missing or violated
preconditions. This enables the robot to take preventive actions, such as modifying the
behavior tree or inserting recovery steps before failure occurs.

RQ2.3: How can robots generate corrective behaviors at runtime and recover without re-
starting the task?

Execution-time failures require prompt, context-aware interventions to ensure task con-
tinuity. This research question focuses on how robots can detect such failures during skill
execution and insert corrective actions into their current plan without resetting or restarting
the entire task.

Paper VI[3] extends the framework of Paper V by incorporating real-time monitoring into
the VLM–reactive planner–BT loop. During execution, the VLM continuously verifies
preconditions and postconditions against the evolving scene, while also identifying missing
preconditions or proposing alternative skills as in Paper V. When a failure is detected, the
reactive planner augments the running BT with corrective behaviors, enabling in-place
recovery and uninterrupted task progress.

Before outlining the thesis structure, we clarify the abstraction hierarchy used throughout
this work. Since the research questions span low-level motion adaptation, skill reuse, and
high-level failure reasoning, this hierarchy helps situate where each contribution fits within
the robot control stack.

Abstraction hierarchy: This thesis considers robot behavior across three levels of abstrac-
tion:

• Trajectory level: Low-level motion primitives such as MGs [13] or dynamic move-
ment primitives (DMPs) [20] generate physical motion in the robot’s workspace.

• Skill level: These trajectories are wrapped into symbolic skills with semantic an-
notations such as preconditions and postconditions, enabling modular reuse and
parameter adaptation.

• Task level: Skills are composed into high-level plans that pursue user-defined goals,
typically using symbolic planners and BTs for structure and reactivity.

This hierarchy enables the combination of adaptable control with symbolic structure. It is
used throughout the thesis to frame how different methods contribute to building robust
and flexible robot behavior.
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1.2 Thesis Outline

The remainder of this thesis is structured as follows:

• Chapter 2 introduces key tools for behavior modeling, including BTs, MGs, reactive
planning, and symbolic control.

• Chapter 3 reviews learning-based approaches for skill adaptation and policy optim-
ization.

• Chapter 4 presents foundational concepts in failure detection, recovery strategies,
and runtime adaptation.

• Chapter 5 covers VLMs and their role in perception-grounded robotic reasoning.

• Chapters 6–8 correspond to Part I of the thesis, addressing Aim I, which focuses
on modular and adaptable robot policies. These chapters discuss the structuring
of policies (RQ1.1), adaptation to task variations (RQ1.2), and real-time parameter
prediction (RQ1.3), respectively.

• Chapters 9–11 comprise Part II of the thesis, addressing Aim II, which targets autonom-
ous failure detection and recovery. These chapters address the design of reusable re-
covery behaviors (RQ2.1), pre-execution failure detection using VLMs (RQ2.2), and
runtime failure handling and correction (RQ2.3).

• Chapter 12 concludes the thesis by summarizing the contributions, discussing broader
implications and limitations, and outlining directions for future work toward self-
reliant robotic systems.
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Background and Related Work

Chapters 2 through 5 provide the background tools, and conceptual foundations required
to understand and contextualize the contributions of this thesis. Each chapter introduces
essential methods, frameworks, or models and reviews the relevant literature related to the
specific capabilities needed for skill adaptation and failure recovery in robotics.

Chapter 2 introduces the key components of robot behavior modeling, including BTs,
reactive planning, MGs, and their integration via the BTMG framework. It also presents
symbolic planning with SkiROS2 (a skill-based platform).

Chapter 3 reviews learning-based approaches for adapting and optimizing robot skills. It
covers reinforcement learning, policy search, multi-objective optimization, bayesian optim-
ization, and gaussian processes, with a focus on generalizing behavior across task variations.

Chapter 4 lays the theoretical foundation for failure recovery. It discusses different models
of execution failure, compares reactive and proactive recovery strategies, surveys methods
for generating corrective behaviors, and introduces runtime monitoring and adaptation
techniques.

Chapter 5 provides an overview of VLMs and their role in robotic reasoning. It discusses
technical foundations and practical applications such as scene understanding, instruction
following, and failure explanation.

One important point about how related work and background tools are presented in these
chapters is that they are discussed in context rather than repeated across sections. When
a method or paper contributes to multiple aspects of the thesis, it is cited at the most
relevant location. For example, the same work may be mentioned in one section for its
contribution to failure detection, and in another for its role in runtime adaptation. This
helps avoid repetition and makes it easier to follow how each piece of prior work supports
specific parts of the thesis.
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2 Skill Representation and Execution Frameworks

This chapter introduces the core frameworks used for representing and executing robotic
skills in a modular and reactive manner. It covers BTs as the primary structure for organizing
robot actions, reactive planning for dynamically constructing and adapting BTs, and MGs
for low-level compliant control. The chapter also describes how these components are
integrated through the BTMG framework and how symbolic planning is used to ground
skill semantics and guide execution.

2.1 Behavior Trees

BTs are hierarchical control architectures that originated in the video game industry to
model complex agent behaviors in a modular and reactive manner [21, 22]. In robotics,
their adoption has grown due to their structural clarity and support for real-time decision
making [10]. BTs enable complex behaviors to be built from smaller, reusable components,
supporting modular design and dynamic execution.

A BT is a directed rooted tree used to structure decision making and control flow in ro-
botics. It consists of two main types of nodes: control flow nodes and execution nodes.
Control flow nodes define the execution structure. The sequence node executes its chil-
dren from left to right and returns success only if all children succeed. The fallback (or
selector) node also visits children in order but returns success as soon as any child does.
The parallel node runs all children simultaneously and uses configurable thresholds to
determine overall success or failure. The decorator node modifies the behavior of a single
child, such as inverting its result or retrying execution.

Execution nodes represent the leaf-level actions and conditions. Action nodes corres-
pond to atomic robot operations like picking or moving and return one of three statuses:
success, failure, or running. Condition nodes evaluate boolean predicates such as
whether an object is at a certain position and return success or failure accordingly.

Execution begins with a periodic ‘tick’ sent from the root. The tick traverses the tree top-
down, conventionally left to right, triggering node evaluation based on the defined control
flow [23]. Each node returns a status, success, failure, or running, which guides
the flow of control and enables responsive behavior switching [12]. Since skills often in-
clude semantic preconditions (e.g., an object must be in a specific location before it can
be picked), BTs can include condition nodes to check these preconditions during execu-
tion. This structure allows developers to encode retry mechanisms, precondition checks,
and timeouts in a modular way without changing the overall behavior logic.

Figure 1 illustrates a peg-in-hole task organized via BT. Sequential nodes enforce task or-
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Sequence

Fallback

peg at (0.0, -0.15, 0.1)?

insert peg!

aligned peg? Sequence

Fallback

grasp peg (0.0, -0.15, 0.1)! align peg!

Figure 1: Behavior tree for a peg-in-hole task. The tree includes condition nodes (e.g., checking
alignment), action nodes (e.g., grasp, insert), and control flow nodes (Sequence,
Fallback) to manage flow and recovery.

der, while fallback branches enable recovery from failed conditions. This modular and
interpretable structure supports real-time behavior control in uncertain environments.

Alternative Control Architectures

Before focusing on behavior trees, it is important to briefly consider alternative control
architectures that have been used in robotics. These include finite state machines (FSMs),
hierarchical FSMs (HFSMs), petri nets, and hierarchical task networks (HTNs), each with
specific strengths and limitations. This provides context for why BTs are chosen in this
thesis and highlights their advantages over other strategies.

FSMs define robot behavior as a set of discrete states connected by transitions. They are
conceptually simple and easy to implement, but they suffer from state explosion as tasks
grow in complexity, making them hard to scale in practical applications [24]. HFSMs
attempt to mitigate this problem by introducing nested states, which improve modularity.
However, this added hierarchy makes transitions more complex to manage and reduces
runtime flexibility, especially in dynamic environments [25].

Petri nets offer another approach by modeling concurrency and synchronization expli-
citly [26]. They are powerful for tasks that require parallel actions and formal analysis
but are often too low-level to represent high-level robotic tasks effectively. In contrast,
HTNs [27] excel in symbolic task decomposition, providing structured plans for long-
horizon goals. However, HTNs generally assume static and fully observable environments,
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and their plans lack built-in reactivity, making them less suitable for highly dynamic or
uncertain conditions.

Hybrid architectures attempt to combine the benefits of these methods. For instance,
HTN-BT combinations [28] integrate the deliberative planning of HTNs with the react-
ive capabilities of BTs. While effective in some contexts, these hybrid approaches increase
system complexity and require careful coordination between layers.

In comparison, behavior trees offer a balanced solution by combining modularity, scalabil-
ity, and real-time adaptability [29, 30, 31]. Their hierarchical structure allows complex beha-
viors to be composed from reusable components, while their tick-based execution supports
dynamic reaction to changing conditions without discarding previous progress. This makes
BTs particularly suitable for robotic applications where both interpretability and runtime
flexibility are essential.

Design and Synthesis of Behavior Trees

BTs are often designed manually using frameworks such as BehaviorTree.CPP or py_
trees [32]. While manual construction offers full control and interpretability, it becomes
time consuming and error prone in complex or highly variable tasks. To overcome these
limitations, several automated synthesis methods have been proposed, constructing BTs
from data, symbolic models, or interaction with the environment.

One approach is genetic programming, which evolves BT structures through mutation and
crossover operations guided by a task specific fitness function [33]. Genetic programming
can generate novel behaviors without requiring manual design but may produce large or
inefficient trees if not properly constrained.

Another approach is learning from demonstration (LfD), where expert trajectories are seg-
mented and organized into interpretable BT structures [34, 35, 36]. This method allows
robots to reproduce demonstrated behaviors in a modular form, but it generally requires
multiple demonstrations to achieve robustness and generalization.

A third approach is planning-based compilation, which converts symbolic task plans into
BTs [37]. In this method, the planner generates an action sequence that is compiled into
a BT, often including fallback branches and retry loops for added reactivity. While prin-
cipled and structured, these BTs remain static during execution unless explicitly recompiled,
which can limit responsiveness in dynamic environments.

Finally, a fourth class of methods, reactive planning [10], constructs and updates BTs by
combining planning with execution. Reactive planning can generate initial plans offline
and dynamically insert new subtrees during execution when conditions fail or unexpected
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situations arise, allowing robots to adapt without discarding prior progress. This approach
is central to this thesis and is discussed in the following subsection.

2.2 Reactive Planning for BT Generation and Extension

Reactive planning incrementally builds or updates robot behavior policies during task ex-
ecution by alternating between acting and planning [10, 38]. Here, behavior policies refer
to task execution strategies represented as BTs, where each policy specifies a structured se-
quence of condition checks and parameterized actions to achieve the goal. Unlike classical
planning, which generates a complete action sequence before execution begins, reactive
planning dynamically extends or adjusts the current policy based on the observed state.
This enables the system to respond to environmental changes without restarting the entire
planning process.

BTs are well-suited for this paradigm due to their modular and hierarchical structure. Ex-
ecution may begin from an abstract or minimal BT. When a precondition fails (e.g., a
required object is not yet grasped), the planner searches for an action whose postcondition
satisfies the unmet precondition. This process is recursive: for each candidate action, the
planner checks whether it is immediately executable or whether additional preconditions
must be first met. The process continues, using symbolic backchaining, until the precon-
ditions are satisfied or resolved into concrete actions (leaf nodes). The resulting sequence
of supporting actions is composed into a subtree and inserted into the BT at runtime [39].
Figure 2 illustrates this mechanism with a peg-in-hole task, where the tree is incrementally
constructed through subgoal expansion.

peg at (0.0, -0.15, 0.1)?

(a) Initial BT: check peg position.

peg at (0.0, -0.15, 0.1)? Sequence

insert peg!aligned peg?

Fallback

(b) Subgoal added for peg alignment.
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Sequence

Fallback

peg at (0.0, -0.15, 0.1)?

insert peg!

aligned peg? Sequence

Fallback

grasp peg (0.0, -0.15, 0.1)! align peg!

(c) Final BT: complete task structure.

Figure 2: Behavior tree constructed incrementally via reactive planning.

Some approaches extend reactive planning with parameter optimization. For example, Be-
BOP [38] combines BT-based planning with bayesian optimization to adjust action para-
meters dynamically, improving task robustness under uncertainty.

BT Generation

Figure 2 shows how a BT is constructed incrementally. Starting from a high-level goal (a),
the planner introduces subgoals such as alignment (b), eventually producing a complete
behavior structure (c).

(a) Side view of the peg-in-hole task.
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(b) Front view of the peg-in-hole task.

Figure 3: Obstructed scene requiring BT extension.

BT Extension

Reactive planning not only constructs BTs from scratch but also extends them during exe-
cution. Figure 3 shows the peg-in-hole task scene where the hole is obstructed. The planner
inserts a subtree to handle obstacle removal, as shown in Figure 4, allowing the task to
proceed without discarding prior progress.

Sequence

Fallback

peg at (0.0, -0.15, 0.1)?

insert peg!

aligned peg? Sequence

Fallback

grasp peg (0.0, -0.15, 0.1)! align peg!

(a) BT before extension.
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2

Fallback

Sequence

Fallback

peg at (0.0, -0.15, 0.1)?

insert peg!

aligned peg? Sequence

Fallback

grasp peg (0.0, -0.15, 0.1)!

check_loc (0.0, -0.15, 0.1)?

align peg!

Sequence

grasp obstacle (0.0, -0.15, 0.1)! reach (0.0, -0.1, 0.0)! open!

Sequence

Fallback

peg at (0.0, -0.15, 0.1)?

insert peg!

aligned peg? Sequence

Fallback

grasp peg (0.0, -0.15, 0.1)! align peg!

(b) BT after extension.

Figure 4: BT extension via reactive planning.

Comparison with Classical Planning and Re-Planning

Classical symbolic planners construct complete action sequences offline using models such
as STRIPS or HTNs [40]. Once execution begins, deviations from the expected state
often require halting and re-planning the full sequence [41]. While re-planning improves
robustness compared to static plans, it still incurs delays and often discards partial execution
history.

In contrast, reactive planning operates online, incrementally repairing or extending the
current plan while preserving previous structure. It integrates planning into execution,
using symbolic reasoning to patch the behavior tree in response to failures or unexpected
events. This fine-grained adaptation makes reactive planning especially suitable for real
world robotics, where uncertainty and variability are unavoidable [10, 38].

2.3 Motion Generators

MGs were introduced by Rovida et al.[13] as a class of impedance controllers that (i) allow
the superposition of generic cartesian wrenches and (ii) constrain velocities, accelerations,
and torques to ensure safety. Under these conditions, MGs produce low-level, compliant
end-effector motions using second-order dynamical systems that emulate virtual springs
and dampers in cartesian space [13](See Figure 5). They are particularly effective for contact-
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rich tasks, such as assembly, where safe interaction and adaptability are required.

Figure 5: Representation of the motion generator parameters used in this thesis. Reprinted
from [13], © 2018 IEEE, with permission.

The equations below follow the original formulation introduced by Rovida et al. [13], but
are restated with adapted notation and expanded explanations for clarity. The end-effector
motion is governed by:

mv̇ + bv = F̄c + Fd + Fw,

where m is the apparent end-effector mass, v and v̇ are velocity and acceleration, b is the
damping coefficient, Fd represents external disturbances (e.g., contact forces), and Fw is
a feedforward term for compensation (e.g., gravity). The control force F̄c is a saturated
version of the virtual force:

F̄c =

Fc, ‖Fc‖ ≤ Fmax,

Fmax
Fc

‖Fc‖
, otherwise.

Here, Fmax is the maximum admissible force, and Fc is the composite virtual control force
generated by springs, dampers, and optional excitation:

Fc = −K
(
x− (xg + xoff)

)
+ Fe,
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where K = diag(k1, k2, k3) is the stiffness matrix, x the current position, xg the goal
position, xoff an optional offset for strategy adjustments, and Fe the excitation force that
can induce oscillatory or superimposed motions. For example, in a peg-in-hole task, Fe

can generate a downward insertion motion combined with an Archimedean spiral search
trajectory, configured through parameters such as path velocity, spiral radius, and step dis-
tance, to efficiently locate the hole under uncertainty.

By tuning stiffness, damping, and excitation parameters, MGs can realize behaviors such
as guarded insertion, compliant alignment, and oscillatory probing. Multiple primitives
can also be superimposed on orthogonal parameter subspaces to create hybrid behaviors
(e.g., vertical insertion with lateral oscillation), improving adaptability without task-specific
scripts. Unlike DMPs [42, 20], which encode motion implicitly from demonstrations,
MGs expose explicit parametric control, improving interpretability, safety, and suitability
for industrial applications.

"SetMGGoalPose"

"ChangeStiffness"

"ApplyForce"

"skiros:contain", "Gripper", "Peg"

¬ "skiros:at", "Peg", "Box"

"skiros:at", "Gripper", "ApproachPose"

"PegInsertion" <||FS>

"skiros:at", "Peg", "Box"

¬ "skiros:at", "Gripper", "ApproachPose"

"skiros:at", "Gripper", "Box"

"skiros:at", "Gripper", "StartPose"

"GoToLinear" <||FS>

¬ "skiros:at", "Gripper", "StartPose"

"skiros:at", "Gripper", "GoalPose"

"SetMGGoalPose" "EEPoseDistance"

"EEPoseDistance"

→*

Ø

"OverlayMotion"

Figure 6: BTMG representation of a peg-in-hole task. Each BT node encodes a symbolic skill and
invokes a motion generator with task-adapted parameters.

MGs operate at the trajectory level of abstraction, producing time-indexed cartesian mo-
tions without direct symbolic semantics. They are typically integrated into higher-level
structures, such as BTs, which select and configure MG parameters at runtime. This com-
bination allows symbolic reasoning at the skill and task levels, while MGs handle compliant
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low-level execution.

Figure 6 illustrates MG configurations as part of a BTMG representation for a peg-in-hole
task, where an Archimedean spiral trajectory combined with a downward force is configured
through parameters such as spiral radius, path velocity, and step distance.

2.4 BTMG Framework: Integrating Behavior Trees with Motion Generators

The BTMG framework integrates symbolic control and reactive execution by combining
BTs with parameterized MGs [13]. In this architecture, each BT leaf node invokes a context
aware MG, enabling high-level symbolic decisions to trigger adaptable low-level motions.

Within the abstraction hierarchy, BTMGs operate at the skill level [28], elevating trajectory
level control to reusable symbolic behaviors. Each BT leaf encapsulates a parameterized
MG, forming a skill with semantic meaning and associated pre/postconditions. These skills
can then be composed to form task level plans. This design enables symbolic planning over
skills, while retaining motion adaptability through MG parameters.

Extended BTs (eBTs) [28] form the structural basis of BTMGs. They embed symbolic
annotations such as preconditions, postconditions, and execution memory into BT nodes.
This enables observation, runtime monitoring, and dynamic insertion of subtrees during
execution, improving modularity and reactivity.

BTMGs use a parameterization scheme that separates the symbolic structure from the
motion-level details, enabling reuse across tasks while allowing fine-grained adaptation.
These parameters are broadly classified into two types. The intrinsic parameters (θi) define
the BT structure and the ordered sequence of symbolic skills. These remain fixed across
different task instances and capture the high-level behavior logic. The extrinsic paramet-
ers (θe) specify the numerical configuration of the MGs, such as stiffness values, positional
offsets, or force directions. These are adapted to the current task context, allowing the same
symbolic skills to perform appropriately under different variations.

Figure 6 illustrates a BTMG for a peg-in-hole task, where BT nodes represent symbolic
skills such as grasping or insertion, each annotated with preconditions and postconditions,
and linked to MGs configured with task-specific parameters.

This separation allows the symbolic control logic to remain constant while motion-level be-
haviors are tuned for new scenarios. Extrinsic parameters can be manually tuned using ex-
pert knowledge, inferred through reasoning over symbolic world knowledge [28], or learned
from data using methods such as gaussian process regression or reinforcement learning [7].

In this thesis, the data-driven approach is of particular importance: extrinsic parameters are
learned using BO in RL setting to adapt motion generators efficiently across different task
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variations, enabling real-time reuse and fine-tuned performance. By preserving the intrinsic
BT structure while adapting extrinsic MG parameters, BTMGs support generalizable and
flexible robot behaviors in diverse and dynamic environments.

2.5 Symbolic Planning and Skill-Based Task Execution

This section addresses how symbolic reasoning is used to define, organize, and execute robot
skills at the task level. These abstractions sit above the trajectory and skill layers discussed in
Sections 2.3 and 2.4, enabling robots to reason about what to do and in what order, rather
than how to perform each motion. Skills are defined as symbolic actions with preconditions
and effects [43], which are then composed into high-level plans using symbolic planners.
The resulting task-level plans are executed using frameworks that support integration with
motion-level primitives.

Symbolic Planning

Symbolic planning enables robots to reason over abstract task representations to generate
action sequences that achieve a defined goal. Planning problems are typically expressed in
declarative languages such as PDDL (Planning Domain Definition Language) [44], where
the world state, available actions, and goal conditions are specified symbolically.

Heuristic search algorithms, such as those used in Fast Downward [45], are then applied
to find valid plans. This approach is well suited for long-horizon, structured tasks such as
assembly, navigation, or multi-step manipulation, where the solution space can be explored
efficiently through symbolic reasoning.

However, classical symbolic planners assume a fully known and static world model, which
limits their robustness in dynamic or uncertain environments. For instance, when object
positions change or unexpected obstacles occur, symbolic planners must either replan en-
tirely or be combined with reactive architectures. To address this, symbolic planning is
often integrated with BTs, which handle real-time feedback and partial plan repair while
retaining symbolic grounding [34, 46].

Ontologies, Skill Models, and SkiROS2

Symbolic planning depends on well-structured representations of robot capabilities, envir-
onment semantics, and action outcomes. Ontologies provide this structure by defining a
formal vocabulary of object types, relations, skills, and constraints [47, 48]. They support
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reasoning over compatibility, type checking, and object affordances, enabling modular,
robot-agnostic behavior design.

Robot skills are modeled as semantic abstractions with defined parameters, preconditions,
postconditions, and an execution body [49]. These models allow planners to reason at a
high level, deferring motion specifics to lower control layers.

One such skill-based framework is SkiROS2 [43](Figure 7), which is also utilized in this
thesis. It integrates symbolic planning, semantic reasoning, and skill execution. Skills are
described using RDF-based representations (extending IEEE Std 1872™-2015 CORA) and
include preconditions, which must hold before execution; hold conditions, which remain
valid during execution; and postconditions, which describe the effects after execution. A
semantic world model (WM) based on OWL-DL ontologies tracks object states and task
context in real time.

Task Manager
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LoadLoad
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Ontologies
Ontologies

Skill B

Skill A

Skill
Manager

Skill C

SkiROS GUI

User

Planning
Goal

Task Manager

Manufacturing
Execution Sytem

Skill Libraries
Skill Libraries

Figure 7: Schematic overview of the SkiROS2 control architecture with symbolic skills, world
model, and task planner. Reprinted from [43], © 2023 IEEE, with permission.
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SkiROS2 uses a Task Manager to formulate planning problems in PDDL, solve them with
symbolic planners such as Fast Downward, and compile the resulting plans into eBTs for
execution. A Skill Manager supervises skill execution and provides interfaces for monit-
oring. The framework also supports additional reasoning modules, such as geometric or
temporal reasoners, which can infer missing parameters like tool poses, reachable surfaces,
or compatible grippers based on the current world state.

Together, ontologies, semantic skill models, and frameworks such as SkiROS2 provide the
foundation for structured, generalizable, and reactive robot control that remains robust
under uncertainty.
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3 Learning and Adaptation for Robotics

Robotic systems must operate across a wide range of environments and task configurations,
which introduces variability in object properties, spatial arrangements, and required mo-
tions. While symbolic frameworks like BTMG support structured and reactive execution,
they typically rely on fixed parameters and predefined models. To achieve generalization
and robustness, learning-based methods are used to optimize skill parameters, adapt to task
variations, and balance competing objectives such as performance and safety. This section
reviews key approaches for learning and adaptation in robotics, including reinforcement
learning, policy search, bayesian optimization, and gaussian process-based generalization.

3.1 Learning Policies in Robotics

This subsection contributes to RQ1 and RQ2 by reviewing how robotic policies can be
learned and adapted to new task conditions. A central approach for learning such adaptive
behaviors is reinforcement learning (RL), where robots improve their actions through trial
and error interaction with the environment to maximize long-term performance (Figure 8).
RL provides a formal framework for mapping sensory observations to actions under uncer-
tainty, making it a natural choice for data-driven policy learning in robotics [50]. Formally,
RL is modeled as a markov decision process (MDP), defined by the tuple (S,A, P,R, γ),
where S is the set of states, A the set of actions, P (s′|s, a) the transition function, R(s, a)
the reward function, and γ ∈ [0, 1] the discount factor. The agent selects actions according
to a policy π(a|s) to maximize the expected return:

J(π) = Eπ

[ ∞∑
t=0

γtR(st, at)

]
Two central concepts in RL are the state-value function and the action-value function. The
state-value function Vπ(s)measures the expected return from state swhile following policy
π:

Vπ(s) = Eπ

[ ∞∑
t=0

γtRt+1 | S0 = s

]
The action-value functionQπ(s, a) evaluates the expected return of taking action a in state
s and then following policy π:

Qπ(s, a) = Eπ

[ ∞∑
t=0

γtRt+1 | S0 = s,A0 = a

]
While Vπ evaluates the desirability of states, Qπ directly guides action selection by consid-
ering state-action pairs, forming the basis for many RL algorithms.
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Deep Reinforcement Learning (DRL) extends classical RL by using neural networks to
approximate π, V , or Q. Methods such as Q-learning estimate Q∗(s, a) directly, while
actor–critic approaches maintain both a policy network (actor) and a value estimator (critic)
to stabilize training [51]. DRL has been applied to robotic tasks including locomotion,
grasping, and navigation, especially in simulation [52]. However, real-world application
remains challenging due to sample inefficiency, safety concerns, and the sim-to-real gap [53].

To overcome sample inefficiency, safety concerns, and the sim-to-real gap of DRL, several
strategies have been developed. Off-policy algorithms such as Deep Deterministic Policy
Gradient (DDPG) [54] and Soft Actor-Critic (SAC) [55] reuse past experience stored in a
replay buffer, allowing multiple updates per interaction and improving sample efficiency.
SAC further enhances stability through a maximum entropy objective, which encourages
exploration while maintaining robustness.

Model-based RL reduces the need for real-world trials by learning a probabilistic model
of the environment for planning and policy optimization. PILCO [56], for example, uses
gaussian processes to model dynamics and uncertainty, enabling highly data-efficient policy
learning.

Domain randomization helps bridge the sim-to-real gap by training policies under diverse
simulated variations, such as randomized lighting, textures, or physics [57]. Policies trained
in this way can generalize to real-world conditions without extensive fine-tuning. This ap-
proach is also used in this thesis to learn the extrinsic parameters of BTMG skills, ensuring
that policies remain robust to environmental variations.

Finally, hierarchical RL decomposes tasks into reusable sub-skills, enabling learning at mul-
tiple abstraction levels. Methods like HIRO [58] learn high-level goals and low-level con-
trollers in an off-policy, data-efficient manner, improving both modularity and transferab-
ility.

By combining these ideas, off-policy learning for sample efficiency, model-based planning
for data reduction, domain randomization for sim-to-real robustness, and hierarchical de-
composition for modularity, modern DRL approaches can better support real-world ro-
botic deployment.

Policy Search and Parameter Learning

In skill-based robotic systems, policies are often parameterized by vectors θ that define
motion primitives or low-level control modules, such as pose offsets, stiffness, or inser-
tion velocities. Policy search aims to find the optimal parameters θ∗ that maximize task
performance:

θ∗ = argmax
θ

E[R(τθ)]
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Figure 8: General reinforcement learning framework. The agent interacts with the environment
by taking actions and receiving observations and rewards.

where τθ denotes the trajectory induced by parameters θ.

In many robotic scenarios, the policy structure is non-differentiable, for instance when exe-
cution involves BTs with discrete branching or conditional logic. This prevents the use of
classical gradient-based methods, since gradients cannot propagate through symbolic de-
cision nodes or discontinuous dynamics. Instead, gradient-free optimization methods are
employed.

One common approach is bayesian optimization (BO), which builds a surrogate model
of the reward landscape, often a gaussian process (GP), to propose informative parameter
samples for evaluation [59]. BO is particularly effective for expensive or noisy evaluations,
and in our work, it is used to tune the extrinsic parameters of BTMGs. We also enhance
BO with domain randomization during training to ensure the learned parameters generalize
across variations in task context.

Evolutionary strategies (ES) represent another class of gradient-free, population-based meth-
ods [60]. They maintain a population of candidate policies, perturb parameters using
stochastic mutations, evaluate them in parallel, and update the population based on fitness.
Population-based search is robust to noise, discontinuities, and long-horizon credit assign-
ment challenges, making ES a scalable black-box optimization method. While powerful,
ES generally requires more evaluations than BO for low-dimensional policy spaces like
BTMG parameter tuning.

Another approach is random search, which samples policy parameters uniformly across the
search space [61]. While conceptually simple, random search can perform surprisingly well
in low-dimensional settings and often serves as a useful benchmark when evaluating more
sophisticated optimization strategies.

To improve generalization across task contexts, contextual policy search [62] learns a map-
ping θ = f(c) from context variables c (e.g., object pose or geometry) to optimal policy
parameters. This approach allows a single policy model to adapt its parameters on-the-fly
when faced with new task conditions. Similarly, neural policy regressors [63] directly learn
this mapping using supervised learning or few-shot adaptation, enabling skill parameter-
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ization for unseen scenarios. BO can be extended with this principle by conditioning the
GP surrogate on context variables, enabling data-efficient learning of parameterized skills
for varying environments.

In this thesis, we primarily adopt BO due to its sample efficiency and suitability for low-
dimensional parameter spaces in BTMGs. Combined with domain randomization, BO
allows robust and generalizable policy parameter learning while maintaining modularity
and interpretability, complementing the symbolic planning layer and supporting real-time
task adaptation.

3.2 Bayesian Optimization for Efficient Policy Search

BO [64] is a sample-efficient approach for optimizing expensive black-box functions, par-
ticularly suited to robotics where function evaluations can be slow, costly, and derivative-
free. BO maintains a surrogate model, often a GP, which provides a predictive mean µ(x)
and variance σ2(x) over the input space X . An acquisition function α(x) then uses these
predictions to decide where to evaluate next, balancing exploration of uncertain regions
with exploitation of promising candidates.

Formally, BO seeks to maximize an unknown function f(x):

x∗ = argmax
x∈X

f(x),

with the next evaluation point selected by

xt+1 = argmax
x∈X

α(x;µ(x), σ(x)).

Several acquisition functions are commonly used. Expected Improvement (EI) [65] evaluates
the expected gain relative to the current best observation, naturally trading off exploration
and exploitation. Upper Confidence Bound (UCB) [66] instead selects x with the highest
µ(x) + βσ(x), where β controls the exploration–exploitation balance; larger β favors
exploring uncertain regions. Probability of Improvement (PI) [67] measures the likelihood
that a candidate will improve upon the best-so-far value, but it tends to overexploit unless
the improvement threshold is carefully chosen. In practice, EI is widely adopted for its
robustness, while UCB is preferred in scenarios requiring explicit exploration control. PI
is simple but risk-averse and is often paired with adaptive thresholds.

For multi-objective optimization, BO can be extended with acquisition functions such as
Expected Hypervolume Improvement (EHVI) to focus sampling on pareto-optimal regions
(see Section 3.3) [68]. These mechanisms make BO effective for policy parameter tuning,
controller adaptation, and robot behavior optimization, where each evaluation is costly and
uncertainty-guided exploration is crucial.
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3.3 Multi-objective Optimization and Reward Design

Many robotic tasks inherently involve conflicting objectives. For example, achieving re-
liable task success often requires applying sufficient force or motion speed, yet excessive
force may compromise safety, energy efficiency, or hardware longevity. In the context of
this thesis, where we investigate adaptive skill execution for task variations (RQ2), multi-
objective optimization provides a principled framework to navigate such trade-offs. Instead
of compressing multiple performance criteria into a single scalar reward, which can obscure
important compromises, we explicitly consider multiple objectives to identify policies that
represent desirable trade-offs across success, safety, and efficiency.

Motivation and Formulation

Multi-objective optimization seeks solutions that are pareto-optimal, meaning that no ob-
jective can be improved without degrading another [69, 70]. Formally, given k objectives
f1, . . . , fk and a policy set Π, the problem is:

max
π∈Π

(
f1(π), f2(π), . . . , fk(π)

)
A solution π∗ ∈ Π is pareto-optimal if there is no other π ∈ Π that improves at least one
fi without lowering another [69, 70]. The image of all pareto-optimal policies is called the
pareto front, representing the set of non-dominated trade-offs among objectives. In practice,
multi-objective optimization does not always return a fully connected front, but rather a
pareto set (or approximation) that reflects achievable trade-offs [71]. This front is useful
because it enables explicit selection of a policy according to application-specific preferences
without collapsing all metrics into a single scalar.

Figure 9 shows a learned pareto front for a peg-in-hole task, where the objectives are in-
sertion success and contact force. Each color corresponds to an independent optimization
run, illustrating the range of achievable compromises. In this work, we use BO to explore
the low-dimensional parameter space of the BTMG skills. BO proposes candidate BTMG
parameter configurations, such as insertion velocity or compliance settings, evaluated un-
der multiple objectives, which allows us to construct the pareto front and select policies
that best align with desired performance profiles.

Common strategies for learning pareto fronts in multi-objective optimization include scal-
arization, multi-objective bayesian optimization (MOBO), and evolutionary algorithms.
Scalarization reduces multiple objectives into a single scalar reward via a weighted sum,
r =

∑
iwifi(π) [70]. While simple and computationally efficient, scalarization is highly

sensitive to the choice of weights and can fail to capture non-convex regions of the pareto
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Figure 9: Example pareto front showing trade-off between insertion success and contact force in a
peg-in-hole task [6]. Each color indicates a distinct optimization run or configuration.

front. This means that exploring diverse trade-offs often requires multiple weight config-
urations.

Multi-objective bayesian optimization treats each objective independently using surrog-
ate models, typically GPs, and selects candidate evaluations using specialized acquisition
functions. EHVI [72] is a prominent choice, as it maximizes the expected increase in the
dominated hypervolume [68]. MOBO is particularly sample-efficient and is well-suited for
robotic applications where function evaluations (e.g., real-world trials) are costly or risky.

Evolutionary algorithms, such as NSGA-II [73], evolve a population of candidate solutions
over generations using selection, crossover, and mutation to approximate the pareto front.
These methods excel at preserving diversity and handling complex, non-convex pareto
fronts but typically require a large number of evaluations, which can be impractical for
physical robotic experiments.

In this thesis, MOBO is particularly used to optimize BTMG parameters under mul-
tiple objectives. This allows discovering parameter configurations that balance task suc-
cess, safety, and efficiency, while minimizing real-world trials. The resulting pareto front
provides decision makers with a set of policies reflecting different trade-offs, from conser-
vative but safe execution to faster but riskier behavior.
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Reward Design Strategies

Reward design is critical in robotic learning because it directly shapes agent behavior and
affects both learning efficiency and safety. Poorly specified rewards can lead to uninten-
ded or suboptimal behaviors, slow convergence, or unsafe actions [74]. We discuss it here
because effective reward structures are fundamental for both single- and multi-objective op-
timization in our thesis, influencing the performance of bayesian optimization and policy
learning.

In this thesis, we primarily use sparse, dense, and shaped rewards. Sparse rewards provide
feedback only upon task completion, such as indicating success or failure of a behavior tree
execution. While simple and unbiased, they often result in slow learning due to limited
guidance. Dense rewards, in contrast, provide continuous feedback, for example, penaliz-
ing distance to goal or excessive contact forces, which accelerates convergence but may bias
policies toward locally optimal behaviors. Shaped rewards combine these ideas by adding
intermediate guidance or potential-based signals [75], helping to direct learning toward
desirable behaviors without altering the optimal policy.

Our contact-rich manipulation tasks use composite reward functions to capture multiple
aspects of task performance:

r(s, a) = w1rsuccess + w2rforce + w3renergy + w4rtime

Here, rsuccess reflects task completion, rforce penalizes large contact forces, renergy discour-
ages high actuator effort, and rtime penalizes long execution durations. The weights wi are
manually tuned to balance success and safety. In our experiments, we primarily use sparse
success rewards combined with dense force and energy penalties, with occasional shaping
for intermediate guidance.

Other reward strategies also exist. Curriculum learning gradually increases task difficulty
to guide progressive policy improvement [76]. Constrained reinforcement learning incor-
porates safety or resource constraints using auxiliary cost functions or Lagrangian penal-
ties [77]. These methods are particularly relevant in safety-critical applications but are not
directly applied in this thesis.

While scalarization of reward components is practical for single objective optimization,
it can obscure trade-offs between competing objectives such as efficiency and safety. In
scenarios with significant or unknown trade-offs, multi-objective learning and pareto-front
exploration provides a more principled approach.
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3.4 Gaussian Processes for Policy Generalization and Adaptation

GPs [78] are non-parametric bayesian models that define a distribution over functions. In
robotics, they are widely used to generalize skill execution across task variations by learning
a mapping from scenario variables (e.g., object position or size) to policy parameters.

Given training dataD = {(xi, yi)}ni=1, where xi ∈ Rp denotes a task context and yi ∈ Rd

the corresponding policy parameters, the GP defines a posterior over functions:

y(x) ∼ GP(m(x), k(x, x′)),

with mean function m(x) (often set to zero) and kernel k(x, x′) expressing similarity
between task instances.

The GP posterior yields the following expressions for predictive mean and variance at a new
input x∗:

µ(x∗) = k(x∗, X)[K(X,X) + σ2
nI]

−1y,

σ2(x∗) = k(x∗, x∗)− k(x∗, X)[K(X,X) + σ2
nI]

−1k(X,x∗).

At test time, the GP provides a predictive distribution over outputs:

p(y∗|x∗, D) = N (µ(x∗), σ
2(x∗)).

This distribution allows not only interpolation between known training points via the pre-
dictive mean µ(x∗), but also quantifies uncertainty via the variance σ2(x∗). In robot-
ics, this enables confidence-aware adaptation, where high uncertainty may trigger fallback
strategies or require human oversight, particularly in safety critical scenarios.

Applications and Complementary Strategies in Robotics

GPs are particularly effective for robotic applications [79, 80] that demand both data ef-
ficiency and principled uncertainty estimation. They are widely used to model contextual
policies by mapping scenario features, such as object position, orientation, or size, to cor-
responding motion or control parameters [59]. This allows robots to generalize skills across
task variations without retraining entire policies.

A key strength of GPs is their predictive posterior: the mean enables smooth interpolation
between known parameterizations, while the variance quantifies model confidence. High
variance identifies regions with limited training support, guiding active data collection or
triggering conservative fallback strategies and human supervision in safety-critical scenarios.
In our work [19], we exploit these properties to interpolate MG parameters in BTMG
policies, achieving few-shot adaptation to varied peg-in-hole configurations with minimal
data.
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GP-based generalization can be further strengthened by complementary strategies. Do-
main randomization (DR) exposes policies to varied simulated environments, altering dy-
namics, friction, or sensor noise, to enhance robustness and improve sim-to-real trans-
fer [81]. Meanwhile, robust RL benchmarks, such as the Robust Reinforcement Learning
Suite (RRLS) [82], enable systematic evaluation of policies under perturbations and ad-
versarial conditions, ensuring reliability in dynamic environments. Together, GPs, DR,
and robust RL evaluation provide a practical and interpretable foundation for safe, data-
efficient, and adaptable skill learning in real-world robotics.
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4 Failure Recovery in Robotics

Robotic systems in real-world settings inevitably encounter execution failures caused by
hardware malfunctions, sensor noise, environmental uncertainty, or task variations. Achiev-
ing reliable autonomy therefore requires mechanisms that can detect, diagnose, and recover
from such errors, beyond what learning and adaptation alone can provide.

Failure recovery is especially important in contact-rich and dynamic environments, where
small deviations can escalate quickly and compromise both safety and task success. This
chapter reviews the core elements of failure recovery, failure detection, recovery strategy
synthesis, and runtime adaptation, which together enable autonomous handling of both
expected and unexpected deviations. These foundations support the unified framework
evaluated in the subsequent chapters.

4.1 Failure Models and Detection

Failures in robotics are deviations from expected behavior that prevent successful task execu-
tion. They arise from three primary sources: hardware failures, sensor failures, and execution
failures. Hardware failures involve mechanical or electrical malfunctions such as actuator
wear, joint backlash, or power loss, typically requiring low-level diagnostics or physical
maintenance. Sensor failures occur when measurements are corrupted, missing, or mislead-
ing due to occlusions, signal degradation, or calibration drift, which indirectly impair task
performance.

This thesis primarily focuses on execution failures, which occur even when hardware and
sensing are nominal. These failures often manifest in contact-rich tasks as misalignments,
slips, or unmodeled environmental interactions caused by task variability or dynamic dis-
turbances. At the symbolic level, they correspond to violations of task preconditions or the
inability to satisfy postconditions during skill execution. For example, a grasp may fail if
an object is slightly displaced, breaking its precondition, or an insertion may stall due to
unexpected contact forces that prevent the postcondition from being met.

Detecting execution failures requires methods that continuously track both the robot’s
physical behavior and symbolic task state to identify deviations early. The following sec-
tions review representative strategies for failure detection.

Model-Based Detection

Model-based approaches predict nominal system behavior using analytical or physical mod-
els and detect failures through residuals, the discrepancies between expected and observed
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states. Observer-based techniques, such as Kalman filters [83] and sliding-mode observ-
ers [84], as well as parity-space methods [85], provide low-latency detection with strong
theoretical guarantees. However, they depend on accurate dynamics and noise models,
which are difficult to obtain in unstructured environments [86].

Data-Driven Detection

Data-driven methods learn patterns of failure directly from sensory data. Cho et al. [87]
trained neural networks to detect actuator faults from raw torque signals. RECOVER [88]
combines multimodal perception (RGB, depth, force) with symbolic conditions to train
classifiers for manipulation error detection. Khansari et al. [89] modeled obstacle avoid-
ance dynamics to detect anomalies in real time. These approaches generalize well to new
scenarios but often require large labeled datasets covering diverse failure cases.

Hybrid Approaches

Hybrid methods combine analytical structure with learning flexibility to improve general-
ization and reliability. Inceoglu et al. [90] introduced FINO-Net, which fuses interpretable
task-level cues with proprioceptive and tactile representations, enhancing detection of ma-
nipulation failures. Xu et al. [86] proposed FAIL-Detect, a two-stage hybrid framework
that extracts scalar confidence signals and applies conformal prediction to flag deviations
with statistical guarantees, reducing reliance on explicit failure labels.

Multimodal Sensor Fusion

Multimodal sensor fusion integrates complementary sensing modalities, vision, force, tact-
ile, and proprioception, to detect subtle or ambiguous anomalies that unimodal methods
may miss. FINO-Net [90] exemplifies this approach by integrating RGB and force-torque
signals through modality-specific CNNs and temporal convolutions, improving detection
of object slippage and grasp misalignment. REFLECT [91] similarly fuses RGB-D, audio,
and contact data into hierarchical summaries, structured history traces that can be quer-
ied by an LLM for failure explanation and recovery. DoReMi [92] and AHA [93] extend
this idea by combining multimodal perception with language grounding, enabling context-
aware reasoning over ambiguous failures.

The unified framework proposed in this thesis [3] follows a multimodal design: symbolic
checks from behavior trees are combined with visual inference from VLMs. This joint
processing of symbolic and perceptual signals enables early detection of execution failures
and supports real-time recovery, as detailed in Section 11.
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In summary, multimodal and hybrid detection approaches enhance robustness and inter-
pretability in unstructured environments, where relying on a single modality or purely
model-based reasoning often leads to brittle or incomplete failure detection.

4.2 Failure Recovery Strategies: Reactive vs. Proactive

Robotic systems can recover from failures using two main strategies: reactive recovery, which
responds after an error occurs, and proactive recovery, which aims to anticipate and prevent
failures. This distinction has been formalized in recent surveys [94, 95] and studied extens-
ively in autonomous manipulation [91].

Reactive Failure Recovery

Reactive recovery restores task execution after a failure through retries, adaptation, or cor-
rective planning [96]. These methods are essential in dynamic environments where unex-
pected disturbances can disrupt execution.

Early approaches rely on BTs with predefined retry and recovery branches. Wu et al. [97]
automate modular recovery in mobile manipulation by triggering error handlers such as
reattempts or resets.

Learning-based policies offer greater adaptability when hardcoded strategies fail. Lee et
al. [98] trained a quadrupedal robot with deep reinforcement learning to recover from falls
and external pushes without explicit failure modeling. Booher et al. [99] proposed CIMRL,
combining imitation learning for efficient initialization with reinforcement learning for
long-term correction in autonomous driving.

Neuro-symbolic and VLM-driven systems enable more flexible recovery. RECOVER [88]
monitors each executed action with an ontology-based sub-goal verifier, then invokes an
LLM re-planner to generate corrective actions online. ReplanVLM [100] performs dual-
loop error correction, where the external loop reacts to observed failures by regenerating
task plans. DoReMi [92] delegates constraint generation to an LLM, while a VLM mon-
itors execution and flags violations, enabling semantic diagnosis of the failed goal. Mul-
tiReAct [101] uses a CLIP-based visual reward signal to monitor subtask completion and
triggers corrective behavior on drops in confidence.

Language-based methods extend reactive recovery to high-level reasoning. AHA [93] in-
terprets visual and textual traces to classify failures and propose planner-level corrections.
REFLECT [91] leverages hierarchical execution summaries to prompt LLMs for reactive re-
covery suggestions. RACER [102] and SC-MLLM [103] use language-conditioned policies
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that detect mismatches between expected and observed states and reissue corrected com-
mands in real time.

Together, these methods span a spectrum from simple retries to adaptive learning control-
lers and neuro-symbolic or VLM-driven replanning, enabling recovery from both low-level
control errors and high-level task deviations.

Proactive Recovery

Proactive strategies prevent failures by validating constraints or predicting risky states before
execution. They are less common due to the difficulty of modeling unstructured environ-
ments and anticipating all failure modes.

Alvanpour et al. [104] use SHAP-based explainable models to predict grasp failures from
contextual cues. Diehl et al. [105] apply causal reasoning to compute counterfactuals,
identifying minimal interventions to avoid failure. Curriculum-based methods like Cur-
ricuLLM [106] also exhibit proactive behavior by structuring training data to reduce ex-
posure to unsafe or failure-prone states.

Spanning Both Categories

Some frameworks integrate proactive checks with reactive adaptation to enhance robust-
ness. Code-as-Monitor [95] compiles user-defined constraints into executable monitors
that validate tasks pre-execution and continue checking them during runtime, halting or
providing semantic feedback upon violations. Our unified framework [3] similarly com-
bines pre-execution validation with real-time recovery: VLM-guided symbolic planning
ensures initial feasibility, while runtime monitoring triggers behavior tree modifications or
replanning when failures occur (see Sections 10 and 11).

4.3 Recovery-Behavior Synthesis

Detecting a failure is not sufficient for robust execution; the system must also generate a cor-
rective policy to restore task feasibility. Recovery behavior synthesis converts detection sig-
nals into actionable plans, enabling the robot to resume or complete the task. Approaches
fall into three broad categories: rule-based, learning-based, and hybrid neuro-symbolic
methods.
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Rule-based synthesis

Symbolic planners generate corrective behaviors from skill annotations defining precon-
ditions and postconditions. Reactive planners can backchain from the failure point to
construct a BT that restores goal feasibility [10, 107]. Frameworks like SkiROS2 support
modular recovery using this approach, which is widely applied in manipulation, naviga-
tion, and human-robot interaction [23, 32]. Rule-based synthesis is fast, interpretable, and
verifiable but brittle when facing novel or ambiguous failures.

Learning-based synthesis

Learning-based methods derive recovery policies from data rather than hand-coded logic.
RecoveryChaining [108] employs hierarchical reinforcement learning to recover from ex-
ecution failures, using a hybrid action space that switches between primitive actions and
nominal skills to return the system to a solvable state. Inverse Reinforcement Learning
from Failure (IRLF) [109] infers reward functions from both successful and failed demon-
strations, helping the robot recognize and avoid states leading to failure. Composition of
Conditional Diffusion Policies (CCDP) [110] leverages diffusion models conditioned on
failure events, steering generated actions away from previously unsuccessful regions and
composing multiple policies to handle long action sequences. These methods adapt well to
diverse scenarios but often require large datasets and lack formal safety guarantees.

Hybrid synthesis

Hybrid approaches combine symbolic structure with learning-based adaptability. RE-
COVER [88] uses ontology-driven reasoning to identify failure sources and invokes an
LLM-based re-planner to generate online recovery plans. ReplanVLM [100] performs
dual-loop error correction, where external correction reacts to observed failures by regener-
ating updated task plans. Code-as-Monitor [95] compiles task constraints into executable
runtime checks, providing verifiable structure that can support symbolic replanning but
does not natively generate recovery behaviors.

Our unified framework [3] integrates both symbolic and data-driven components in a
two-phase process. During planning, behavior trees are statically validated using VLM-
generated summaries, and missing preconditions trigger automatic subtree insertion via
reactive planning. During execution, a runtime monitor tracks skill outcomes and scene
graph updates; if a violation is detected, the reactive planner grafts a corrective subtree, us-
ing VLM input to select or generate appropriate skills. Recovery skills are further optimized
using reinforcement learning by tuning the parameters of BTMG representations [9].
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Trade-offs

Rule-based methods are efficient and verifiable but brittle. Learning-based approaches gen-
eralize better across unmodeled conditions yet require extensive data and are harder to
validate for safety. Hybrid methods seek to combine these strengths: RECOVER and Re-
planVLM pair language and perception with symbolic reasoning, while Code-as-Monitor
emphasizes verifiability at the cost of autonomous recovery generation. Our framework
offers proactive BT validation and reactive real-time adaptation, balancing interpretability
and generality, but depends on VLM accuracy and the completeness of the skill library.

In summary, synthesis methods trade off adaptability, verifiability, and efficiency. Robust
systems benefit from blending structured planning with data-driven policies, provided that
decision-making remains interpretable and computationally tractable.

4.4 Runtime Monitoring and Adaptation

Runtime monitoring is essential for robust robotic execution in dynamic and uncertain en-
vironments. It continuously evaluates whether the robot’s actions align with expected task
progress and anticipates or detects potential failures. By combining symbolic condition
checks with perceptual scene understanding, monitoring ensures that deviations are detec-
ted early so that the system can respond before they compromise task success. This section
reviews representative approaches to runtime monitoring and adaptation, which form the
backbone of reliable failure handling.

Monitoring techniques

Traditional monitoring relies on threshold-based checks of sensor signals. For example,
Shahsavari et al. [111] monitor quadcopter motor RPMs via a remote controller, where
failures are detected using the ChangeFinder algorithm and logistic regression, triggering
emergency control for safe landing.

Model-based approaches provide foresight by simulating future states. Liu et al. [112] learn a
latent-space dynamics model and a failure classifier to predict potential out-of-distribution
(OOD) states and upcoming failures within an interactive imitation learning framework.
This predictive capability enables preemptive intervention and reduces the need for con-
tinuous human supervision.

Symbolic and semantic monitoring operates at a higher abstraction level. Code-as-Monitor
[95] compiles task constraints into runtime assertions, effectively turning specifications into
self-checking execution. AHA [93] uses a VLM to determine whether the current scene still
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satisfies task preconditions and flags violations as potential failures.

These techniques collectively span low-level sensor checks, predictive modeling, and high-
level semantic reasoning.

Adaptation mechanisms

Adaptation mechanisms define how a system responds after a failure or a risk of failure is
detected. They involve modifying the robot’s behavior to recover, either by switching to a
safe state, replanning, or issuing corrective actions.

RecoveryChaining [108] trains hierarchical reinforcement learning policies to recover from
execution failures. When a failure is detected (e.g., object slip or collision), the recovery
policy steers the robot to a nearby safe state and then transitions control back to the nom-
inal policy to complete the task. ReplanVLM [100] employs a dual-loop error correction
strategy. Internal error correction inspects the current code and task plan to fix errors
proactively, while external error correction reacts to observed failures by regenerating plans
based on the updated environmental state. RECOVER [88] leverages ontology-driven sym-
bolic reasoning to identify failure points, then invokes an LLM-based re-planner to generate
a recovery plan online without resetting the environment.

Runtime monitoring and adaptation in our framework

Our framework unifies symbolic and perceptual monitoring with reactive adaptation in a
single runtime loop [3]. At each BT tick, a VLM verifies pre- and postconditions against
the scene graph. If a violation is found, the reactive planner grafts a corrective subtree,
selecting from existing skills or generating new ones with VLM guidance. The scene graph
and execution history are updated continuously, enabling causal reasoning and real-time
recovery without interrupting execution. See Section 11 for further details.
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5 Vision-Language Models for Robot Reasoning

VLMs are transforming robotic reasoning by unifying perception and decision-making.
They jointly encode visual and textual inputs into a shared representation, allowing robots
to interpret scenes, understand instructions, and generate task-relevant insights in complex
environments.

By aligning visual observations with language-based semantics, VLMs enable robots to ex-
tract symbolic cues, reason about affordances, infer goals, and support dynamic replan-
ning or failure recovery, capabilities that go beyond hand-crafted perception pipelines and
predefined rules. These strengths make VLMs well-suited for embodied agents requiring
interpretable, adaptive, and data-driven reasoning in real-world tasks.

This section introduces the foundations of VLMs and their applications in robotics. We first
review the technical architecture of modern VLMs, then examine their role in instruction
following, policy generation, scene understanding, and failure handling, showing how they
support both reactive and deliberative reasoning within the unified framework of this thesis.

5.1 Technical Foundations of Vision-Language Models (VLMs)

Foundation models are large-scale pre-trained neural networks that generalize across diverse
tasks with minimal task-specific adaptation [113]. In natural language processing, autore-
gressive models such as GPT-3/4 [114, 115] and PaLM [116] exhibit strong generative and
reasoning abilities, while masked language models like BERT [117] and T5 [118] excel at
contextual representation learning. Extending this paradigm, VLMs jointly encode visual
and textual inputs, enabling tasks such as image captioning, visual question answering,
semantic scene understanding, and high-level reasoning for robotics.

A typical VLM consists of an image encoder (e.g., ResNet [119] or ViT [120]), a text en-
coder (e.g., BERT or GPT-style transformer), and a multimodal fusion module [121]. Based
on the fusion strategy, VLMs are generally categorized into early-fusion, late-fusion, and
cross-modal attention models [122, 123]. Early-fusion models combine low-level feature
embeddings from multiple modalities at the input stage, which allows joint learning but
risks interference when signals are misaligned. Late-fusion models process each modality
independently before merging their high-level representations, preserving modality-specific
learning but limiting cross-modal interactions. Cross-modal attention models, such as
MulT [122], allow one modality to attend to another during intermediate layers, yielding
richer joint representations and supporting temporal and spatial reasoning.

Building on these fusion strategies, VLMs are further divided into contrastive and gen-
erative families. Contrastive VLMs, such as CLIP [124] and ALIGN [125], align image
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and text embeddings by maximizing the similarity of paired samples and minimizing it for
unpaired ones. This approach enables open-vocabulary classification, zero-shot recogni-
tion, and image-text retrieval. Generative VLMs, including Flamingo [14], BLIP-2 [126],
and MiniGPT-4 [127], adopt encoder-decoder or decoder-only architectures that generate
textual or multimodal outputs conditioned on visual inputs. This design supports tasks
such as captioning, visual question answering, and instruction following. Representative
architectures are shown in Figure 10.

VLMs are typically trained on large-scale image-text datasets such as LAION-400M [128]
and CC3M [129], using objectives that include contrastive loss, masked language model-
ing, image-text matching, and next-token prediction [126, 127]. Recent methods improve
efficiency by freezing vision encoders and training lightweight adapters or Q-Former mod-
ules [126]. Some approaches further integrate external LLMs, such as Vicuna or OPT,
enhancing language reasoning while grounding visual inputs through projection heads and
prompt tuning [127, 130].

In robotics, VLMs bridge low-level perception and high-level reasoning by mapping raw
visual inputs to structured or symbolic representations. This alignment of perceptual fea-
tures with language-based semantics enables object grounding, semantic scene understand-
ing, task planning, and failure recovery. Consequently, VLMs provide a powerful founda-
tion for interpretable and adaptive control in real-world robotic systems [131, 132].

5.2 Applications in Robotics

VLMs are becoming central to embodied AI because they unify visual perception with
language-grounded reasoning, allowing robots to interpret instructions, perceive complex
environments, and make context-aware decisions. Their applications in robotics can be
grouped into four main areas.

Instruction following involves translating high-level natural language commands into ac-
tionable robot behaviors. Early examples such as SayCan [133] and PaLM-E [11] demon-
strated zero-shot execution on mobile-manipulation platforms by connecting language un-
derstanding to waypoint-level control. More recent systems like OpenVLA [134] and RT-
2 [17] extend this approach by fine-tuning vision–language–action (VLA) models on large-
scale video–text datasets, enabling robots to follow instructions with minimal task-specific
retraining.

Policy generation from multimodal context builds on this capability by conditioning dif-
fusion or autoregressive policies directly on both language and egocentric visual inputs.
Models such as PerAct [135], VIMA [136], and RT-1 [16] use this approach to perform
table-top manipulation and tool-use tasks without the need for explicit reprogramming,
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Figure 10: Representative VLM architectures. (a) CLIP-style models align image and text
embeddings through a contrastive objective. (b) BLIP-2 uses a Q-Former to fuse
modalities before decoding with an LLM. (c) Flamingo combines a frozen vision
encoder with a causal language decoder to produce multimodal outputs.

demonstrating how VLM-based policies can generalize across scenarios.

Dynamic replanning and failure handling uses VLMs at runtime to recover from devi-
ations or errors. ReplanVLM [100] and AHA [93] detect goal divergence and propose
revised action sequences by querying a frozen VLM with updated environmental context.
Our own work [8] follows a similar principle but integrates VLM queries into a behavior
tree execution framework, where unmet preconditions are automatically reformulated as
language prompts for corrective skill insertion.

Scene understanding and affordance reasoning focuses on extracting structured represent-
ations from complex visual scenes. CLIPORT [131] and the scene graph pipeline of Chen
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et al. [137] convert RGB-D observations into symbolic object–affordance graphs, which
downstream planners exploit for pick-and-place, tool selection, and navigation.

Together, these applications illustrate a shift from rigid, hand-coded pipelines toward data-
driven, interpretable, and context-aware robotic reasoning, where VLMs provide the se-
mantic bridge between perception, planning, and action.

5.3 Scene Understanding and Goal Inference

Scene understanding is crucial for autonomous robots operating in unstructured environ-
ments, as it provides the semantic context needed for decision-making. VLMs facilitate this
process by aligning visual inputs and language prompts in a joint embedding space [124,
138], enabling zero-shot recognition, object localization, and scene interpretation (see Sec-
tion 5.1).

Models such as CLIP [124] and ALIGN [138] can match textual queries to visual regions
and generalize across tasks like classification, segmentation, and captioning [139]. In ro-
botics, this ability allows agents to extract task-relevant cues from cluttered or ambiguous
environments, supporting both action selection and planning. Systems like SayCan [133]
and VIMA [136] leverage this capability to score the feasibility of actions and ground plans
in perceptual context, effectively linking what the robot sees to what it can do.

Recent work extends VLM outputs into structured semantic representations such as scene
graphs or object–affordance maps [137]. These representations capture which objects can
be manipulated, what actions are plausible, and which goals are implicitly supported by
the current environment, enabling downstream planners to operate without handcrafted
perception modules. This approach aligns with this thesis’s focus on integrating symbolic
planning with VLM-informed scene understanding.

By transforming raw multimodal inputs into high-level semantic context, VLMs provide
the foundation for both reactive control and deliberative goal inference, bridging perception
and reasoning in real-world robotics.

5.4 Failure Detection and Explanation with VLMs

VLMs provide a flexible mechanism for high-level introspection in robotic systems by
identifying and explaining task failures directly from visual and contextual input. Unlike
traditional rule-based monitors that rely on predefined conditions, VLMs can reason over
open-ended observations to detect unexpected deviations and offer interpretable explana-
tions. Building on the failure models introduced in Section 4.1, this subsection examines
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how VLMs enable detection and explanation through perceptual queries and symbolic reas-
oning.

A common strategy is to compare expected and observed scene states using open-vocabulary
object recognition. Models like CLIP [124] can detect missing or misplaced objects without
requiring explicit class labels, identifying discrepancies such as “cup not found on tray” or
“object grasped incorrectly” via prompt-based queries [139]. This capability allows robots
to flag execution errors even in previously unseen scenarios.

Beyond simple visual checks, VLMs can participate in goal verification and policy monit-
oring loops. Systems such as SayCan [133] and VIMA [136] prompt VLMs with templates
like “Is the target object present?” or “Was the goal achieved?” to detect precondition viol-
ations and assess task progress. This enables structured failure reporting and supports the
triggering of fallback actions when tasks deviate from their intended plan.

Our framework [8] extends this idea to real-time detection of unknown failures. It con-
tinuously monitors preconditions and postconditions during task execution, using VLM
outputs to interpret the cause of anomalies and to guide corrective actions, including dy-
namic insertion of missing skills. This approach combines visual cues with symbolic context
to recover from both anticipated and unanticipated execution errors.

By transforming multimodal observations into actionable diagnostic insights, VLMs en-
able generalizable and interpretable failure detection. Their ability to detect discrepancies
without exhaustive supervision makes them a powerful tool for robust execution in dynamic
and unpredictable environments.
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Part I – Adaptive Skill Learning for
Robot Autonomy

This part of the thesis addresses how to design robot policies that are easy to configure,
robust in performance, and suitable for long-term deployment. This includes three re-
search directions: (i) structuring behavior policies so they remain modular, interpretable,
and tunable (RQ1.1), (ii) adapting these policies to new task variations without retraining
by learning task-parameter mappings (RQ1.2), and (iii) efficiently predicting optimal para-
meters for unseen tasks on-the-fly to enable responsiveness in real-world settings (RQ1.3).

6 Structuring Robot Policies for Modularity, Interpretability, and
Data-Efficient Learning

This chapter addresses RQ1.1: How can robot behavior policies be structured to remain mod-
ular, interpretable, and tunable for varying tasks? We use the BTMG policy formulation,
which combines the symbolic structure of behavior trees with parameterized motion gen-
erators, to design policies that are both interpretable and adaptable. Paper I: Skill-based
Multi-objective Reinforcement Learning of Industrial Robot Tasks with Planning and
Knowledge Integration supports our answer to this question.

6.1 Motivation and Positioning within Existing Work

Robotic control can be analyzed at multiple abstraction levels, ranging from motion tra-
jectories to symbolic skills and task-level plans (see Section 1). Low-level controllers (e.g.,
policies in RL [50]) generate trajectories by mapping states to actions, while symbolic
policies (e.g., skill sequences [6]) operate over semantically meaningful actions. Many ex-
isting robot systems are either hard-coded at the symbolic level (offering no adaptability)
or learned directly at the trajectory level through end-to-end methods such as deep neural
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policies, which typically require large amounts of data, are hard to debug, and produce
opaque behavior [140]. Data-driven motion primitives such as DMPs [141, 142, 143, 20,
144] offer interpretable, modular trajectory representations. However, they operate at the
motion level and do not natively support symbolic composition or task-level reasoning.

Industrial robots, in particular, must balance safety, predictability, and adaptability. They
need to be quick to reconfigure for new tasks, easy to understand, and able to exploit digital
twins and symbolic knowledge about their environment [43, 28, 145]. These requirements
are difficult to meet simultaneously. Conversely, manually engineered control strategies are
brittle and inflexible when the task changes [146].

Several prior works attempt to bridge symbolic planning with learning. Approaches like
PLANQ-learning [147], PEORL [148], SPOTTER [149], and HIP-RL [150] combine sym-
bolic planners with model-free reinforcement learning but are mostly applied in discrete or
simulated environments. Other methods such as [46] evolve behavior trees using genetic
programming. In contrast, in Paper I, we retain a fixed BT structure and focus on optimiz-
ing a small number of interpretable parameters in leaf-level motion generators. Later works
(Papers V and VI) extend this approach by allowing automatic generation and extension of
the BT structure itself.

Our work also contrasts with black-box policy representations [59, 140], offering instead a
human-readable symbolic scaffold with semantic parameter labels to support policy selec-
tion. Compared to DMPs, which encode point-to-point motions using attractor dynamics,
our method operates at a higher level of abstraction. While DMPs have proven effective
for trajectory generalization, they remain at the motion level and do not support symbolic
reasoning or task-level composition. In contrast, we wrap MGs inside symbolic skills and
compose them using BTs, enabling structured, explainable, and reactive execution across
multi-step tasks.

RQ1.1 asks how to design robot behavior policies that are both interpretable and adaptable
to specific task contexts. Interpretable policies benefit from structured representations that
humans can read and reason about. Adaptability requires tuning motion behavior to match
the demands of a task instance. We adopt a layered representation where a behavior is com-
posed of symbolic skill sequences with tunable parameters. These parameters often need
to satisfy multiple objectives, such as maximizing success while minimizing force, which
motivates the use of data-efficient optimization. We use symbolic planning to generate
parameterized skill sequences and adapt those parameters using multi-objective bayesian
optimization. Before presenting our approach in detail, we discuss how this structure sup-
ports interpretability, tunability, and modularity in line with RQ1.1.
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Figure 11: Overview of the skill–planning–learning pipeline (adapted from Paper I, Fig. 2). A
symbolic goal is translated into a sequence of skills, each represented using the BTMG
format. Tunable parameters of motion generators are optimized using MOBO, and the
resulting pareto-optimal policies are deployed on the robot.

6.2 Structuring Policies with BTMG and Parameter Optimization

Our solution builds on symbolic BTs, where some leaf nodes invoke MGs with tunable
parameters (See Section 2.4). This structure provides a natural separation between sym-
bolic logic and continuous control. The skill parameters exposed for learning such as inser-
tion force, spiral radius, or push offset are referred to as extrinsic parameters of the BTMG
representation.

These parameters are tuned using bayesian optimization in a multi-objective setting, where
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multiple competing goals (e.g., task success, speed, force) must be balanced. We use BO
due to its sample efficiency and ability to handle noisy and expensive evaluations, especially
in robotics. This learning layer complements the symbolic BT structure, enabling data-
efficient and targeted adaptation of specific behaviors.

The key characteristics of the approach are:

• Modularity: The BT encodes the policy as a sequence of reusable symbolic skills.

• Interpretability: The BT structure is transparent and readable, while each parameter
has a semantic label.

• Tunability: Parameters of motion generators can be adjusted to better match task-
specific dynamics.

• Data-efficient learning: A small number of parameters are optimized using Bayesian
Optimization.

This modular and structured formulation directly supports the goals in RQ1.1.

6.3 Method Overview

Our method integrates symbolic task planning with parameter optimization through learn-
ing. This optimization may be performed in simulation or on the physical robot. However,
simulation is typically preferred due to safety, time, and other cost considerations.

The workflow is as follows (see Fig. 11):

1. Goal specification: The operator defines a symbolic goal using PDDL. For instance,
for the peg-in-hole task, the goal is: (skiros:atskiros:Peg-1skiros:BoxWi
thHole-1)

2. Plan generation and parameter identification: A PDDL planner is used to generate
a sequence of skills for the goal. Each skill is represented using the BTMG represent-
ation. The BT nodes that involve MGs are identified along with the parameters that
require tuning. This information is specified in the SkiROS2 skill models, which
define the motion generator used by each skill and list the tunable parameters ex-
posed for optimization. (See Section 2.5).

3. Learning scenario specification: The user defines a JSON configuration file spe-
cifying which parameters to optimize, their value ranges, and the associated reward
functions for each objective. An example configuration for the peg-in-hole task is
shown in Listing 1.

46



4. Reward assignment: Each objective (e.g., success, force) is defined using one or more
reward functions to guide policy learning.

5. Learning phase: Bayesian Optimization is used in a multi-objective setting to eval-
uate policies and learn optimal parameters (see Sections 3.3 and 4.4).

6. Pareto front and deployment: The learned policies are shown on a Pareto front,
where each axis corresponds to an objective (e.g., success vs. force). Non-dominated
policies (those not worse on all objectives) are retained. These policies can then be
selected by the user and deployed directly on the robot.

1 {
2 application_name : peg_insertion_task ,
3 optimizer : hypermapper ,
4 optimizer_config : {
5 input_parameters : {
6 PathVelocity : { values : [0.0, 0.3], parameter_type : real },
7 PathDistance : { values : [0.0, 0.03], parameter_type : real },
8 Radius : { values : [0.0, 0.07], parameter_type : real },
9 Force : { values : [-10, 0.0], parameter_type : real }

10 }
11 },
12 rewards : {
13 FixedSuccessReward : {
14 objective : insertion_reward , type : FixedSuccessReward , value :

8.0
15 },
16 force_application : {
17 objective : force , type : ForceApplicationReward , negative : true
18 },
19 GoalDistanceTranslationReward : {
20 objective : insertion_reward , type : GoalDistanceTranslationReward

, ...
21 },
22 linear_distance_to_box : {
23 objective : insertion_reward , type : LinearDistanceToBoxReward ,

...
24 }
25 },
26 ...
27 }

Listing 1: Excerpt from the JSON configuration used to define the peg-in-hole task. It specifies
the parameters to be optimized (e.g., Force, Radius), their ranges, the optimization
backend (in this case, HyperMapper), and the reward functions for each task objective.
Each reward is linked to an objective such as insertion success or applied force.
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6.4 Experimental Evaluation

To evaluate our approach, we consider two contact-rich tasks commonly encountered in
industrial settings.

Peg-in-hole Task. The goal is to insert a peg into a box with a hole (Figure 12). The
tunable parameters include downward insertion force, path velocity, path distance, and spiral
radius. The last three belong to an Archimedean spiral strategy used to search for the hole
when contact is uncertain. The objectives of the peg-in-hole task are: (i) maximize insertion
success and (ii) minimize applied force to reduce damage risk.

Figure 12: Experimental setup for the peg-in-hole task, where a peg (black) is inserted into a box
(orange) with a hole.

The first objective is captured using three rewards: a fixed success reward for successful
insertion, a goal distance translation reward that increases with proximity to the hole, and
a linear distance to box reward that encourages approaching the box. The second objective
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(force minimization) uses a single reward that measures how much force is applied over
time during the execution.

Push Task. The goal is to push a rectangular object to a specified goal (Figure 13). The
learnable parameters include start and goal offsets in the x and y directions. The objectives
of the push task are: (i) maximize push success and (ii) minimize applied force, to ensure
effective and safe completion.

Figure 13: Experimental setup for the push task, where a rectangular block (cyan) is moved to a
designated goal position.

The first objective uses three reward terms: goal distance translation (distance from object
to goal), object position reward (alignment with the target), and object orientation reward
(correct final orientation). The force objective uses the same force applied over time during
execution metric as in the peg-in-hole task.

To benchmark the learning procedure, we compared against three baselines, chosen to re-
flect common industrial and research practices:

• Planning-only: symbolic plan with default skill parameters. This reflects the per-
formance of purely deliberative planning without adaptation.

• Random sampling: parameter values sampled randomly within valid bounds. This
serves as a sanity check for the difficulty of the search space and establishes a naive
lower bound.
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• Robot operators: parameters manually tuned by experienced roboticists. This rep-
resents expert-guided tuning, which is the current practice in many industrial setups
[146].
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Figure 14: Success rate comparison against baselines for both tasks. Box-and-whisker plots show
performance variability.

Our approach outperformed all three baselines (Figure 14). In the peg-in-hole task, learned
policies achieved 96% success on unseen starts (versus 52% for operators), while using 16.6%
less force and completing task 18.1% faster. In the push task, learned policies achieved 100%
success across all test starts, including previously unseen configurations, whereas human
operators only reached 50–100% success depending on their parameter set. Moreover, our
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method eliminated the need for manual tuning, which took operators on average over 16
minutes and 11 trials per task. Full quantitative analysis and plots can be found in Paper I.

6.5 Discussion

Our approach answers to RQ1.1 by demonstrating how modular and interpretable BT-based
policies can be automatically tuned using a small number of parameters, resulting in high
task performance. The framework bridges symbolic planning with parameter optimization,
providing both structure and adaptability.

One key insight is that semantic parameter names such as ‘downward force’ or ‘spiral radius’
enabled operators to interpret learned behaviors and meaningfully assess trade-offs when
selecting between candidate solutions. This interpretability proved valuable in selecting
solutions from the Pareto front without needing to inspect raw policy behavior. Another
insight is that symbolic planning significantly constrained the search space by eliminating
irrelevant or fixed parameters, thereby improving the efficiency and safety of the learning
process.

At the same time, the approach has limitations. Reward functions still require expert know-
ledge to define and balance, particularly when multiple objectives are involved. Learning
was performed at the level of individual skills, without modeling interactions or depend-
encies between them. Finally, the simulation-based learning relied on accurate contact
dynamics, which may limit the transferability of policies to real-world settings in some
scenarios.

Despite these limitations, the overall framework offers a practical and data-efficient path
to producing modular, interpretable, and tunable behavior policies. In the next chapter,
we extend this foundation to address RQ1.2 by learning to generalize such policies across
varying task conditions.
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7 Generalizing Modular Policies

This chapter addresses RQ1.2: How can modular, interpretable robot policies be made to gen-
eralize over task variations without retraining? Building on the BTMG policy formulation
introduced in Chapter 6, we now extend this structure to adapt across multiple varying
instances of a task by learning mappings from scenario parameters to optimal policy para-
meters. Paper II: Generalizing Behavior Trees and Motion-Generator (BTMG) Policy
Representation for Robotic Tasks Over Scenario Parameters supports our answer to this
question.

7.1 Motivation and Research Framing

While structured BTMG policies allow skill-level modularity and tuning (Chapter 6), they
require optimizing parameters for each new variation of a task. For instance, if a robot
learns to push an object to one location, it must relearn suitable parameters for each new
goal. In real-world deployments, such as flexible manufacturing, this re-optimization is
impractical because it incurs time and safety costs, disrupts workflow, and often requires
repeated human involvement[145]. When task configurations frequently change, such over-
head makes online adaptation infeasible. RQ1.2 asks: Can we reuse the structure of a learned
BTMG policy and generalize its parameters to new task variations without retraining?

Our core idea is to model the relationship between observable task features (e.g., object
pose) and behavior parameters (e.g., push offsets). Observable task features are variables
describing the external task context, such as target object positions or goal poses, which
we denote as scenario parameters. Behavior parameters, in contrast, are values within the
BTMG policy (e.g., velocities, offsets) that determine how a skill is executed for that con-
text. These are referred to as extrinsic parameters in our formulation (see Section 2.4).

Learning a mapping between scenario parameters and extrinsic BTMG parameters allows
the robot to generalize its behavior across varying task instances by adapting motion execu-
tion without modifying symbolic structure. This approach draws inspiration from similar
efforts in DMPs, where gaussian processes have been successfully used to generalize motion
parameters over varying conditions [151, 152, 153, 78]. Since MGs and DMPs both oper-
ate at the trajectory level (see Chapter 1), we extend this idea to generalize parameterized
BTMG policies.

Note: In this and subsequent chapters, we use the terms scenario parameters and task vari-
ations interchangeably to describe the same concept: observable variables defining the task
instance.
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7.2 Approach: Gaussian Process-Based Parameter Generalization

We use GP [78] regression to map scenario parameters to BTMG parameters. Each s
defines a different task instance. The challenge is to find a function f : s 7→ θ that maps
from s to extrinsic BTMG parameters θ ∈ Rd. The policy structure itself, represented as
a behavior tree, remains fixed across task instances. Figure 15 illustrates this mapping.

Figure 15: Mapping scenario parameter space (pink) to BTMG parameters (gray) using gaussian
processes (yellow).

The training pipeline involves:

1. Collecting training pairs (s,θ) using the same data collection strategy as in Chapter 6:
BO is used to learn extrinsinc BTMG parameters for each training task instance.

2. Training a GP in a supervised learning fashion with scenario parameters as input
and corresponding extrinsic BTMG parameters as output. This realizes the mapping
function f : s 7→ θ.

3. At runtime, querying the GP with a new scenario parameter vector s to infer tuned
extrinsic parameters θ for the BTMG policy.
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This allows one-shot parameter inference for novel task instances while preserving symbolic
interpretability.

7.3 Experimental Setup

We evaluated this method on the same pushing task used in Chapter 6, where a triangular
object must be moved to various 2D goal positions using a push skill.

However, we made one key modification: the goal corner used previously in Figure 13
was removed. This was done for two reasons. First, the corner simplified execution by
guiding the object into the goal area, which could mask differences between parameter
values. Second, in this chapter we introduce variable goal locations as scenario parameters,
which made the corner unreliable and inappropriate for generalization.

Figure 16: a) Red push vector defined by extrinsic offsets. b) Setup showing training and test goal
locations.

To simplify the setup and focus on understanding the effect of task variation, we fixed
the initial object position and varied only the 2D goal location. This goal position forms
the scenario parameter vector s. The push behavior is parameterized using four extrinsic
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parameters, start and goal offsets in x and y directions (sx, sy, gx, gy) that together define
the push vector (Figure 16). These offsets determine how the robot approaches and moves
the object.

Training and Generalization: We generated training and test configurations using Latin
Hypercube Sampling (LHS), a space-filling method that ensures efficient coverage of con-
tinuous domains [154]. Each sample corresponds to a unique 2D goal pose. For every
configuration, we used BO (as in Chapter 6) to learn the BTMG extrinsic parameters. The
resulting (s,θ) pairs were used to train the GP model.

The GP was then queried with unseen goal poses to produce parameter predictions.

(a) Original space (GP performs well) (b) Expanded space (GP underfits)

Figure 17: Effect of scenario space size on generalization. a) GP learns smooth mappings in small
space. b) GP underfits when scenario space is expanded and training data is insufficient.

7.4 Discussion

This chapter shows that modular BTMG policies can be generalized to new task instances
using GP-based mappings from scenario parameters to extrinsic motion parameters. The
learned mappings allowed the same symbolic policy structure to adapt across different goal
configurations without retraining.

Our results suggest that GPs offer reliable generalization in low-dimensional scenario spaces
with limited training data. This is beneficial for practical deployment, where collecting new
data is costly. However, we observed that as the scenario space grows larger or becomes
higher-dimensional, the GP begins to underfit, predicting similar outputs for distinct in-
puts (Figure 17). This limitation arises from sparse training data and the fact that only the
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final output from each optimization run was used for GP training, discarding all interme-
diate samples.

To address these issues, we propose two directions: (1) modifying the GP input–output
structure to incorporate more task features and (2) using all data collected during optimiz-
ation, not just the final solutions. These improvements are explored in the next chapter as
part of answering RQ1.3.
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8 Real-Time Prediction of Policy Parameters

This chapter addresses RQ1.3: Can we design a predictive model that enables real-time infer-
ence of optimal policy parameters for unseen task variations? Building on Chapters 6 and 7, we
now aim to eliminate the latency associated with re-optimization at deployment. The goal
is to infer parameters on-the-fly with minimal computation and no retraining. Paper III:
Learning to Adapt the Parameters of Behavior Trees and Motion Generators (BTMGs)
to Task Variations supports our answer to this question.

8.1 Motivation and Research Framing

In Chapter 7, we showed that GP [78] models could generalize extrinsic BTMG parameters
to new task variations, but only using the final optimized sample from each BO run. This
discarded the intermediate samples, limiting data use and weakening performance as the
variation space grew more complex.

RQ1.3 addresses this limitation by asking whether optimal parameters can be efficiently
predicted for unseen task variations on-the-fly, enabling fast and robust real-world deploy-
ment. This is especially critical in flexible manufacturing or logistics, where robot tasks
frequently change and must be handled reliably without retraining.

Prior work in trajectory-level control has explored similar ideas. GP-based models have
been used to adapt dynamic movement primitives (DMPs) to new goals [155, 156, 157],
while ProMPs [158] and MoMPs [159, 160] allow trajectory adaptation using probabilistic
inference or weighted combinations of primitives. These approaches demonstrate that sur-
rogate prediction, probabilistic inference, and library-based adaptation can generalize mo-
tion behavior effectively.

Inspired by this line of work, we extend these ideas to the symbolic skill level. Rather than
directly regressing parameters for each new task variation, we predict reward and feasibility
of candidate parameterizations and use lightweight optimization to select the best one. This
approach forms the basis for our model, PerF, described next.

8.2 Approach: Surrogate Inference for Real-Time Parameter Prediction

To address RQ1.3, we propose PerF (Performance and Feasibility), a surrogate-based model
for real-time inference of BTMG parameters. PerF uses all training data from earlier BO
runs (Chapter 6), repurposing it to train a surrogate model that can be efficiently queried
during deployment.
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Surrogate-Based Reformulation

Given a task variation v and candidate BTMG parameters θe, PerF predicts the expected
performance and feasibility of executing the policy and optimizes over this surrogate. It
comprises:

• Performance model Ĵ(θe,v): A gaussian process (GP) regression model that estim-
ates the task reward.

• Feasibility model F̂ (θe,v): A weighted support vector machine (SVM) that classi-
fies whether the parameters satisfy task-specific feasibility constraints.

Both models are trained using the full set of intermediate samples from BO runs. For the
performance model, we collect all (task variation, parameter, reward) tuples. For the feas-
ibility model, we evaluate each parameterization by executing the corresponding BTMG
policy, determining feasibility based on task-specific criteria such as collisions or failure to
reach the goal. Alternatively, feasibility information can be obtained directly from the op-
timization framework used during BO. In our case, we use HyperMapper 2.0 [161], which
supports modeling unknown feasibility constraints through classification models as part of
its surrogate-assisted search process.

GPs are chosen for performance modeling due to their ability to generalize under limited
data [78]. Weighted SVMs [162] are selected for feasibility classification, as they handle
class imbalance and sparse feasible regions effectively.

This formulation offers several benefits: it reuses existing data without new trials, captures
reward structure more accurately than single-point models, and integrates empirical reward
functions with task-specific feasibility checks.

Surrogate Optimization for Real-Time Inference

To predict parameters for a new variation v, we define a surrogate reward:

r̂sur = Ĵ(θe,v)− (1− F̂ (θe,v)) · µ

where µ is a penalty for infeasible configurations. This function is optimized using Limited-
memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) algorithm [163], a memory-efficient
quasi-Newton method well-suited for problems with moderate dimensional inputs. It uses
low-rank updates to approximate second-order derivatives without storing the full Hessian.

To obtain the BTMG parameters for a new variation, we solve the following equation:
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θ∗
e = argmax

θe

r̂sur

where the optimization is performed entirely in surrogate space, enabling real-time infer-
ence without further interaction with the robot. The model and workflow are summarized
in Figure 18.

Figure 18: GP-based direct model (Chapter 7) shown in red. Right: PerF model with GP reward
and weighted SVM feasibility shown in green. An optimizer infers parameters
maximizing the surrogate reward.
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8.3 Experimental Setup and Evaluation

We tested PerF on two tasks: push and obstacle avoidance. The push task follows the setup
used previously (Chapters 6–7), where a KUKA iiwa robot pushes a triangular object using
a cylindrical peg (Figure 19). Here, we additionally varied the object’s initial position across
test cases. For details on the obstacle avoidance task, refer to Ahmad et al. [7].

Figure 19: Experimental push setup on a KUKA iiwa. Colored boards mark start and goal poses.
A triangular object is pushed with a cylindrical peg.

We evaluated PerF against four baselines:

• Learned: Policies retrained from scratch using RL (upper-bound performance).

• Direct: GP model from Chapter 7, trained using only final BO outputs.

• Nearest Neighbor: Applies parameters from the closest training variation based on
Euclidean distance.

• Single Policy: Reuses all training policies across test cases to check for a universal
solution.

In simulation, PerF achieved an 86% success rate, closely matching Learned (97%) and sig-
nificantly outperforming Direct (65%), Nearest Neighbor (52%), and Single Policy (39%)(Fig-
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ure 20). On the real robot, PerF slightly exceeded the Learned baseline, indicating better
generalization and smoother physical execution (Figure 21). Inference time averaged under
6 seconds, compared to over 20 minutes for RL-based training. For further results, see
Ahmad et al. [7].
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Figure 20: Simulation performance: position and orientation errors across baselines. PerF
matches Learned and outperforms others.

8.4 Discussion

PerF shows that real-time parameter inference is possible without retraining by evaluating
candidate parameters through surrogate modeling. By decoupling reward prediction from
feasibility and training both models on full BO data, PerF enables high-quality inference
with minimal compute cost. Its data reuse strategy leads to faster, more robust adaptation
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than prior approaches.
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Figure 21: Real-robot results: PerF slightly outperforms retrained Learned policies.

Key insights include the importance of using intermediate learning samples to improve
generalization, and the role of feasibility classification in constraining exploration within
safe bounds. The use of surrogate optimization also allows principled integration of task
performance and safety into a unified objective.

Nevertheless, PerF assumes a fixed BT structure and known parameter bounds. It cannot
generalize across different symbolic plans or adapt to new tasks. Moreover, feasibility labels
require manual definition and may not cover all failure modes. These limitations motivate
future work on runtime monitoring, adaptive BT structures, and integration with failure
recovery systems.
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Concluding Remarks on Adaptive Skill Learning (RQ1)

This part of the thesis addressed RQ1: How can we design modular, interpretable, and adapt-
able robot policies that generalize across task variations and enable real-time adaptation? The
investigation unfolded through three stages.

First, Chapter 6 demonstrated how robot policies can be structured using BTs and MGs,
forming BTMGs that offer a clear separation between symbolic control flow and low-level
motion adaptation. This modular design enabled interpretable and tunable policy repres-
entations that retained robustness across skill compositions.

Next, Chapter 7 showed that generalization across task variations can be achieved by learn-
ing mappings from task descriptors to policy parameters using GPs. This allowed BTMG
policies to adapt without re-optimization, supporting reuse and flexibility.

Finally, Chapter 8 proposed PerF, a model for real-time parameter inference. By evaluat-
ing candidate policies through a surrogate composed of performance and feasibility mod-
els, PerF eliminated retraining and delivered high-quality parameters in seconds, enabling
practical deployment.

Together, these contributions show that modular skill representations, data-efficient gen-
eralization, and lightweight inference methods can be combined to support adaptive robot
autonomy. While structural adaptation and failure recovery remain open challenges, the
methods developed here form a foundation for reliable behavior adaptation under known
task variations. These results also motivate the next part of the thesis, which focuses on
handling failure cases that lie beyond the training distribution.
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Part II – Failure Detection,
Explanation, and Recovery

9 Structuring Modular and Adaptive Recovery Behaviors

This chapter addresses RQ2.1: How can recovery behaviors be designed to remain modular,
interpretable, and reusable when embedded into structured robot policies? The central chal-
lenge is to augment structured robot policies with failure handling while preserving the
modularity and tunability established in Part I. Our solution, detailed in Paper IV: Ad-
aptable Recovery Behaviors in Robotics: A Behavior Trees and Motion Generators (BTMG)
Approach for Failure Management, is to represent recovery behaviors using the same BTMG
abstraction as nominal skills. This enables unified learning, execution, and integration.

9.1 Motivation and Positioning within Existing Work

Industrial robotic tasks such as peg insertion, screwing, and part fitting often involve con-
tact interactions and tight tolerances, which make them susceptible to execution failures
even under nominal sensory and actuation conditions [9]. These failures are not due to
hardware breakdown or sensor noise but stem from environmental uncertainties or incor-
rect assumptions about the task state. As categorized in Chapter 4, we focus on execution-
level failures, which can be identified either during skill execution (e.g., peg slips mid-
insertion) or beforehand, pre-execution, when symbolic preconditions are violated (e.g.,
obstacle blocking the hole before action starts). In this chapter, and specifically in Paper
IV, we consider a restricted class of predefined execution failures, where failure types are
anticipated and modeled offline. The recovery behavior is selected accordingly, and we
begin from the assumption that the failure has already occurred. The goal is to encode
both the nominal and recovery components into a single symbolic skill that is modular,
interpretable, and adaptable.
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Conventional failure handling in BTs relies on static fallback branches or recovery subtrees
handcrafted for specific scenarios. For instance, Wu et al. [97] design fixed recovery nodes
embedded in BTs, while De Luca et al. [164] construct explicit failure recovery routes in
navigation trees. While modular, these designs assume known failure types and lack support
for tuning behavior parameters to task conditions.

Recent research has explored hybrid methods that combine symbolic reasoning with learn-
ing. Pezzato et al. [165] integrate BTs with active inference to select recovery behaviors
based on belief updates, though the symbolic and learning layers remain loosely coupled.
Paxton et al. [37] introduce logical-dynamical BTs that embed robustness at the symbolic
level, yet these are statically compiled and lack runtime adaptation.

At the control level, researchers have developed reactive motion strategies to increase phys-
ical robustness, such as push recovery for quadrupeds [98], regrasping in manipulation [166],
or contact-force corrections [167]. These techniques enhance motion-level durability but
do not support symbolic planning or recovery reuse across different tasks.

In contrast, our approach encodes recovery behaviors within the same BTMG structure
used for nominal task skills [13, 9]. This unified representation enables symbolic planning,
modular reuse, and parameter learning. A symbolic PDDL planner is used to generate
recovery-augmented plans by composing production and recovery skills for each known
failure. Importantly, the approach adopts a selective tuning strategy, only the parameters
associated with the recovery action are learned (e.g., push force or grasp offset), leading
to adaptive yet data-efficient behavior synthesis. The remainder of this chapter details the
structure and evaluation of this framework.

9.2 Modeling Recovery in the BTMG Framework

Our approach to RQ2.1 models both production and recovery behaviors using the BTMG
framework. Production skills achieve task objectives (e.g., peg insertion), while recovery
behaviors address known failure types (e.g., obstacle removal or regrasping). Both are rep-
resented using the same BTMG structure and parameterized by extrinsic values such as
force magnitude, pose offsets, or compliance gains.

We operate under two core assumptions: (i) failure types are known and expected based
on prior task knowledge, and (ii) recovery behaviors can be constructed by composing and
tuning existing skills from the BTMG library. These assumptions enable the use of a fixed
BT structure combined with parameter learning of the MG part.
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Figure 22: Illustration of our approach: for a known failure, a symbolic planner composes a plan
using production and recovery skills which are represented in the BTMG format. BO
is used to tune policy parameters, after which the policy is deployed.

The method proceeds in two phases. In the offline phase, for a given failure scenario, a
symbolic PDDL planner generates a plan (BTMG-based policy) by composing production
and recovery skills. This policy is passed to a learning module, where tunable paramet-
ers are optimized using the multi-objective bayesian optimization techniques discussed in
Chapter 6.
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In the execution phase, the optimized policy is executed without further modification.

This design supports reuse of the same planning and learning framework for both nominal
task execution and recovery handling. Rather than relying on fixed fallback structures, the
system synthesizes symbolic recovery plans at design time and adapts them to specific failure
conditions using previously tuned parameters.

9.3 Failure Cases and Recovery Behavior Design

We evaluate our approach using the peg-in-hole task introduced in Chapter 6, where the
goal is to insert a peg into a hole. This task serves as a benchmark for assessing how recovery
behaviors can be modularly designed and integrated using the BTMG framework. In line
with the assumptions of Paper IV, we consider a set of known and predefined execution
failures that were modeled in advance.

We consider the following failure instances:

• F1 – Small obstacle blocking the hole (Figure 23b): A small object blocks the hole,
preventing peg insertion.

• F2 – Large obstacle blocking the hole (Figure 23c): The hole is obstructed by a large
object beyond the grasping capability of the gripper.

• F3 – Peg dropped from gripper (Figure 23d): The peg slips from the gripper before
insertion is completed.

Each failure is addressed by a corresponding recovery behavior, represented as a BTMG
policy composed of skill primitives:

• Pick-Place (used for F1): Moves the gripper to the obstacle, grasps it, lifts it,
and places it aside. This behavior is manually defined and contains no learnable
parameters.

• Push (used for F2): Applies a lateral force to move the obstructing object. It includes
one learnable parameter: the push force magnitude.

• Pick-Exchange (used for F3): Regrasps the dropped peg and restores it to the
insertion pose. It involves two learnable parameters: the x- and y-offsets of the
grasp location, which may be fixed or learned depending on the scenario.

All recovery behaviors are constructed from a shared set of reusable skill primitives:
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• GripperOpen: opens the gripper

• GripperClose: closes the gripper to secure an object

• GoToLinear: performs linear motion to a specified pose

• ChangeStiffness: adjusts impedance control gains for compliant motion

• ApplyForce: applies a Cartesian force vector at the end-effector

These primitives are composed into BTMG representation to define recovery behaviors.
For example, Pick-Place sequences a linear approach, grasp, lift, and release; Push com-
bines compliance adjustment with a lateral force application; and Pick-Exchange in-
cludes grasp offset correction followed by re-alignment to the insertion pose.

9.4 Execution Scenarios and Learning Setup

To evaluate how well the proposed framework supports modular and adaptive recovery
behaviors, we define five representative scenarios. These scenarios vary in both the type
of execution failure and whether the associated recovery behavior includes learnable para-
meters. Across all scenarios, the insertion skill is optimized using the same four extrinsic
parameters introduced in Chapter 6: downward insertion force, spiral path velocity, spiral
radius, and path distance.

We evaluate the following five scenarios:

1. Baseline: No failures or recovery behaviors are present. Only the insertion skill is
executed and optimized. This serves as a reference for normal task execution (Fig-
ure 23a).

2. Static Recovery (F1): Failure F1 (small obstacle blocking the hole) is introduced and
resolved using a fixed Pick-Place behavior with no learnable parameters. Only
the insertion skill is optimized (Figure 23b).

3. Dynamic Recovery (F2): Failure F2 (large obstacle blocking the hole) is resolved
using the Push behavior, which includes a tunable push force. Insertion parameters
and push force are optimized jointly (total of five parameters) (Figure 23c).

4. Static Recovery + Behavior Change (F3): Failure F3 (peg dropped from gripper) is
resolved using a manually defined Pick-Exchange behavior with fixed grasp offsets.
Only the insertion skill is optimized (Figure 23d).
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5. Dynamic Recovery + Behavior Change (F3): Uses the same failure as Scenario 4 but
includes learning of grasp x- and y-offsets in addition to the insertion parameters
(total of six parameters) (Figure 23d).

For each scenario, we perform multi-objective Bayesian Optimization over 40 iterations
with 10 random seeds. Candidate policies are evaluated in five randomized simulation en-
vironments that vary the block position and initial peg pose. The reward function balances
two competing objectives: insertion success and contact force minimization.

All five scenarios yielded at least one successful policy capable of achieving 5/5 successful
insertions across random world instances. This validates the framework’s ability to accom-
modate fixed and learnable recovery behaviors while preserving task performance.

9.5 Discussion

The experiments confirm that recovery behaviors modeled as symbolic BTMG skills can
be effectively integrated into structured robot policies without degrading task perform-
ance. Across all five scenarios, including both static and dynamic recovery, the framework
produced successful policies that handled different failure modes under randomized condi-
tions. This supports the claim in RQ2.1 that modeling recovery and production behaviors
within the same BTMG structure enables modular reuse, parameter adaptation, and uni-
fied planning. The results also highlight the value of selective learning: in cases where
parameter tuning was necessary (e.g., push force, grasp offsets), the optimizer efficiently
adjusted recovery parameters without affecting unrelated parts of the policy.

This work focuses strictly on expected and predefined execution failures. All failure types
are known ahead of time, and recovery behaviors are composed from existing skills that
are modeled offline. The framework assumes that failure detection occurs before execu-
tion, and that symbolic planning (via PDDL) can be performed before runtime. As such,
unanticipated failures or mid-execution recovery are outside the scope of this study.

These limitations are addressed in the next chapter (Chapter 10), which investigates RQ2.2.
There, we extend the framework to handle pre-execution failures, such as unmet sym-
bolic preconditions, by enabling failure-aware planning before execution begins. A reactive
planner is introduced that can dynamically modify or extend the behavior tree based on
detected conditions at planning time. Recovery from runtime failures, including unanti-
cipated disturbances during execution, is tackled in Chapter 11, where the system adapts
online through monitoring and BT modification. Together, these extensions move toward
policies that can adapt both before and during execution, improving robustness in dynamic
settings.
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10 Pre-Execution Failure Handling with Vision–Language Mod-
els

This chapter addresses RQ2.2: Can a robot detect and explain failures before executing a skill,
enabling preemptive intervention using environmental feedback? We focus on failures that
arise not during execution, but beforehand, when symbolic preconditions are violated or
task assumptions do not hold. The challenge is to detect such failures automatically and
adapt the robot’s policy before acting. Our approach, developed in Paper V: Addressing
Failures in Robotics using Vision-Based Language Models (VLMs) and Behavior Trees
(BT), integrates VLMs into the symbolic planning loop. VLMs provide a flexible interface
to inspect the current environment and predict task feasibility. If a problem is identified,
the system adapts its policy by modifying or extending the current BT before execution
begins.

10.1 Motivation and Positioning within Existing Work

In symbolic robot planning, task failures are often discovered only during execution, when
it is already too late. Studies have shown that classical planners assume perfect action exe-
cution and only detect errors after execution fails, requiring mid-course replanning [168].
Similarly, task & motion planning systems rely on predefined symbolic models and only
detect precondition violations when grounding fails during execution [169]. More recent
methods have begun augmenting planning pipelines with LLM-based plan verification to
anticipate such issues before they occur [170].

Prior work focuses primarily on reacting to execution failures. For instance, Wu et al. [97]
designed BT based recovery strategies for known errors, while Ahmad et al. [9] compose
symbolic recovery skills for anticipated execution-level failures. These methods require pre-
defined failures and do not generalize to novel scenarios. Some systems use VLMs to gen-
erate recovery actions post-facto, such as Chen et al. [137] and AHA [93], but these ap-
proaches handle symbolic correction only indirectly and after plan execution has begun.
ReplanVLM [100] rebuilds the plan entirely upon failure, maintaining symbolic structure
but relying on re-planning rather than incremental correction.

A key limitation across these methods is the assumption of perfect symbolic knowledge and
the lack of proactive plan inspection before execution. To address this gap, our method
(Paper V) injects a VLM before execution. The VLM reviews the current scene, symbolic
state, and BT to predict feasibility. If a symbolic precondition is violated, it identifies the
missing condition or suggests a new skill.
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A reactive planner then incrementally extends or patches the BT, unlike PDDL replanning,
this reactive planner retains existing plan structure and enables targeted BT extension [107,
38]. This results in truly proactive failure handling: the robot adapts its symbolic policy
using multi-modal feedback, before execution begins.

This chapter evaluates whether pre-execution symbolic reasoning is feasible and beneficial.
Drawing on Paper V, we explore how VLMs can detect potential failures early, articulate
them in symbolic terms, and enable corrective BTs that are both interpretable and reusable.

10.2 Approach Overview

To address RQ2.2, we propose a framework that augments symbolic robot policies with
visual and language-based reasoning before execution begins. The goal is to detect potential
failures, such as violated symbolic preconditions or the absence of a needed skill, and pro-
actively correct the BT to ensure feasibility. Rather than relying on post-failure recovery,
the robot evaluates whether the current plan is valid in its actual environment and, if not,
amends it accordingly. This is achieved by integrating a VLM with a reactive planner and
symbolic BTs. The VLM acts as a reasoning module that interprets both visual observa-
tions and symbolic structure, while the reactive planner enables dynamic modification of
BTs based on preconditions.

Our approach decomposes pre-execution failure handling into three abstract reasoning
stages:

• Failure detection: Is the current BT likely to fail in this environment? (binary output
from the VLM)

• Failure identification: Which skill is expected to fail, and which precondition is
violated?

• Failure correction: How can the symbolic plan be augmented to restore feasibility?

This chain-of-thought [171] style reasoning makes the internal logic of the system transpar-
ent and auditable. The different steps of th approach are shown in Figure 25.

To perform this reasoning, the VLM is prompted with four types of input:

• RGB images from multiple viewpoints, which provide visual context and help re-
solve occlusions in cluttered scenes.
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Figure 25: Overview of the proposed VLM-BT integration: the VLM receives multi-view RGB
images, symbolic BTs, skill descriptions, and known conditions. It predicts missing
conditions or skill templates to correct pre-execution failures. The reactive planner then
synthesizes an updated BT and lastly the parameters are tuned either manually, via a
reasoner or using RL before execution on the robot.

• The current BT, represented in plain text, which describes the robot’s intended se-
quence of actions.

• Theskill library, containing symbolic skills with natural language descriptions, which
defines available actions and their symbolic semantics.

• The known symbolic conditions, which encode the system’s current knowledge
about the world state.

Given this prompt, the VLM assesses the feasibility of the BT. If a failure is likely, it returns
either:

• A missing_condition, e.g., hole free, representing a symbolic requirement
that is not currently satisfied.

• A suggested_skill, such as a Push action, encoded as a skill template with a
symbolic name, parameters, and postconditions, when the missing_condition
alone is insufficient to resolve the failure.

The use of missing_condition as the primary output is motivated by how the reactive
planner operates. Once a missing precondition is added to a skill node in the BT, the re-
active planner automatically expands the tree by backchaining through the skill library to
find a skill (or sequence of skills) whose postconditions satisfy it. This makes the correc-
tion process modular, symbolic, and grounded in the planner’s existing action model. For
example, appending the condition hole free to an insertion skill causes the planner to
insert a Pick-Place subtree if it has matching postconditions or suggest a new Push skill
if the obstacle is larger than the gripper affordance.
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If no known skill satisfies the missing condition, the VLM proposes a new skill template.
A human expert then reviews and completes this template. Once added to the library, the
skill becomes available for future expansions. (In such cases, its symbolic cost is adjusted
to prioritize it appropriately over alternatives that produce the same effect.)

Once the BT structure is finalized, skill parameters must still be specified. These include
continuous values such as force, pose offsets, or velocities. Depending on the task, these
parameters can be selected manually, inferred through symbolic reasoning, or optimized
using learning techniques such as bayesian optimization, as introduced in Chapter 6.

Throughout this process, the VLM never directly controls execution. Instead, it serves
as a pre-execution filter that inspects planned actions against the current environment and
suggests symbolic corrections. The reactive planner then synthesizes a new plan that satisfies
the goal under current conditions. This combination enables the system to proactively
detect and resolve pre-execution failures in a way that is general, interpretable, and reusable.

10.3 Illustrative Scenarios

We evaluate the proposed framework using robosuite [robosuite2023] simulations and
GPT-4o as the VLM. Each scenario begins with a nominal BT that would succeed in an
ideal environment. An unforeseen precondition violation is then introduced, and we assess
whether the VLM and reactive planner can detect and correct the plan before execution.
Execution stages for the first two scenarios (small and large obstacle) are illustrated in Fig-
ure 24, where each row shows the visual progression from failure detection to task success.
The corresponding symbolic plan corrections, before and after VLM-guided updates, are
shown in Figures 26 and 27.

Peg-in-hole with small obstacle: A small obstacle blocks the hole. The VLM identifies
this as a potential failure and suggests the symbolic precondition hole free (internally
represented as check_loc). The reactive planner responds by appending a recovery subtree
composed of Grasp, Reach, and Open actions, forming a Pick-Place behavior that
clears the hole. This example demonstrates successful symbolic correction through known
skill reuse. The original BT is shown is Figure 1.
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Figure 26: BT correction for small obstacle scenario: the VLM proposes a missing condition,
which the reactive planner satisfies by inserting a known Pick-Place subtree.

Peg-in-hole with large obstacle: A large object blocks the hole and cannot be grasped.
The VLM detects this condition and determines that no existing skill can satisfy the miss-
ing precondition. It then suggests a new Push skill template, which is later completed by a
human expert and added to the skill library. In subsequent runs, this new skill is automat-
ically selected by the planner when the same condition arises. The original BT is shown is
Figure 1.

Lift task: An obstacle rests on the target object. The VLM suggests the symbolic condi-
tion target clear as a missing precondition for the grasping skill. The planner resolves
this by inserting a known Pick-Place subtree that clears the obstacle from the grasp
target.

Door opening: The robot attempts to pull a door without turning the handle. The VLM
proposes handle turned as a missing precondition, which is satisfied by inserting the
known TurnHandle skill as a prerequisite step.

For detailed BT structures and step-by-step execution sequences corresponding to each
scenario, please refer to the supplementary material provided in Paper V.
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Figure 27: BT correction for large obstacle scenario: the VLM detects a precondition violation
and proposes a new Push skill, which is later reused in future plan expansions.

10.4 Evaluation and Findings

We conducted 10 trials per scenario using GPT-4o as the Vision–Language Model. To
ensure reproducibility and stable outputs, we used a deterministic decoding configuration
with temperature = 0.1 and top_p = 0.1. This setting reduces the randomness in
generation, helping the model consistently return valid symbolic conditions or skill sug-
gestions.

• Consistent failure detection: The VLM successfully detected and corrected symbolic
failures in all tasks across all trials, achieving 100% consistency.

• Role of vision: Removing image input severely degraded performance. In the peg-
in-hole with large obstacle scenario, success dropped from 100% with vision to 30%
using only text-based prompts. Even when feasibility constraints were manually in-
cluded in the prompt, success reached only 60%, with inconsistent and unreliable
outputs. This reinforces that visual grounding is essential for physically meaningful
reasoning, LLMs alone cannot substitute for perception in geometry sensitive tasks.

• Skill feasibility: All VLM-generated conditions and skill suggestions were executable
and matched the physical constraints of the robot and scene. In our setup, skill
feasibility refers to whether a suggested action aligns with the robot’s capabilities
(e.g., grasping only if the object is within gripper size limits or not occluded). This
ensures that the recovery suggestions are practical and do not introduce additional
failure risk.
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These results indicate that VLM-based pre-execution reasoning can scalably extend sym-
bolic policies while maintaining consistency and physical realism. The ability to correct
plans before execution, and ensure that proposed corrections are executable, makes this
approach promising for reducing failure rates in real-world robot deployments.

10.5 Discussion

This work demonstrates that VLMs can be effectively integrated into symbolic planning
pipelines to anticipate failures before execution. By inspecting both the visual context and
the symbolic policy, the VLM enables proactive correction of missing preconditions or
capabilities. This allows the robot to avoid futile actions and instead begin execution from
a policy that has already been adapted to its current environment.

One notable insight is the VLM’s capacity to reason about physical feasibility, for instance,
recognizing that an obstacle is too large for the gripper to grasp and instead proposing a
new action like pushing. This suggests that the VLM is not only grounded in visual and
symbolic input but can align its suggestions with task and hardware constraints, enabling
physically valid plan corrections.

Once a correction is proposed and accepted, it becomes reusable: the updated BT and
skill library entries persist, allowing future plans to inherit robustness without repeating
the correction step. Over time, this allows the system to incrementally build resilience to
disturbances without relying on hardcoded recovery branches or exhaustive planning.

However, there are still limitations. The system depends on the VLM’s ability to generalize
from minimal demonstrations or examples. While the reactive planner ensures symbolic
consistency, the feasibility of entirely new skills still requires human validation. This means
that the approach, while reducing manual effort, is not yet fully autonomous. Moreover,
pre-execution reasoning assumes the failure is detectable from the visual and symbolic
prompt; failures that emerge only during execution (e.g., slipping, deformation) remain
outside the current scope.

In the broader context of RQ2.2, this chapter shows that symbolic failure detection before
execution is both feasible and beneficial when guided by a vision–language model. The in-
tegration of learned multimodal reasoning with reactive symbolic planning offers a scalable
path toward adaptable, interpretable robot behavior. The next chapter (Chapter 11) builds
on this foundation by addressing RQ2.3, extending the framework to handle runtime fail-
ures through monitoring and dynamic BT modification.
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11 Real-Time Monitoring and Reactive Recovery

This chapter addresses RQ2.3: How can a robot detect, explain, and correct failures during
execution, not just beforehand, while remaining modular and interpretable?

Whereas Chapter 10 focused on detecting failures before execution begins, many realistic
failures only manifest at runtime due to dynamic disturbances, occlusions, or human in-
terference. In such cases, pre-execution inspection is insufficient. RQ2.3 therefore asks
whether robots can handle such failures in a modular and interpretable manner as they
occur, rather than relying solely on proactive planning or full replanning.

Our approach, developed in Paper VI: A Unified Framework for Real-Time Failure Hand-
ling in Robotics Using Vision–Language Models, Reactive Planner and Behavior Trees,
builds on the pre-execution verification framework introduced in Chapter 10, and extends
it with a real-time monitoring loop. The robot checks symbolic preconditions and post-
conditions during execution, invokes a VLM to reason about missing knowledge, and uses
a reactive planner to dynamically extend the running BT. The result is a unified, two-phase
framework for failure handling that supports both proactive and reactive intervention, us-
ing shared symbolic and visual representations.

11.1 Motivation and Positioning within Existing Work

Robots deployed in unstructured environments, from assistive homes to cluttered factories,
must contend with dynamic and partially observable surroundings. Failures can emerge not
just from initial planning errors, but from unexpected runtime events such as occlusions,
object displacements, or human interference. As described in Chapter 4, proactive fail-
ure recovery attempts to prevent such issues by inspecting the environment and symbolic
policy before execution. However, this strategy cannot catch failures that depend on action
outcomes or newly revealed conditions. Reactive failure recovery instead responds during
execution, typically by verifying symbolic conditions and inserting repairs as needed.

Pre-execution verification, discussed in Chapter 10, is effective in catching incomplete plans
or known symbolic violations. Yet, consider a drawer placement task: the robot may cor-
rectly plan to open a drawer and place an object, only to discover at runtime that the drawer
already contains an item. This postcondition violation (occupied(drawer)) is invisible
until the drawer is opened. The robot must reactively insert a subgoal to clear the drawer,
a correction that was not known or relevant at planning time.

Prior work has explored related ideas across different failure handling modes. Reactive sym-
bolic recovery methods such as Wu et al. [97] use BTs with hand-coded fallback branches
for each known failure type. Similarly, RACER [102] integrates recovery strategies into
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imitation learning pipelines. While interpretable, both approaches require predefining the
types of failures and do not generalize to unseen ones. RECOVER [88] introduces symbolic
monitors to detect failures and supports plan repair, but relies heavily on fixed relational
graphs and pre-specified symbolic descriptions, limiting applicability in changing environ-
ments.

Large language and vision–language models have also been explored for failure reasoning.
REFLECT [91] summarises past experience and queries an LLM for failure explanations,
but only after execution. AHA [93] and DoReMi [92] detect and explain failures using
VLMs at selected checkpoints, but do not operate over structured symbolic policies. Sim-
ilarly, Code-as-Monitor [95] monitors execution against pseudo-code representations, but
lacks symbolic correction capabilities. While these methods support failure understanding,
they do not permit real-time symbolic repair within ongoing plans.

Other works improve real-time perception and affordance grounding. Chen et al. [137] op-
timize prompts to detect spatial violations using VLMs, but treat the model as a standalone
policy selector rather than part of a symbolic system. Causal-based reasoning [105] and
CurricuLLM [106] use LLMs to learn causally valid curricula or identify action depend-
encies, but require posthoc plan re-generation or retraining, rather than direct symbolic
correction during execution.

In contrast to these works, our approach in Paper VI offers three distinctive contributions.
First, it performs real-time symbolic monitoring by continuously verifying preconditions
and postconditions at every skill tick and detecting violations through a combination of
visual and symbolic context. Second, it uses a reactive planner to insert missing precon-
ditions or new skills directly into the currently running BT, avoiding full replanning and
preserving the interpretability of the symbolic structure. Third, it employs a unified reas-
oning pipeline for both pre-execution and real-time recovery, built around a shared VLM,
incremental scene graph, and execution log. This enables consistent, modular failure de-
tection and correction throughout the entire task lifecycle.

The next subsection describes the architecture and key components of this unified frame-
work in detail.

11.2 Approach Overview

To address RQ2.3, we extend the pre-execution failure detection framework introduced in
Chapter 10 by enabling robots to also detect and correct failures during execution. While
pre-execution checks can catch infeasible plans before any movement begins, many fail-
ures arise only at runtime due to occlusions, sensor drift, or environmental changes. Our
approach combines a BT execution policy, a reactive planner, and a VLM into a unified
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two-phase loop for symbolic failure detection and repair.

Figure 28: Overview of the two-phase system. The Pre-execution phase verifies the planned BT
before execution by checking for missing conditions or skills to address the failure. The
Real-time monitoring phase uses Verifier and the Suggestor module to monitor pre and
post conditions, execution, detect failures, and propose corrections.

The framework consists of two distinct but integrated phases:

(1) Pre-execution verification, performed once immediately after planning, uses the same
method introduced in Chapter 10 (Paper V). The VLM analyzes the generated BT and
the current environment to suggest either a missing symbolic precondition or a new skill
template. The reactive planner integrates this correction by expanding the BT accordingly.
This helps anticipate and fix symbolic gaps before execution starts.
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(2) Real-time monitoring, applied at every tick of BT execution, performs continuous
failure detection and correction. Two modules operate in this phase:

• The Verifier checks that skill preconditions are satisfied before execution and verifies
postconditions afterwards. Failures are handled reactively by the BT structure (e.g.,
retrying or reselecting).

• The Suggestor is invoked when a failure is detected. It reuses the same prompting
strategy as the pre-execution phase but is applied during runtime. It returns missing
conditions or new skill templates based on current multimodal context, enabling
incremental repairs.

The key idea is to preserve the modular, interpretable structure of symbolic BTs while aug-
menting them with real-time visual reasoning and language-based correction. We reuse
the same chain-of-thought reasoning process as in Chapter 10, detection, identification, and
correction, but now apply it both before and during execution.

Figure 28 shows the overall system, including both monitoring phases and shared inputs.

Both phases rely on a common set of structured inputs:

• RGB-D images (front and side views) provide real-time visual context and help re-
solve occlusions in cluttered scenes.

• Skill library contains the set of symbolic skills available to the robot, each annotated
with pre- and post-conditions.

• Conditions represent a fixed set of boolean predicates. For instance, on(obj1,obj2)
and grasped(obj) define the symbolic world state.

• Scene graph encodes symbolic object–object and robot–object relations using the
same condition predicates. This structure complements image input by making
world knowledge accessible to symbolic reasoning and the VLM.

• Behavior tree represents the current execution policy. It is dynamically updated by
the reactive planner when symbolic fixes are needed.

• Execution history, used only during runtime, logs previous skill ticks, their out-
comes, and changes in the scene graph. This is particularly useful when failures
depend on subtle visual shifts that happen during skill execution but are only detec-
ted afterward. For example, in a stacking task, if a human removes an object from
the table while the robot is approaching it, the history allows the system to recognize
the failure retrospectively even though it was not observed during skill execution.
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The two-phase architecture ensures that known symbolic gaps are caught early (pre-execution),
while runtime failures, those that emerge through interaction, are detected and resolved
on-the-fly. The VLM never controls the robot directly; it only suggests symbolic additions
based on multimodal inputs. The reactive planner handles policy expansion, ensuring that
all corrections remain interpretable, grounded, and consistent with the symbolic model.

The next subsection introduces the visual perception pipeline that enables real-time scene
understanding and maintains the scene graph required for symbolic monitoring.

11.3 Visual Pipeline and Scene Graph Maintenance

Reliable real-time monitoring depends on accurate, low-latency perception of the robot’s
environment. To support symbolic reasoning over object relations and skill outcomes,
we maintain a continuously updated scene graph using a structured visual pipeline that
operates at 15 Hz. This scene graph encodes object–object and robot–object relationships
such as on, inside, or holding, which are used by the verifier and suggestor during both
pre-execution and runtime monitoring.

The pipeline combines object detection, segmentation, pose estimation, and relation in-
ference. Object detection is performed using Grounding DINO [172], which produces
2D bounding boxes conditioned on language prompts. These detections are passed to
SAM2 [173] for instance segmentation and tracking, enabling mask-level precision and
identity maintenance over time. Each segmented region is projected into a point cloud
using RGB-D depth information. We estimate 6-DoF object poses by aligning these point
clouds to pre-scanned object models using RANSAC for initial alignment and PCA for
pose refinement.

Given the object poses and geometries, spatial relations are computed through simple geo-
metric tests. For instance, on(A, B) is inferred if the bottom of object A lies slightly above
the top surface of B within a fixed distance threshold. Similarly, inside(A, B) requires
object A’s bounding volume to be fully enclosed within B’s cavity.

Unlike prior work such as REFLECT [91], which reconstructs a new scene graph from
scratch after each action, we incrementally update the scene graph in-place. Each frame
triggers localized edits: new objects are added, vanished objects are removed, and relations
are re-evaluated only for changed elements. This improves runtime efficiency and con-
sistency, enabling the verifier to correlate current observations with symbolic expectations.
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11.4 Demonstrated Scenarios

We validate our unified failure handling framework across both simulated and physical ro-
botic setups, demonstrating its effectiveness in real-time failure detection, identification,
and correction. Unlike prior work such as REFLECT [91], which generates hierarchical
summaries post-execution for language-guided replanning, our system continuously mon-
itors execution and applies symbolic corrections on-the-fly. This allows us to address both
pre-execution and unforeseen runtime failures, ensuring robust performance across varying
environments.

Simulation (AI2-THOR): We reproduce all failure scenarios in the REFLECT bench-
mark [91] using our framework. Unlike REFLECT, which reconstructs the scene graph and
performs reasoning only after execution completes, our system maintains an incrementally
updated scene graph and performs real-time plan repair. Across all 50 randomly seeded tri-
als, our system achieved 100% task success without requiring post-execution intervention.
Failures such as blocked receptacles, incorrect object states, or occlusions were detected and
corrected during execution via the Verifier and Suggestor modules (see Section 11.2). These
results show that structured symbolic reasoning, combined with proactive VLM checks and
reactive BT rewrites, can fully eliminate the need for retrospective correction.

Physical robot (ABB YuMi): We deploy our system on an ABB YuMi robot equipped
with an RGB-D camera, testing its performance across three tabletop manipulation tasks,
each under dynamic disturbances:

• Peg-in-hole: Execution perturbations include occlusions of the hole and dropped
pegs, leading to symbolic violations such as hole free or
grasped(object).

• Drawer opening: Failures are introduced through drawer jamming or human inter-
ference, requiring skill reordering or insertion of precondition restoring actions.

• Object sorting: External bin movements and object displacement test the system’s
ability to detect spatial inconsistencies like incorrect inside(obj, bin) relations.

We conducted 30 real-world trials (10 per task) with perturbations at varying stages. Our
full framework (pre-execution + reactive monitoring) achieved 100% success. Using only
reactive monitoring also succeeded but required 30% longer execution due to repeated skill
reattempts. Pre-execution-only verification failed in 69% of trials, unable to anticipate
runtime disturbances. These results show that unified failure handling, combining proact-
ive and reactive reasoning, is essential for robust execution in dynamic settings. Demon-
strations on the real robot are shown in Figures 29 and 30.
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11.5 Discussion

This chapter addressed RQ2.3 by presenting a unified framework that enables robots to
detect, explain, and correct failures during execution through real-time symbolic monitor-
ing and reactive plan repair. The proposed system extends the pre-execution framework of
Chapter 10 with runtime modules, PreVerifier, PostVerifier, and Suggestor, that interface
with a VLM and a reactive planner. This integration allows failure detection at every skill
tick and correction through symbolic insertions, preserving modularity and interpretabil-
ity.

Our evaluation confirms that combining proactive and reactive monitoring yields robust
behavior across varied domains. In simulation, the framework succeeded on all REFLECT
benchmark tasks without requiring post-execution replanning. On the physical YuMi ro-
bot, it handled occlusions, disturbances, and unexpected objects without human interven-
tion. Compared to reactive-only or pre-execution-only strategies, our approach maintained
high task success while reducing latency and VLM query costs.

Several limitations remain. First, the VLM operates over a fixed symbolic vocabulary; new
predicates or concepts must be defined manually, limiting adaptability to unseen domains.
Second, the reliance on RGB-D input can degrade under heavy occlusions or lighting
changes. Future extensions may include fusing tactile or proprioceptive inputs for more
robust scene grounding. Finally, each VLM query incurs non-trivial latency. We are cur-
rently exploring local fine-tuned models to improve response time and privacy.

Beyond immediate improvements, our longer-term goal is to enrich runtime reasoning. Fu-
ture work will integrate holding condition monitoring and predictive checks to catch mid-
execution hazards. Additionally, VLA models or diffusion policies could replace skill tem-
plates entirely, enabling autonomous skill suggestion with grounded pre/post-conditions.
These enhancements aim to move closer to general purpose, self-correcting robots that op-
erate reliably in unstructured, human-centered environments.

Concluding Remarks on Symbolic Failure Handling and Real-Time Adaptation
(RQ2)

This part of the thesis addressed RQ2: How can a robot detect, explain, and correct failures
that arise before or during execution, while preserving modularity and interpretability? The
investigation was carried out in three stages.

First, Chapter 9 introduced a method for integrating predefined recovery behaviors into
symbolic robot policies. Using the BTMG framework, both nominal and recovery skills
were modeled uniformly, enabling reuse, modularity, and parameter adaptation. This ap-
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proach supported recovery from known failures through structured planning and offline
tuning.

Next, Chapter 10 extended this capability by addressing failures that occur before execution
begins. The proposed system integrated a VLM into the planning loop to detect missing
symbolic preconditions or absent skills using multimodal reasoning. A reactive planner
then adapted the Behavior Tree accordingly. This enabled proactive correction before any
motion occurred, improving robustness to environment-specific discrepancies.

Finally, Chapter 11 addressed failures that emerge during execution. The unified framework
combined pre-execution verification with real-time monitoring of symbolic preconditions
and postconditions. A runtime Suggestor module queried the VLM reactively when failures
were detected, and the reactive planner modified the BT on-the-fly. This two-phase design
allowed robots to adapt dynamically, detecting failures early, explaining them symbolically,
and recovering without discarding the existing plan.

Together, these contributions demonstrate that structured symbolic policies can be aug-
mented with visual and language-based reasoning to handle both anticipated and unfore-
seen failures. The resulting system achieves generality without sacrificing transparency, and
supports continuous adaptation before and during execution. These insights lay the found-
ation for scalable, interpretable robot autonomy in unstructured environments.
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Conclusions

This thesis presented a modular and introspective framework for robotic skill learning and
failure recovery. It addressed two major challenges: how to represent and generalize in-
terpretable robot policies across task variations, and how to enable autonomous failure
detection, explanation, and correction through pre- and post-execution reasoning.

The first part of the thesis focused on representing and generalizing interpretable robot
policies. BTMGs were used as a hybrid policy representation that combines symbolic task
structure with parametric motion control, enabling modular and interpretable policy exe-
cution (RQ1.1). Policy generalization across task variations was achieved by learning smooth
mappings from task descriptors to motion generator parameters using gaussian processes
(RQ1.2). Real-time adaptation was supported through the PerF model, which dynamically
inferred BTMG parameters during execution (RQ1.3). Together, these studies demon-
strated that combining interpretable policy structures with data-driven parameter learning
enables adaptive and efficient robotic behavior.

The second part of the thesis focused on failure detection and recovery. Recovery behaviors
were encoded as BTMG representation, enabling local, reusable corrections (RQ2.1). To
prevent execution-time failures, VLMs were integrated with a reactive planner and behavior
trees for pre-execution reasoning, allowing the system to detect likely failures and insert
missing skills or conditions before execution (RQ2.2). The framework was then extended
with real-time monitoring, combining symbolic pre- and post-condition checkers, a Verifier
module for continuous skill validation, and a Suggestor module to detect, explain, and
correct failures as they occurred (RQ2.3). This unified framework supports continuous task
execution without resetting, providing both proactive and reactive failure management.

The six research questions (RQ1.1–RQ2.3) were each addressed through a dedicated study.
Table 1 summarizes the mapping between research questions, corresponding contributions,
and how they were answered.

91



Table 1: Summary of research questions and their answers

Research Ques-
tion

Addressed in Answer Summary

RQ1.1: How can
we design robotic
policies that re-
main interpretable
and adaptable?

Papers I Utilized BTMGs as a hybrid representation separ-
ating symbolic structure from motion parameters,
supporting modular and interpretable policies.

RQ1.2: How can
these policies gen-
eralize to new task
variations?

Papers II Achieved parameter generalization via learned map-
pings from task descriptors to motion generator
parameters using gaussian processes.

RQ1.3: How can
policy parameters
be efficiently in-
ferred at runtime?

Paper III Introduced PerF, a lightweight model for real-time
parameter inference based on performance and
feasibility surrogates.

RQ2.1: How can
we design modu-
lar recovery beha-
viors?

Paper IV Modeled recovery behaviors using the BTMG ap-
proach, which can be dynamically inserted to
handle localized failures.

RQ2.2: How can
failures be detected
and explained be-
fore execution?

Paper V Enabled pre-execution plan verification with VLMs
to identify missing symbolic conditions, skills and
suggest corrective steps.

RQ2.3: How can
failures be detec-
ted and recovered
from during execu-
tion?

Paper VI Extended the framework with real-time symbolic
monitoring, a Verifier for pre- and post-condition
checks, and a Suggestor module to identify miss-
ing symbolic conditions, skills and suggest correct-
ive steps.

This thesis demonstrates that symbolic structure and data-driven learning can complement
each other effectively. BTMGs provide a transparent policy representation while support-
ing real-time adaptation. Modular recovery integrated into policy structure becomes a
first-class capability rather than an afterthought. Finally, VLM-supported semantic reas-
oning closes the loop between perception, symbolic understanding, and policy adjustment,
enabling robots to adapt and recover autonomously in dynamic environments.

Limitations and Future Work

While this thesis presents a modular and introspective framework for robotic skill learning
and failure recovery, several limitations remain, which also suggest directions for future
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research.

The current framework has been evaluated on tasks with moderate complexity, such as
tabletop and mobile manipulation. Scaling to more challenging domains like humanoid
locomotion, dexterous manipulation, or deformable object handling remains an open prob-
lem. These tasks require managing high-dimensional state spaces and long skill sequences,
which could benefit from hierarchical policies and structured task decomposition.

Another limitation comes from the use of VLMs. Current VLMs are trained on general in-
ternet data and are not optimized for robotic scenarios, which can lead to semantic drift and
occasional misinterpretation of task-specific queries. They also introduce latency, which
makes real-time monitoring more challenging. A promising direction is to fine-tune VLMs
or develop smaller, robot-focused models to improve both accuracy and responsiveness.

In addition, the framework currently relies on manually defined skills, which limits scalab-
ility for diverse or long-horizon tasks. A natural next step is to replace manually written
skills with fine-tuned VLA models or diffusion policies that generate executable trajector-
ies. These trajectories could then be automatically wrapped into skills using VLM-extracted
preconditions and postconditions. These skills can then be autonomously generated and
embedded within the behavior tree and reactive planning framework. This allows the sys-
tem to monitor execution, handle failures, and maintain long-horizon task performance.
By wrapping behaviors generated by VLA models or diffusion policies in this structured
framework, the system overcomes one of the main weaknesses of purely data-driven meth-
ods. It gains the ability to supervise execution and recover from errors at the skill level.

Another limitation is that the system does not currently output confidence or feasibility
scores for its suggested actions. This makes the framework vulnerable to edge cases where
proposed skills might be unsafe or infeasible. Future work could explore integrating static
verification and continuous integration checks inspired by software testing, ensuring that
foundation model outputs are feasible and safe before execution.

Finally, proactive failure prediction is still limited. While the framework performs pre-
execution verification and real-time monitoring, it does not fully anticipate holding con-
dition violations during skill execution. Extending the system with predictive monitoring,
simulation based foresight, and probabilistic reasoning would allow robots to prevent fail-
ures before they occur, further improving robustness.

Overall, future work lies in scaling to more complex domains, adopting fine-tuned VLMs
and VLAs or diffusion policies for automated skill synthesis, and integrating predictive
and safety-aware mechanisms. These directions aim to enhance the system’s autonomy,
reliability, and adaptability in open-ended real-world environments.
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Chapter 1

Skill-based Multi-objective
Reinforcement Learning of Industrial
Robot Tasks with Planning and
Knowledge Integration

1 Abstract

In modern industrial settings with small batch sizes it should be easy to set up a robot system
for a new task. Strategies exist, e.g. the use of skills, but when it comes to handling forces
and torques, these systems often fall short. We introduce an approach that provides a com-
bination of task-level planning with targeted learning of scenario-specific parameters for
skill-based systems. We propose the following pipeline: the user provides a task goal in the
planning language PDDL, then a plan (i.e., a sequence of skills) is generated and the learn-
able parameters of the skills are automatically identified, and, finally, an operator chooses
reward functions and parameters for the learning process. Two aspects of our methodo-
logy are critical: (a) learning is tightly integrated with a knowledge framework to support
symbolic planning and to provide priors for learning, (b) using multi-objective optimiza-
tion. This can help to balance key performance indicators (KPIs) such as safety and task
performance since they can often affect each other. We adopt a multi-objective Bayesian
optimization approach and learn entirely in simulation. We demonstrate the efficacy and
versatility of our approach by learning skill parameters for two different contact-rich tasks.
We show their successful execution on a real 7-DOF KUKA-iiwa manipulator and outper-
form the manual parameterization by human robot operators.
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2 Introduction

Industrial environments with expensive and fragile equipment, safety regulations and fre-
quently changing tasks often have special requirements for the behaviour policies that con-
trol a robot: First, the trend in industrial manufacturing is to move to smaller batch sizes
and higher flexibility of work stations. Reconfiguration needs to be fast, easy and should
minimize downtime. Second, it is important to be able to guarantee the performance as
well as safety for material and workers. Therefore, it is crucial to be able to understand
what action is performed when and why. Finally, in industrial environments digital twins
provide a lot of task-relevant information such as material properties and approximate part
locations that the robot behavior policies have to consider.

One way to fulfill these criteria is to use systems based on parameterized skills [1, 2, 3]. These
encapsulated abilities realize semantically defined actions such as moving the robot arm,
opening a gripper or localizing an object with vision. State-of-the-art skill-based software
architectures can not only utilize knowledge, but also automatically generate plans (skill-
sequences) for a given task [4, 5]. The skill-based approach is powerful when knowledge
can be modeled and formalized explicitly [1, 2]. But it is often limited when it comes to
skill parameters of contact-rich tasks that are difficult to reason about. One example are
the parameters of a peg insertion search strategy where material properties (e.g. friction)
and the robot controller performance need to be considered. While it is possible to create a
reasoner that follows a set of rules to determine such skill parameters, it is often challenging
to implement and to maintain.

Another way to handle this is to have operators manually specify and try values for these
skill parameters. However, this is a manual process and can be cumbersome.

Finally, it is possible to allow the system to learn by interacting with the environment.
However, many policy formulations that allow learning (e.g. artificial neural networks)
have deficiencies which make their application in an industrial domain with the above-
mentioned requirements challenging. Primarily during the learning phase, dangerous be-
haviors can be produced and even state-of-the-art RL methods need hundreds of hours of
interaction time [6]. Learning in simulation can help to reduce downtime and dangers for
the real system. But many policy formulations are black boxes for operators and it can be
hard to predict their behavior, which could hinder the trust to the system [7] Moreover,
the simulation-to-reality gap [8, 9] is bigger in lower-level control states (i.e. torques), and
policies working directly on raw control states struggle to transfer learned behaviors to the
real systems [6]. Our policy formulation consisting of behavior trees (BT) with a motion
generator [10] has shown to be able to learn interpretable and robust behaviors [11].

The formulation of a learning problem for a given task is often not easy and becomes more
challenging if factors such as safety or impact on the workstation environment need to be
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Figure 1.1: The robot setup used for the experiments. Wooden boards indicate the start location
for the push task. The goal is the corner between the fixture and the box with the hole
for the peg task.

considered. Multi-objective optimization techniques allow to specify multiple objectives
and optimize for them concurrently. This allows operators to select from solutions that are
optimal for a certain trade-off between the objectives (usually represented as a set of Pareto-
optimal solutions). In order to learn sample-efficient and to support the large variety of
skill implementations as well as scenarios, we use gradient-free Bayesian optimization as an
optimization method.

In this paper we make the following contributions:

1. We introduce a new method which seamlessly integrates symbolic planning and re-
inforcement learning for skill-based systems to learn interpretable policies for a given
task.

2. A Bayesian multi-objective treatment of the task learning problem, which includes
the operator through easy specification of problem constraints and task objectives
(KPIs); the set of Pareto-optimal solutions is presented to the operator and their
behavior can be inspected in simulation and executed on the real system.

3. We demonstrate our approach on two contact-rich tasks, a pushing task and a peg-in-
hole task. We compare it to the outcome of the planner without reasoning, randomly
sampled parameter sets from the search space and the manual real-world paramet-
erization process of robot operators. In both tasks our approach delivered solutions
that even outperform the ones found by the manual search of human robot operat-
ors.
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3 Related Work

3.1 Skill-based Systems

Skill-based systems are one way to support a quick setup of a robot system for a new task and
to allow re-use of capabilities. There are multiple definitions of the term skills in the literat-
ure. Some define it as a pure motion skills [12] or ”hybrid motions or tool operations” [13].
Other work has a broader skill definition [1, 2, 3, 4, 5, 14, 15]. In this formulation, skills can
be arbitrary capabilities that change the state of the world and have pre- and postconditions.
Their implementation can include motion skills, but also proficiencies such as vision-based
localization of objects. In [16] skills are ”high-level reusable robot capabilities, with the
goal to reduce the complexity and time consumption of robot programming”. However,
compared to [3] and [14] they do not use pre- and postconditions. In [17], an integrated
system for manual creation of task plans is presented and shares the usage of BTs with our
approach.

Task planners are used in [1, 2, 4, 5, 14, 18, 16, 13] while [17] lacks such a capability.

In [16] it is suggested that ”Machine learning can be performed on the motion level, in
terms of adaptation, or can take the form of structured learning on a task/error specification
level”. However, none of the reviewed work offers a combination task-level planning with
learning.

3.2 Policy Representation and Learning

An important decision to make when working with manipulators is the type of policy rep-
resentation and on which level it interfaces with the robot. The latter can strongly influence
the learning speed and the quality of the obtained solutions [19, 20]. These choices also in-
fluence the form of priors that can be defined and how they are defined [6]. Not many
policies combine the aforementioned properties of being a) interpretable, b) parameteriz-
able for the task at hand and c) allow learning or improvement.

The commonly used policy representations for learning systems include radial basis func-
tion networks [21], dynamic movement primitives [22, 23] and feed-forward neural net-
works [21, 24]. In recent years deep artificial neural networks (ANN) seem to become a
popular policy. All of them have in common that their final representation can be diffi-
cult to interpret. Even if a policy only sets a target pose for the robot to reach, it can be
problematic to know how it reacts in all parts of the state space. In contrast to that, [11]
suggests to learn interpretable policies based on behavior trees [10]. They work explicitly
in end-effector space and allow for an easy formulation of parameter priors to accelerate
learning [25].
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3.3 Planning and Learning

Symbolic planning is combined with learning in [26, 27, 28, 29]. In [26], the PLANQ-
Learning algorithm uses a symbolic planner to shape the reward function based on the
conditions defined which are then used by the Q-learner to get an optimal policy with
good results on the grid domain. [27] uses the combined symbolic planner with reinforce-
ment learning (RL) in a hierarchical framework to solve complex visual interactive question
answering tasks. PEORL [28] integrates symbolic planning and hierarchical reinforcement
learning (HRL) to improve performance by achieving rapid policy search and robust sym-
bolic planning in the taxi domain and grid world. SPOTTER [29] uses RL to allow the
planning agent to discover the new operators required to complete tasks in Grid World.
In contrast to all these approaches, our approach aims towards real-life robotic tasks in an
Industry 4.0 setting where a digital twin is available.

In [30], the authors combine symbolic planning with behavior trees (BT) to solve blocks
world tasks with a robot manipulator. They use modified Genetic Programming (GP) [31]
to learn the structure of the BT. In our approach, we focus on learning the parameters of
the skills in the BT and utilize a symbolic planner to obtain the structure of the BT.

4 Approach

Our approach consists of two main components that interact in different stages of the
learning pipeline: First, SkiROS [14], a skill-based framework for ROS, which represents
the implemented skills with BTs, hosts the world model (digital twin), and interacts with
the planner. SkiROS is also used to execute BTs while learning and to perform tasks on the
real system. Second, the learning framework that provides the simulation, the integration
with the policy optimizer as well as the reward function definition and calculation.

The architecture of the system and the workflow is shown in Figure 1.2: (1) an operator
enters the task goal into a GUI; (2) a plan with the respective learning scenario configur-
ation is generated; (3) an operator complements the scenario with objectives and reward
functions; (4) learning is conducted in simulation using the skills and information from
the world model; (5) in the multi-objective optimization case, a set of Pareto-optimal solu-
tions is generated and presented to the operator; finally, (6) the operator can select a good
solution from this set given the desired trade-off between KPIs and execute it on the real
system.
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Figure 1.2: The architecture of the system that depicts the pipeline: (1) The operator enters the
goal state; (2) a learning scenario for the plan is created; (3) rewards and
hyperparameters are specified; (4) learning is conducted using the skills and the
information in the world model; (5) after policy learning, the operator can choose
which policies to execute on the real system (6).

4.1 Behavior Trees

A Behavior Tree (BT) [32] is a formalism for plan representation and execution. Like [18,
33], we define it as a directed acyclic graph G(V,W ) with |V | nodes and |W | edges. It
consists of control flow nodes (processors), and execution nodes. The four basic types of control
flow nodes are 1) sequence, 2) selector, 3) parallel and 4) decorator [33]. A BT always has one
initial node with no parents, defined as Root, and one or more nodes with no children,
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called leaves. When executing a BT, the Root node periodically injects a tick signal into the
tree. The signal is routed through the branches according to the implementation of the
control flow nodes and the return statements of their children. By convention, the signal
propagation goes from left to right.

The sequence node corresponds to a logical AND: it succeeds if all children succeed and
fails if one child fails. The selector, also called fallback node, represents a logical OR: If one
child succeeds, the remaining ones will not be ticked. It fails only if all children fail. The
parallel control flow node forwards ticks to all children and fails if one fails. A decorator
allows to define custom functions. Implementations like extended Behavior Trees (eBT) in
SkiROS [18] add custom processors such as parallel-first-success that succeeds if one of the
parallel running children succeeds. Leaves of the BT are the execution nodes that, when
ticked, execute one cycle and output one of the three signals: success, failure or running.
In particular, execution nodes subdivide into 1) action and 2) condition nodes. An action
performs its operation iteratively at every tick, returning running while it is not done, and
success or failure otherwise. A condition performs an instantaneous operation and returns
always success or failure and never running. An example of the BT for the peg insertion task
is in Fig. 1.3.

4.2 Planning and Knowledge Integration

The Planning Domain Definition Language (PDDL) [34, 4] is used to formulate the plan-
ning problem. We use the SkiROS [14] framework that automatically translates a task into
a PDDL planning problem by generating domain description and problem instance using
the world model. We then use the semantic world model (WM) from SkiROS [14] as the
knowledge integration framework.

Actions and fluents are obtained by utilizing the predicates that have pre- or post-conditions
in the world model. For the problem instance, the objects (robots, arms, grippers, boxes,
poses, etc.) in the scene and their initial states (as far as they are known) are used. After get-
ting the necessary domain description and the problem instance, SkiROS calls the planner.
The goal of the planner is to return a sequence of skills that can achieve the goal conditions
of the task. The individual skills are partially parameterized with explicit data from the
WM. The WM is aware of the skill parameters that need to be learned for the task at hand
and they are automatically identified in the skill sequence.
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Figure 1.3: The BT of the generated plan for the peg insertion task in eBT format [18]. Each node
has conditions or pre-conditions shown in the upper half and effects or post-conditions
shown in the lower half. The serial start control flow node (→∗) executes in a sequence
and remembers the successes. The skills have a parallel-first-success processor
(< ||FS >).

4.3 Policy Optimization

In order to optimize for policy parameters, we adopt the policy search formulation [21, 6,
24]. We formulate a dynamical system in the form:

xt+1 = xt +M(xt,ut,ϕR), (1.1)

with continuous-valued states x ∈ RE and actions u ∈ RU . The transition dynamics
are modeled by a simulation of the robot and the environment M(xt,ut,ϕR). They are
influenced by the domain randomization parameters ϕR.

The goal is to find a policy π,u = π(x|θ) with policy parameters θ such that we maximize
the expected long-term reward when executing the policy for T time steps:

J(θ) = E

[
T∑
t=1

r(xt,ut)|θ

]
, (1.2)
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where r(xt,ut) is the immediate reward for being in state x and executing action u at
time step t. The discrete switching of branches in the BT and most skills are not differ-
entiable. Therefore, we frame the optimization in Eq. (1.2) as a black-box optimization
and pursue the maximization of the reward function J(θ) only by using measurements of
the function. The optimal reward function to solve the task is generally unknown, and a
combination of reward functions is usually used. In the RL literature, this is usually done
with a weighted average, that is, r(xt,ut) =

∑
iwiri(xt,ut). In this paper, we chose not

to use a weighted average of reward functions that represent different objectives (as the op-
timal combination of weights cannot always be found [35]), but optimize for all objectives
concurrently (Sec. 4.5) using Bayesian Optimization.

4.4 Bayesian Optimization

We consider the problem of finding a global minimizer (or maximizer) of an unknown
(black-box) objective function f : s∗ ∈s∈ f(s), where is some input design space of
interest in D dimensions. The problem addressed in this paper is the optimization of a
(possibly noisy) function f :→ with lower and upper bounds on the problem variables.
The variables defining can be real (continuous), integer, ordinal, and categorical as in [36].
We assume that the function f is in general expensive to evaluate and that the derivatives of
f are in general not available. The function f is called black box because we cannot access
other information than the output y given an input value s.

This problem can be tackled using Bayesian Optimization (BO) [37]. BO approximates
s∗ with a sequence of evaluations, y1, y2, . . . , yt at s1, s2, . . . , st ∈, which maximizes an
utility metric, with each new st+1 depending on the previous function values. BO achieves
this by building a probabilistic surrogate model on f based on the set of evaluated points
{(si, yi)}ti=1. At each iteration, a new point is selected and evaluated based on the sur-
rogate model which is then updated to include the new point (st+1, yt+1). BO defines an
utility metric called the acquisition function, which gives a score to each s ∈ by balancing
the predicted value and the uncertainty of the prediction for s. The maximization of the ac-
quisition function guides the sequential decision making process and the exploration versus
exploitation trade-off: the highest score identifies the next point st+1 to evaluate. BO is a
statistically efficient black-box optimization approach when considering the number of ne-
cessary function evaluations [38]. It is, thus, especially well-suited to solve problems where
we can only perform a limited number of function evaluations, such as the ones found in
robotics.

We use the implementation of BO found in HyperMapper [36, 39, 40, 41]. Our implement-
ation selects the Expected Improvement (EI) acquisition function [42] and we use uniform
random samples as a warm-up strategy before starting the optimization.
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4.5 Multi-objective Optimization

Let us consider a multiple objectives minimization (or maximization) over in D dimen-
sions. We define f :→ Rp as our vector of objective functions f = (f1, . . . , fp), taking
s as input, and evaluating y = f(s) + ϵ, where ϵ is a Gaussian noise term. Our goal is
to identify the Pareto frontier of f , that is, the set Γ ⊆ of points which are not domin-
ated by any other point, the maximally desirable s which cannot be optimized further for
any single objective without making a trade-off. Formally, we consider the partial order
in Rp: y ≺ y′ iff ∀i ∈ [p], yi ⩽ y′i and ∃j, yj < y′j , and define the induced order on :
s ≺ s′ iff f(s) ≺ f(s′). The set of minimal points in this order is the Pareto-optimal set
Γ = {s ∈: ∄s′ such that s′ ≺ s}. We aim to identify Γ with the fewest possible function
evaluations using BO. For this purpose we use the HyperMapper multi-objective Bayesian
optimization which is based on random scalarizations [43].

4.6 Motion Generator and Robot Control

The arm motions are controlled in end-effector space by a Cartesian impedance controller.
The time varying reference or attractor point of the end effector xd is governed by a motion
generator (MG). Given the joint configurationq, we can calculate the end-effector posexee

using forward kinematics and obtain an error term xe = xee−xd. Together with the joint
velocities q̇, the Jacobian J(q), the configurable stiffness and damping matrices Kd and
Dd, the task control is formulated as τc = JT (q) (−Kdxe −DdJ(q)q̇) . Additionally,
the task control can be overlayed with commanded generalized forces and torques Fext =
(fx fy fz τx τy τz): τext = JT (q)Fext. We utilize the integration introduced in [10] and
used in [11], which proposes to parameterize the MG with movement skills from the BT.
The reference pose is shaped by 1) a linear trajectory to a goal point and 2) overlay motions
that can be added to the reference pose as discussed in [10, 11]. E.g. an Archimedes spiral
for search.

To make it compliant with the dynamical system in Eq. (1.1), a new reference configuration
of the controller is only generated at every time step t. It includes the reference pose,
stiffnesses, applied wrench and forms the action u with a dimension of U = 19. The
stiffness and applied force are changed gradually at every time step t to ensure a smooth
motion. The state space consists of joint positions and joint velocities and is E = 14
dimensional. Direct control of the torques of a robot arm requires high update rates and we
control the robot arm at 500 Hz based on the current action u, but continuously updated
values for q and q̇. Therefore, from the perspective of Eq. (1.1), the controller is to be seen
as part of the model M(xt,ut).

We assume a human-robot collaborative workspace with fragile objects. Therefore, the
stiffnesses and applied forces are to be kept to a minimum and less accuracy than e.g. high-
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gain position-controlled solutions is to be expected.

5 Experiments

In our experiments we use a set of pre-defined skills that are part of a skill library. In order
to solve a task, the planner determines a sequence that can achieve the goal condition of
the task. This skill sequence is also automatically parameterized to the extend possible, e.g.
the goal pose of a movement. We evaluate our system in two contact-rich scenarios that
are shown in Fig. 1.1: A) pushing an object with uneven weight distribution to a goal pose
and B) inserting a peg in a hole with a 1.5mm larger radius. Pure planning-based solutions
for both these tasks have a poor performance in reality (Fig. 1.5).

As a baseline we invited six robot operators to manually parameterize the skills for the
tasks. Their main objective is to find a parameter set that robustly solves the task. As an
additional objective they were asked to minimize the impact of the robot arm and its tool
on the environment as long as it does not affect the first objective.

The robot arm used for the physical evaluation is a 7-degree-of-freedom (DOF) KUKA iiwa
arm controlled by a Cartesian impedance controller (Sec. 4.6).

5.1 Reward Functions

For each task, we utilize a set of reward functions parameterized for the learning scen-
ario configuration. Each configured reward has an assigned objective and can be weighted
against other rewards. Each experiment uses a subset of the following reward functions:

1. Task completion: A fixed reward is assigned when the BT returns success upon task
completion.

2. End-effector distance to a box: We use a localized reward to attract the end effector
towards the goal location rh(x) = (2 (d(pee,x,ph) + do))

−1 , where do is the dis-
tance offset and d(pee,x,ph) is the shortest distance function between the end ef-
fector and the box.

3. Applied wrench: This reward calculates the cumulative forces applied by the end ef-
fector on the environment.

Reward functions 4-6 share a common operation of computing an exponential function of
the calculated metric to obtain the reward as used in ([44, 24]) r(dm) = exp

(
− 1

2σ2
w
(dm+

do)
)
, where σw is a configurable width, do is a distance offset and dm is the input metric.
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4. End-effector distance to a goal: This reward uses distance between the end effectors
current pose and goal pose to calculate the input metric dee,g = ‖pee,x − pg‖.

5. End-effector-reference-position distance: This reward uses the distance between the end
effectors reference pose (Sec. 4.6) and its current pose to calculate the input metric.
dee,d = ‖pee,x − xd‖

6. Object-pose divergence: This reward uses the translational and angular distance between
the object’s goal pose and its current pose.

5.2 Push Task

The push task starts by specifying the goal in the SkiROS Graphical User Interface (GUI) as:
(skiros:at skiros:ObjectToBePushed-1 skiros:ObjectGoalPose-1). SkiROS calls
the planner to generate a plan given all the available skills. The plan consists of two skills: 1)
GoToLinear skill and 2) Push skill. The first skill moves the end effector from its current
location to the approach pose of the object. This approach pose is defined in the WM and
needs to be reached before interacting with the object.

The push skill then moves the end effector to the object’s geometric centre with an optional
offset in the horizontal (x) and (y) directions. Once the end effector reaches it, the motion
generator executes a straight line to the (modified) target location.

The push task is formulated as a multi-objective task. It also has two objectives, 1) success
and 2) applied force. The first objective has three associated rewards: 1) object position
difference from goal position, 2) object orientation difference from goal orientation, and 3)
end-effector distance to the goal location. The second objective accumulates the Cartesian
distance between the end-effector reference pose and the actual end-effector pose as a meas-
ure of the force applied by the controller. The learnable parameters in this task are offsets
in the horizontal (x) and (y) direction of both the push skill’s start and goal locations. An
offset of the start location allows the robot to push from a particular point from the side
of the object. Together with the offsets on the goal position, these learnable parameters
collectively define the trajectory of the push.

The object to be pushed has a height of 0.07m and is an orthogonal triangle in the horizontal
dimensions (x) and (y). It has a length of 0.15m and 0.3m and it weights 2.5kg. For this
task we use a square-shaped peg for pushing with a side length of 0.07m and a height of
0.05m. Start and goal locations are ≈ 0.43m apart and are rotated by 26 deg. We define
success if the translational and rotational difference of the object w.r.t the goal is less than
0.01m and 5 deg, respectively.

We learn for 400 iterations and repeat the experiment ten times. In order to obtain solutions
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Figure 1.4: Pareto front of the push task. Each experiment has a different color and each point
represents a Pareto-optimal solution. It shows that higher rewards for pushing require
higher interaction forces with the environment.

that are robust enough to translate to the real system, we apply domain randomization.
Each parameter set is evaluated in seven worlds. Each execution uniformly samples one
out of the four start positions for the robot arm. Furthermore, we vary the location of the
object and the goal in the horizontal (x) and (y) directions by sampling from a Gaussian
distribution with a standard deviation of 7mm.

We compare the learned solutions with (a) the outcome of a direct planner solution without
any offset on the start and goal pose while pushing, (b) ten sets of random parameters from
the search space and (c) the policies that are parameterized by the robot operators. We
evaluated on the four start configurations used for learning as well as on two additional
unknown ones. The results are shown in Fig. 1.5a.

The results of a multi-objective optimization are parameters found along a Pareto front
(Sec. 4.5, see Fig. 1.4). It contained 8.3 points on average, of which some minimize the
impact on the environment to an extent that the push is not successful. An operator can
choose a solution that is a good compromise between the success of the task on the real
system and the force applied on the environment. The performance of one of the solutions
that existed on the Pareto front is shown in Fig. 1.5.

Furthermore, we asked six robot operators to find values for the learnable parameters of the
skill sequences. They were given the same start positions used for learning and were given
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a script to reset the arm to a start position of their choice. They could experiment with the
system until they decided that their parameter set fulfills the criteria. Their final parameter
set that was also evaluated on the known and unknown start configurations. On average the
operators spent (16.3 ± 64)min and executed (11.1 ± 30) trials on the system to configure
this task. Four out of the six operators found solutions that achieved the task from every
start state. However, two of the operators’ final parameters only achieved success rates of
50% and 16.66%.
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Figure 1.5: The success rates of both experiments. The box plots show the median (black line) and
interquartile range (25th and 75th percentile); the lines extend to the most extreme data
points not considered outliers, and outliers are plotted individually. The number of
stars indicates that the p-value of the Mann-Whitney U test is less than 0.1, 0.05, 0.01
and 0.001 respectively.
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5.3 Peg-in-Hole Task

The PDDL goal of the peg insertion task is (skiros:atskiros:Peg-1skiros:BoxWi
thHole-1). The BT that is generated by the planner is shown in Fig. 1.3 and consists of
two skills: 1) GoToLinear skill and 2) PegInsertion skill. The first skill moves the end
effector from its current location to the approach pose of the hole. Once it is reached, the
peg insertion procedure starts.

The PegInsertion skill starts when the end effector reaches the approach pose of the box.
It uses four separate SkiROS primitive skills to 1) set the stiffness of the end effector to zero
in (z) direction, 2) apply a downward force in (z) direction, 3) configure the center of the
box as a goal and 4) additionally apply an overlaying circular search motion on top of the
reference pose of the end effector as described in [11]. The BT returns success only if the
peg is inserted into the box hole by more than 0.01m.

We model the peg insertion as a multi-objective and multi-reward task. There are two
objectives of the task, 1) successful insertion and 2) applied force. To assess the efficacy
of the first objective, we use three rewards, 1) success of the BT, 2) peg distance to the
hole, and 3) peg distance to the box. For the second objective, we use a single reward that
measures the total force applied by the peg. There are three learnable parameters in this
task, 1) downward force applied by the robot arm, 2) radius of the overlay search motion
and 3) path velocity of the overlay search motion.

We learn for 400 iterations in the simulation and repeat this experiment ten times. To
increase the robustness of the solutions we use domain randomization and evaluate each
parameter configuration in seven worlds. We vary the location of the box by sampling
from a Gaussian distribution with a standard deviation of 7mm and uniformly sample
one out of five start configurations of the robot arm. We compare the performance of
the learned policies with (1) the outcome of the planner without a parameterized search
motion, (2) randomly chosen parameter configurations from the parameter search space
used for learning and (3) policies that are parameterized by human operators (see Fig. 1.5b).

The learned Pareto-optimal configurations consist of 6.1 points on average. We evaluated
the insertion success using the 5 known and additional 10 unknown start configurations of
the robot (Fig. 1.5b).

To find policies for this task, the human operators took (31.8 ± 109)min and executed
(39 ± 14) trials on the system. However, compared to the randomly sampled policies the
average insertion rate only increased from 41% to 52.2%. This is much lower than the
average insertion rate of 96% of the best learned policies as shown in box four, Fig. 1.5b.
Furthermore, the average force that was chosen by the operators compared to the learned
policies was 16.6% higher. Finally, the successful insertions by the learned policies were also
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Figure 1.6: Pareto front of the peg task. Each experiment has a different color. The goal is to
maximize insertion reward while minimizing the interaction forces.

18.1% faster. Therefore, the learned policies outperformed the human operators in both
objectives while also producing more reliable results.

6 Conclusion

In this paper we proposed a method for effectively combining task-level planning with
learning to solve industrial contact-rich tasks. Our method leverages prior information
and planning to acquire explicit knowledge about the task, whereas it utilizes learning to
capture the tacit knowledge, i.e., the knowledge that is hard to formalize and which can
only be captured through actual interaction. We utilize behavior trees as an interpretable
policy representation that is suitable for learning and leverage domain randomization for
learning in simulation. Finally, we formulate a multi-objective optimization scheme so that
(1) we handle conflicting rewards adequately, and (2) an operator can choose a policy from
the Pareto front and thus actively participate in the learning process.

We evaluated our method on two scenarios using a real KUKA 7-DOF manipulator: (a) a
pushing task, and (b) a peg insertion task. Both tasks are contact-rich and naïve planning
fails to solve them. The approach was able to outperform the baselines including the manual
parameterization by robot operators.

For future work we are looking into multi-fidelity learning that can leverage a small amount
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of executions on the real system to complement the learning in simulation. Furthermore,
the use of parameter priors for the optimum seems a promising direction to guide the policy
search and make it more efficient.

Appendix

The implementation and the supplemental video are available at:
https://sites.google.com/ulund.org/SkiREIL
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Chapter 2

Generalizing Behavior Trees and
Motion-Generator (BTMG) Policy
Representation for Robotic Tasks over
Scenario Parameters

1 Abstract

We propose a generalization of a behaviour tree and motion-generator based robot arm
policy representation for learning and solving tasks such as contact-rich tasks like peg in-
sertion or pushing an object. We use planning to generate skill sequences needed to ex-
ecute these tasks and rely on reinforcement learning to obtain parameters of the policy. We
assume gaussian processes as a suitable method for this generalization and present prelim-
inary, promising results from initial experiments.

2 Introduction

In previous papers [1, 2, 3] we have developed a representation based on behavior trees (BT)
[4] and motion-generator (MG), (BTMG). [1]. They are easy to interpret, can be robust
to faults and errors that can occur during execution and they can be reactive, allowing the
robot to act and deal with uncertain conditions and recover from failures.

BTMG is a parameteric policy representation that allow us to solve contact-rich tasks like
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Figure 2.1: The mapping (yellow) of the vector space of a scenario parameter (pink) to the abstract
BTMG space of a task (gray).

“peg-in-hole” or pushing an object. Parameters of a BTMG can vary from deciding the
structure of behavior trees to specifying the actual controller stiffness values of the MG. We
can either specify these parameters manually [1] or learn them using reinforcement learning
(RL) [2, 3]. We generate skill sequences for these tasks in a skill-based system, SkiROS [5]
that uses Planning Domain Definition Langauage (PDDL) for task planning.

Although BTMGs are shown to be quite promising, one key shortcoming of this represent-
ation is that they can be scenario specific. For instance, pushing an object to different goal
locations using a BTMG requires learning the parameters. This is problematic and is also
common for the original formalization of dynamic motion primitives (DMPs) [6]. This
problem was later resolved by generalizing DMPs [7]. In this work, we aim to generalize
the BTMG policy representation in a similar way. Our proposed solution is to generate a
novel BTMG for a new task instance as a weighted sum of the ”basis”-BTMG (parametric
BTMG for different instances of a task). This poses some interesting questions: 1) What
kind of Basis-BTMGs should we use? 2) How many Basis-BTMGs do we need? 3) How
can we use Basis-BTMGs to interpolate?
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3 Formalization

A BTMG is parameterized by two types of parameters; intrinsic parameters and extrinsic
parameters. Intrinsic parameters decide the structure of the BT, number of control flow
and execution nodes, etc. These parameters also decide how much velocity can be allowed,
how fast the arm should move, etc. Intrinsic parameters could be implied by the specific
task at hand, e.g., push task and peg-in-a-hole task. In this work, we do not want to
change intrinsic parameters. Extrinsic parameters on the other hand represent, e.g., how
much force can be applied, offsets, path velocity of the end-effector, etc. In a nutshell,
extrinsic parameters are optimized while intrinsic ones are assumed to be known apriori.
Note that object goal pose is not necessarily a parameter here. Consider a pushing task:
while the object goal pose represents the centre of mass of the object at the goal location,
the point on the object where the peg touches the object is expected to be different. The
centre of mass of the object should be at the goal location. We specify pushing the object
through a push vector(see Figure 2.2 defined by start and goal offsets from object start and
goal locations.

In previous work [3], we have used RL to learn extrinsic parameters of the BTMG policy
representation for a specific instance of a push task and a peg insertion task.

Apart from BTMGs, we also consider scenario parameters like object goal pose, object start
pose, object weight, etc. These parameters represent variations or dimensions over which
we want to generalize the BTMG representation of a task. Figure 2.1 shows the vector space
Rm of a particular scenario parameter (shown in pink). Every point in this space shows
a set of unique values of scenario parameters. For instance, any point or object goal pose
would be a 6D-vector x, y, z, α, β, γ representing the goal pose of the object.

4 Mapping

In order to generate various policy representations of a task that generalizes over a scenario
parameters, we are interested in a mapping that maps scenario parameters to the corres-
ponding extrinsic BTMG parameters for a task. Figure 2.1 shows the mapping (yellow)
that maps the vector space of a scenario parameter to BTMGs of a specific task.

We propose to use gaussian processes (GP) [8, 9, 10] as a mapping function. We start
by collecting data samples using RL by learning extrinsic parameters for BTMGs of a task
over particular scenario parameters. We use these samples to train the GP by using scenario
parameters as input and extrinsic parameters as output. The idea is to then use this trained
GP to interpolate and return the values of extrinsic parameters for different values of the
scenario parameters.
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We also want to clarify that using GP to interpolate is not a new idea as it has already
been used in literature [11, 8]. The novelty of our approach lies in using GPs as a mapping
function in the context of BTMG policy representation that allows it to generalize over
scenario parameters.

Using GP has two major benefits: 1) It provides mean and variance bounds over the extrinsic
parameters of BTMG of a skill. 2) They are known for generalizing over domains and have
been used in this context in Dynamic Motion Primitives (DMPs) as discussed before.

5 Experiments

We tested our approach on a push task where the robot had to push an object from a start
location to specified object goal poses, see Figure 2.2. In our setting, the BTMG of the
push task has four learnable extrinsic parameters: 1) Offsets in start locations sx, sy, 2)
Offsets in goal locations gx, gy. Together, these parameters decide the push vector. We
start by collecting training and testing samples of goal locations of the object. Instead of
randomly choosing samples over the space we use Latin hypercube space[12] to achieve
evenly distributed samples across the entire region. We choose defined number of samples
within the bounds. Choosing the number of samples is not a trivial task and dependent on
work space and the type of the scenario parameter.

We use RL to get the best sx, sy, gx, gy for every training sample. These are used to train
our GP. The GP takes object goal pose as input and produces offsets sx, sy, gx, gy as output.
For simplicity, we only change the x and y coordinates of the object goal pose. The trained
GP is then used to generate offsets for the test points.

We trained the GP on samples distributed across a restrictive space and tested it on unseen
samples. The initial results look promising as the GP was able to find offsets that managed
to solve the task for all the test points. The offsets managed to push the object through-
out without slipping off. We analyzed the performance of offsets by calculating the error
between actual and specified goal pose of the object. Initial results suggest that the error
for the offsets obtained thorough GP is in the same range for the offsets learned through
RL.

6 Future Work

For future work, we are planning to generalize over a larger space to obtain BTMG para-
meters for multiple scenario parameters together. We would also like to extend this gener-
alization to other tasks.
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Figure 2.2: a) Shows the push vector (red) defined by offsets in start and goal location. The image b)
shows the push task setup with different goal locations where (1-3) are training examples
and (4) is a test example.

We would also like to evaluate the performance of trained GP models for a skill by com-
paring it with baseline regression models. Since, we aim to use a generic model, we expect
GP to perform well to generalize scenario parameters of BTMG of difference skills.

We would also like to investigate sensitivity of the model to different scenario parameters.
Basically how well GP performs for different types of scenario parameters? Furthermore,
we would also like to see if GP can be used to interpolate intrinsic parameters as well i.e.
generating new BTs for a skill.
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Chapter 3

Learning to Adapt the Parameters of
Behavior Trees and Motion
Generators (BTMGs) to Task
Variations

1 Abstract

The ability to learn new tasks and quickly adapt to different variations or dimensions is
an important attribute in agile robotics. In our previous work, we have explored Behavior
Trees and Motion Generators (BTMGs) as a robot arm policy representation to facilitate the
learning and execution of assembly tasks. The current implementation of the BTMGs for
a specific task may not be robust to the changes in the environment and may not generalize
well to different variations of tasks. We propose to extend the BTMG policy representation
with a module that predicts BTMG parameters for a new task variation. To achieve this, we
propose a model that combines a Gaussian process and a weighted support vector machine
classifier. This model predicts the performance measure and the feasibility of the predicted
policy with BTMG parameters and task variations as inputs. Using the outputs of the
model, we then construct a surrogate reward function that is utilized within an optimizer
to maximize the performance of a task over BTMG parameters for a fixed task variation.
To demonstrate the effectiveness of our proposed approach, we conducted experimental
evaluations on push and obstacle avoidance tasks in simulation and with a real KUKA iiwa
robot. Furthermore, we compared the performance of our approach with four baseline
methods.
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Figure 3.1: The experimental setup. It shows the object with the skewed weight distribution that is
pushed with a 45mm wide peg. On the table the different start and goal positions for
the object can be seen in different colours. On the sides, some example sizes for
obstacles are shown.

2 Introduction

Robots have been utilized effectively for many years in repetitive and automated industrial
processes. However, despite the shift towards smaller batch sizes and increased demand
for customization, many robot systems still require a lengthy and expensive reconfigura-
tion process. To keep up with the demands of society and modern industrial production,
robots should have the ability to adapt quickly to different situations. In these situations,
the task formulations should be robust to failures, interpretable, and possibly reactive to
failures. Additionally, the task formulations should also be adaptable to different variations
or dimensions of the same task, such as pushing an object to different locations, picking an
object from any location in the space, and avoiding an obstacle with different shapes and
positions.

To overcome the challenges, Rovida F. et al. [1] have suggested a representation that com-
bines behavior trees (BT) [2, 3] and motion generators (MG), (BTMG). In our previous
work, we used BTMGs to model skills for contact-rich tasks such as inserting a peg into
the hole to mimic engine assembly [1, 4] and pushing an object to a target location [5, 6].
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A BTMG is a parameterized policy representation that combines the strengths of both
behavior trees and motion generators. Behavior trees provide a clear and intuitive way to
describe the high-level logic of the robot’s behavior, while motion generators generate the
low-level motion commands by controlling the end-effector in Cartesian space. For a more
concrete definition of motion generators, refer to [1]. The parameters of a BTMG can be
used to specify the structure of the behavior tree as well as values such as controller stiffness.

BTMGs are easy to interpret and can be designed to be robust to faults and failures that
can occur during execution [1]. Furthermore, they have the ability to be reactive [2], al-
lowing the robot to adapt and respond to current circumstances. Simple BTs can also be
systematically combined with more complex ones to solve complex tasks [1, 4, 7].

BTMGs are a promising technique for motion modeling because of their explicitness, ro-
bustness, and reactiveness. There are mainly three ways to set the parameters of BTMGs.
One way is to specify them manually or fine-tune them by experts [1]. Another way is
to determine those parameters through reasoning. However this requires the existence of
such a reasoner for the task at hand, which can not always be assumed. Finally, BTMG
parameters can be learned through reinforcement learning (RL) [5, 6, 8]. However, learned
BTMG parameters are in many cases scenario-specific and changes in the setup may require
relearning them.

Setting BTMG parameters using these methods can limit the usage of BTMGs in scenarios
that require quick adaptability. For example, tasks such as pushing an object to different
locations, picking an object from various locations, or even picking objects with various
shapes would require updating the parameters of the respective BTMGs. This problem is
also present in the original formalization of dynamic motion primitives (DMPs) [9, 10] and
was later addressed in [11].

In this paper, we propose an extension to the BTMG formulation that enables quick ad-
aptation to different task variations by incorporating a model that combines a Gaussian
process (GP) and a weighted support vector machine (SVM) classifier. Our model uses a
GP to learn a function that predicts the performance measure of a policy using task vari-
ations and BTMG parameters as inputs. Furthermore, the model also trains a weighted
SVM classifier that predicts the feasibility of a policy. For example, in a push task, the
performance measure of a policy can be given by its overall reward, which depends on the
error between the actual and target position of the pushed object. In this task, a policy can
be feasible when this error is below a user-defined threshold. Once the model is trained, we
optimize the BTMG parameters over the resulting surrogate reward function for a given
new task variation.

The following are our main contributions:

• We extend BTMG policy representation that enables it to quickly adapt to task vari-
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ations.

• We propose a model that combines a GP and a weighted SVM classifier to predict
the performance measure and feasibility of a BTMG policy for a new task variation,
and subsequently optimize the output of the model to obtain resulting BTMG para-
meters.

• We evaluate the performance of the proposed method in simulation and on a real
KUKA iiwa robot for two tasks and compare its performance with four baselines.

3 Related Work

Movement primitives, based on motor primitives theory [12, 13], are mathematical formu-
lations of dynamic systems that generate motions. Two well-known movement primitives
used in robotics are Dynamic Movement Primitives (DMPs) [9, 10] and Probabilistic Move-
ment Primitives (ProMPs)[14]. Movement primitives can be generalized and have proven
successful in various robotics applications, such as dynamic motion primitives [9, 10].
Similar to our BTMGs, DMPs intially lacked the capacity to generalize to different task
parameters. This was resolved later by introducing a small change in the transformation
system [11].

While both DMPs and BTMGs are capable of generating motions through attractor land-
scapes, the parameters for DMPs are learned implicitly from a set of demonstrations, whereas
parameters for BTMGs can be explicitly specified manually, inferred through a reasoner, or
learned using RL. Nevertheless, a comprehensive comparison of the two approaches would
require further investigation and is outside the scope of this paper.

DMPs have been extended with intermediate via points [15, 16, 17, 18], and can generalize
to new goals by interpolating weights of neighboring DMPs [19] or by using Gaussian Pro-
cess Regression (GPR) to generate new parameters [20]. Furthermore, GPs [21] have been
used to generalize DMPs to external task variations, arbitrary movements, and adapting
trajectories to new situations online in [22, 23, 20], respectively. In [24], Gaussian mixture
models are used to learn the mapping of task parameters and the forcing term of DMPs.

The mixture of movement primitives (MoMP) algorithm introduced in [25, 26], can also be
used to generalize the basis movements stored in the library. The MoMP algorithm captures
the robot’s position and velocity as parameters for the expected hitting position and velocity.
A new motion is generated by a weighted sum of DMPs, assigning a probability to a DMP
based on the sensed state. MoMPs and ProMPs have been applied successfully in various
applications, including learning striking movements for table tennis robots [27, 28] and
solving Human-Robot collaborative tasks [29] using ProMPs.
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We draw inspiration from prior work on DMPs to extend BTMG’s formulation by incor-
porating generalization to different task variations using GP, as seen in [20, 22, 23]. These
studies employed GPs to directly map task variations to DMP parameters, which we refer
to as the direct model in this paper. However, our approach differs significantly in how we
use GPs. Instead of using the direct model, we propose a model that combines GP with a
weighted SVM classifier to predict the performance of tasks and the feasibility of a policy,
using task variations and BTMG parameters as inputs. Since our model predicts both per-
formance measure and feasibility, we refer to it as the PerF model, short for performance
and feasibility.

4 BTMG and Task Variations

We define BTMG as a parametric policy representation, BTMG(θ) where θ ∈ RN . The
parameters θ can range from determining the structure of the behavior tree (BT) to spe-
cifying the controller stiffness values of the motion generator (MG). These parameters are
further subdivided into intrinsic parameters θi and extrinsic parameters θe [30].

Intrinsic parameters θi determine the structure of the behavior tree, the number of control
nodes, the type of motion generator, etc. For example, consider a policy Tp for a push task,
which has intrinsic parameters θi. These parameters are fixed and independent of the task
instance, meaning that Tp uses the same θi values regardless of the starting position, or the
target position of the object. In other words, θi is situation-invariant. Within the scope of
this paper, these parameters are assumed to be known a priori.

Extrinsic parameters θe are situation dependent e.g. to determine the applied force, offsets,
and the velocity of the end effector. Again, θe can be specified manually [1, 31], inferred
through a reasoning framework, or learned using RL. We have already demonstrated how
RL can be used to obtain BTMG parameters [4] and used it in simulation and on a real
robot to solve multi-objective tasks [6, 8].

In addition to θ, we also consider task variations v ∈ RM . Task variations refer to different
possible alterations of a given task, such as different start and goal positions of an object.
For example, a task variation v in the case of a push task would be a 4D vector consisting
of the values of the start and goal positions of the object along the horizontal and vertical
axes.

Note that the task variation parameters are different from the extrinsic BTMG parameters
(Figure 3.2). We take two task variations v1 = (vsx , vsy , vg1x , vg1y) and v2 = (vsx , vsy ,
vg2x , vg2y) that define the start and goal positions of the object. For variations v1 and v2, we
have corresponding θe1 = (θe1sx , θe1sy , θe1gx , θe1gy ) and θe2 = (θe2sx , θe2sy , θe2gx , θe2gy )
that collectively define the start and the goal locations for the pushing action.
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Figure 3.2: An illustration of two simplified task variations v1 and v2 in the pushing task that only
vary the goal location. The orange and blue vectors are set by the respective learned
extrinsic parameters θe1 and θe2, so that they define the resulting green and red push
vectors that should successfully push the object.

As θi has no impact on adapting BTMGs to different variations, our objective in this paper
is to establish a relationship between θe and v that would enable the adaptation of BTMGs
to new variations.

5 Approach

In this section, we explain how we adapt BTMG parameters for a new task variation by
using the PerF model. Figure 3.3 shows how the PerF model works in comparison with a
direct model. The overall approach is divided into the training (Sec. 5.1) and query phase
(Sec. 5.2). In the training phase, we pass each task variation vk ∈ Vtrain, into an extended
RL pipeline similar to [6]. For each learning process for different task variations, we utilize
three sets of outputs from the RL pipeline to train the direct and the PerF models:

1. Best policies: For every task variation we get the best performing policy:
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T = {(vk, θ∗e,vk)|k = 1, . . . , n}

2. All evaluated configurations and their rewards:
K = {(vk, θei,vk , rθei,vk )|k = 1, . . . , n and i = 1, . . . , t ≤ tmax}

3. All evaluated configurations and their feasibility:
E = {(vk, θei,vk , fθei,vk )|k = 1, . . . , n and i = 1, . . . , t ≤ tmax}

The direct model M is trained with the set T and, as a result, learns to predict θ̂e given v.
On the other hand, the PerF model is trained with the sets K and E and as a result it learns
to predict the reward r̂ and feasibility f̂ of a policy with parameters θe. The model further
uses r̂ and f̂ to generate a surrogate reward function that obtains θ̂e given v. For more
details on how we obtain set T, we direct the reader to [6]. To obtain sets K and E, we
follow the same procedure as in [6], retaining all configurations along with their respective
rewards and feasibilities for a given task variation.

The intuition behind using the PerF model together with an optimizer is to guide the com-
bination of GP and weighted SVM towards predicting policy parameters θe that prioritize
performance measure and feasibility. In contrast, the direct model does not take into ac-
count the performance measure and feasibility. In the following subsections, we explain
our approach in more depth.

5.1 Training Phase

We frame the mapping of the task variations v to the extrinsic BTMG parameters θe as
a supervised learning problem. The training phase aims to learn two functions: Ĵ that
predicts the reward achieved by a policy and F̂ that predicts if a policy is feasible, see
Figure 3.3. We propose to use GP and weighted SVM to learn Ĵ : (θe, v) 7→ r̂ ∈ R and
F̂ : (θe, v) 7→ f̂ ∈ {0, 1}. Ĵ and F̂ are trained by data points in sets K and E, provided
by the RL pipeline introduced in [4].

For each task variation, vk ∈ Vtrain, similar to [4, 6], we define Jvk(θe) as the expected
sum of individual rewards over time, given a sequence of extrinsic parameters θe1, θe2, . . . ,
θet ∈ θe.

In [4, 6], we use Bayesian optimization (BO) as a black-box optimization method to obtain
the optimal policy parameters θ∗e and the best reward Jvk(θ

∗
e). In this paper, however,

we use BO to obtain Jvk(θe) by computing Jvk(θe1), Jvk(θe2), . . . , Jvk(θet) over the
sequence θe1, θe2, . . . , θet. This allows us to not only have the optimal policy parameters
θ∗e and the corresponding best reward Jvk(θ

∗
e) but it also provides us with intermediate θet

and Jvk(θet). Overall, this provides us with large amount of data to train the Ĵ function
and allows us to capture the overall reward landscape better.
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In addition to learning the reward function Ĵ , we also learn the feasibility function F̂ .
The motivation behind learning F̂ is twofolds: First, it provides a user-defined metric
to evaluate the feasibility of a policy and second, it complements the reward formulation
of a task by addressing the potential shortcomings of inaccurate reward formulations. In
principle, we do not need to optimize feasibility if the reward formulation covers all aspects
of the task. However, in practice, reward formulation is challenging, so feasibility addresses
these shortcomings effectively. It ensures learned policies align with the task’s requirements,
despite imperfect reward formulations.

For a given task variation vk, we define the feasibility function Fvk(θe) as a binary function
that maps to 1 or 0 depending on whether the policy achieves a user-defined metric of feasib-
ility or not. Similar to Jvk(θe), we obtain Fvk(θe) by computing Fvk(θe1), Fvk(θe2), . . . ,
Fvk(θet) for the sequence of evaluations θe1, θe2, . . . , θet. For more details about the
pipeline, we refer the reader to the policy optimization section in [4, 6].

To model Ĵ and F̂ , we obtain a sequence of BTMG parameter vectors, θe1, θe2, . . . , θet,
along with their corresponding reward values Jvk(θe1), Jvk(θe2), . . . , Jvk(θet) and feas-
ibility values Fvk(θe1), Fvk(θe2), . . . , Fvk(θet) for task variations. We then use these data
points to train a GP and a weighted SVM classifier. This enables us to effectively model
the underlying J and F .

5.2 Query Phase

The goal of this phase is to query the trained model with a new task variation vp ∈ Vtest and
obtain a θ̂e by optimizing Ĵ(θet|vp) under the feasibility constraint F̂ (θet|vp) (Figure 3.3).
For this purpose, we use the Ĵ and F̂ obtained in the training phase. We solve this as an
optimization problem over a sequence of θe for a new vp.

We begin the optimization process by specifying the optimizer type, the bounds for θe, and
the maximum number of iterations tmax. In our experiments, we used the Limited-memory
Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) [32, 33] algorithm, which refines an initial
estimate of θe1 to iteratively obtain improved evaluation points θet, where t ≤ tmax, using
the derivative as the driving function. For each new task variation vk, we run the optimizer
to obtain a sequence of evaluation points θet.

Using Ĵ and F̂ , we define a surrogate reward rvp = r̂θet,vp − (1− f̂θet,vp)) ∗ µ. Here, the
first term corresponds to the output reward value computed by Ĵ , while the second term
penalizes the reward if f̂θet,vp maps to 0. We penalize the reward r̂θei,vp by a small factor µ.
We query the surrogate reward rvp for defined number of iterations or until the optimizer
converges.

After the optimization phase, we select the θet that maximizes both Ĵ(θet|vp) and is feasible
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F̂ (θet|vp).

Figure 3.3: The pipeline of our approach and the direct model baseline. For every task variation v,
an RL problem is solved and the respective results are provided to the GP models.
When querying for a new task variation vp both models are queried for a set of
extrinsic parameters θ̂e.

6 Experiments

We evaluated the efficacy of our approach in simulation and also by transferring of the
simulation results to a real KUKA iiwa manipulator for two tasks: an obstacle avoidance task
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Figure 3.4: The obstacle task with some of the variations of the object location, width, and height.
For each object configuration, valid example trajectories are shown in the same color.
For the red trajectory, the intermediate goal points (g1 and g2) and two motion
switching thresholds (p1 and p2) are shown.

and a pushing task, each having its own challenges. For simulation, we utilized the DART
simulation toolkit [24] and in both simulation and reality, the robot arm was controlled
using a Cartesian impedance controller [34], which helps reduce the disparities between
simulation and reality. Additionally, for the push task, we further reduce the sim-to-real
gap by adjusting the friction coefficient appropriately. For more detailed information on
bridging the sim-to-real gap, please refer to [4].

To train our model, we considered 20 task variations that are learned for the same amount
of iterations each. Using the method detailed in Sec. 5.1, we train the GP and the weighted
SVM classifier with the resulting BTMG parameters, the feasibility, and the reward values.
The weights of the SVM classifier are adjusted automatically to adjust bias induced by an
unequal number of feasible and non-feasible policies. We then tested our approach on 20
unknown task variations. This experiment is repeated five times for both tasks to show the
robustness of the approach.

We compare the performance of our approach with four baselines:
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1. Learned : This baseline uses the RL pipeline described in [6] to learn the BTMG
parameters directly for the test variations. It shows which performance could be
achieved if a new variation is learned from scratch instead of querying the model.
Notably, our training data is generated in this way.

2. Direct: This model takes the best parameters for the training variations (T) and
learns a direct mapping from task variations to BTMG parameters without explicitly
learning the reward.

3. Nearest Neighbor: For each test variation, we select the closest task variation in the
training set and choose the corresponding BTMG parameters.

4. Single Policy: The learned BTMG parameters of a single training variation are used
for all test variations. This baseline shows how well and how often the learned para-
meters for one task variation can be utilized in a different one without any changes.

Although our baselines may seem simplistic, they are deliberately selected to provide in-
sights into the functionality and performance of our approach. Each of these baselines
serves a specific purpose in understanding the capabilities and limitations of our approach.

We consider task-specific reward functions for both tasks. The rewards and feasibility meas-
ures for the tasks are defined separately in their respective sections.

6.1 Obstacle Avoidance Task

The objective of the obstacle avoidance task is to move the robot’s end effector from the
start to the goal location while avoiding an obstacle in the workspace. As shown in Fig. 3.4,
the obstacle can vary in size and position. The goal is to find policies that navigate the robot
around the obstacle while completing the task as quickly as possible, without violating the
safety constraints that require the end effector to maintain a safe distance from the obstacle.

We consider three task variations: 1) obstacle height, 2) obstacle width, and 3) obstacle
position in a horizontal direction (left-right in Fig. 3.4). The obstacle varies in height from
0.049m to 0.331m and in width from 0.09m to 0.331m. The horizontal position ranges
from 0.274m to 0.311m with respect to the origin. We use Latin hypercube sampling to
ensure a more even sample distribution and obtain 20 task variations from the specified
ranges. We learn each variation for 120 iterations.

This learning problem formulation has three rewards: 1) a fixed success reward, 2) a goal
distance reward, and 3) an obstacle avoidance reward. The fixed success reward assigns a
fixed reward if the BT finishes successfully. The positive goal distance reward increases, the
closer the end effector gets to the goal. The obstacle avoidance reward is a negative function
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that penalizes end-effector states that are close to the obstacle. These reward functions are
combined to encourage fast execution while discouraging getting too close to the obstacle.
A policy is considered feasible if it satisfies two conditions: First, the end effector does not
come closer to the obstacle than 40mm. Second, the policy must successfully complete the
BT by bringing the end effector to the goal position.

The policy for this task has six learnable parameters consisting of two coordinates of the
intermediate goal points and two thresholds to transition between goal points. A more
detailed description of the task is provided in [4, 6]. Notably, the structure of this policy
with its thresholds allows for different movement strategies. For example, for flat obstacles,
the goal can be reached with only a single intermediate point, while larger obstacles require
both intermediate points, as shown in Fig. 3.4.
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Figure 3.5: The total reward (a, c) and the execution time (b, d) of the obstacle task in simulation
(a, b) and on the real system (c, d). The box plots show the median (black line) and
interquartile range (25th and 75th percentile); the lines extend to the most extreme
data points not considered outliers, and outliers are plotted individually. The success
percentages are shown below the method names.

Results and Discussion

For the evaluation, we randomly sample 20 new task variations (Vtest) that are not in-
cluded in the training set, and compare the performance of our proposed model and the
baseline methods. Specifically, we assess the execution time and the reward achieved by
each parameter configuration in the new task variation. The reward value is chosen as a
performance metric as it reflects how well a policy balances between the goal-reaching and
obstacle-avoidance objectives expressed in the reward functions.
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The simulation results are shown in Fig. 3.5a) and b) and Table 3.1. They show that the
policies obtained by optimizing the output of our PerF model performs similarly to the
policies that are explicitly learned. Our model achieves a success percentage of 87% com-
pared to the 89% of the learned ones and a total reward in a similar range. In contrast to
that, the nearest neighbor baseline succeeds only in 71% of the variations. The direct model
also only achieves a success percentage of 67% and has significantly more outliers in the
reward. Further investigation indicates that the reason for the low performance is that an
interpolation between policies is often not valid. This is especially the case between motion
configurations that use a single or both intermediate points.

Based on these results from simulation we also evaluated the learned policies, our model
outputs and the nearest neighbor policies on the real robot system. Although this includes
a transfer from simulation to the real system, the results shown in Fig. 3.5c) and d) have
only minor variations from the simulation results. This also demonstrates the robustness
of this policy formulation as a whole.

6.2 Push task

The goal of this task is to push an object from a varying start location to a varying goal
location. The object is shown in Fig. 3.1 and has a skewed weight distribution with respect
to its bounds.

We consider two types of task variations: 1) the starting position of the object in both
horizontal directions and 2) the goal position of the object in both horizontal directions.
For the starting position, we consider samples from a circle with a diameter of 0.16m around
a center point. For the goal position, a triangular-shaped region is used. Fig. 3.1 shows the
start and goal positions for a single repetition.

The learning formulation has two rewards: 1) the object position reward, which is a function
of the difference between the actual and desired goal position, and 2) the object orientation
reward, which is based on the difference between the actual and desired goal orientation.
For our experiment, we prioritize the object position reward, which is weighted 10 times
more heavily than the orientation reward.

Similarly to previous work [5, 6], the push task has four BTMG parameters that are learned.
They are depicted in Fig. 3.2. These parameters control additional start and goal offsets in
the horizontal directions (x, y), determining the shape of the push vector that is indicated
in Fig. 3.2. The start and goal orientation of the object for this task are fixed.

The object being pushed is an right-angled triangular object with dimensions 0.3m x 0.15m
x 0.07m, and a weight of 2.5kg. The tool on the end effector is a cubic peg with side lengths
of 45mm and therefore covers less than 15% of the side length of the object. In this task,
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the error between the desired goal position and orientation and the achieved one serves as
direct performance measures for the policy.

Results and Discussion

The results for the simulation are shown in Figure 3.6a) and b). We consider a policy feasible
if the position error between the goal location of the object and the desired goal location is
less than 11mm and the orientation error is less than 30degrees. The high success percentage
of 97% for the learned policies shows that it is generally possible to solve this task. Our
proposed model solves 86% of the configuration and outperforms all baselines that do not
require explicit learning. The gap to the direct model, which achieved a success rate of 65%,
is significant. The nearest neighbor and the single policy approach only achieved 52% and
38%, which shows not only the difficulty of the task but also excludes them as practical
solutions.
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Figure 3.6: The final position error (a, c) and orientation error (b, d) of the push task in
simulation (a, b) and on the real system (c, d). The box plots show the median (black
line) and interquartile range (25th and 75th percentile); the lines extend to the most
extreme data points not considered outliers, and outliers are plotted individually. The
success percentages are shown below the method names.

Similar to the obstacle task, we also executed the learned policies on the real robot system.
To account for the differences of such a contact-rich task to the simulation, we increase the
allowed final position error by 4mm but keep the same angular maximum.
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The results for the evaluation on the real system are in Fig. 3.6c) and d) as well as in Table 3.1.
As intuitively expected, the success percentages generally drop as not all policies transfer
to the real system. Similar to the evaluation in simulation, the nearest neighbor baseline
performs poorly. However, it is notable that our model now outperforms the explicitly
learned policies in both the success rate and the final error. A possible explanation for
this is that our model needed to generalize, whereas an explicitly learned policy is able to
exploit the simulation to the maximum extent possible. During the experiments, we also
observed that policies from our model generally kept a larger distance from the object when
approaching it and also had fewer collisions with it.

To determine the time efficiency of our approach, we compute time required to compute
BTMG parameters for 60 new task variations. This analysis compares learning BTMG
parameters from scratch using the RL-pipeline and obtaining BTMG parameters using
our approach. Starting from scratch with the RL-pipeline, median completion times were
770.315 seconds for the obstacle task and 1232.625 seconds for the push task. In contrast,
the optimization phase of our approach achieved median completion times of 1.27 seconds
for the obstacle task and 5.189 seconds for the push task. Additionally, obtaining a trained
PERF model took an average of 66.628 seconds for the obstacle task and 317.025 seconds
for the push task. During optimization, we observed some outliers, likely stemming from
the stochastic nature of the process. The analysis was performed on a laptop equipped with
an Intel(R) Core(TM) i7-10870H CPU running at 2.20GHz with 8 physical cores and
hyper-threading, along with 64GB of RAM.

7 Conclusion and Future Work

Agile robotics requires that a system adapts quickly to changing conditions. In this work,
we introduced an extension to BTMGs, a motion representation based on behavior trees
and motion generators, which addresses this challenge. Our approach enables the use of
learned policies in previously unseen variations of a task, allowing for fast adaption of robot
behavior to changes in the task or environment.

The experimental evaluation demonstrates that our approach effectively learns a model
capable of adapting to new task variations. Our method exhibits comparable perform-
ance to explicitly trained policies and consistently outperforms all other baseline models.
Furthermore, experiments conducted on the real robotic system demonstrate the success-
ful transferability of our approach from simulation to reality, even in a contact-rich task.
Notably, our proposed method can even outperform explicitly learned policies in the same
contact-rich task, indicating superior generalization capabilities.

In future work, it is worth exploring whether the uncertainty modeled by the GP can be
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leveraged to make more accurate predictions about successful execution. This uncertainty
measure could also be used for out-of-distribution detection. Another promising direction
is to use the learned model to return policy parameters for task parameters, such as friction,
for which the values are not known a priori. In this case, we could jointly optimize over
both policy and task parameters to identify a compatible set of learned parameters.
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Chapter 4

Adaptable Recovery Behaviors in
Robotics: A Behavior Trees and
Motion Generators (BTMG)
Approach for Failure Management

1 Abstract

In dynamic operational environments, particularly in collaborative robotics, the inevitabil-
ity of failures necessitates robust and adaptable recovery strategies. Traditional automated
recovery strategies, while effective for predefined scenarios, often lack the flexibility required
for on-the-fly task management and adaptation to expected failures. Addressing this gap,
we propose a novel approach that models recovery behaviors as adaptable robotic skills,
leveraging the Behavior Trees and Motion Generators (BTMG) framework for policy rep-
resentation. This approach distinguishes itself by employing reinforcement learning (RL)
to dynamically refine recovery behavior parameters, enabling a tailored response to a wide
array of failure scenarios with minimal human intervention. We assess our methodology
through a series of progressively challenging scenarios within a peg-in-a-hole task, demon-
strating the approach’s effectiveness in enhancing operational efficiency and task success
rates in collaborative robotics settings. We validate our approach using a dual-arm KUKA
robot.
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2 Introduction

In dynamic operational environments, ensuring the efficiency and adaptability of collab-
orative robots is crucial. Unlike traditional manufacturing line robots, collaborative robots
are designed for on-the-fly task deployment, facing a unique set of challenges and failures.
A Failure is defined as an inability to perform a task as intended due to unforeseen errors
or disturbances, which may include hardware malfunctions, software bugs, or unexpec-
ted environmental conditions [1]. For instance, in a piston engine assembly process [2],
common issues such as misalignment of the engine block, obstruction by misplaced tools,
and incorrect piston orientation due to handling errors can lead to substantial production
delays. Addressing these failures promptly and effectively is crucial for maintaining seamless
operations and efficiency.

Current strategies for managing these failures include human intervention, systematic fail-
ure analysis [3], and automated recovery strategies [4, 5]. Human intervention relies on
operator expertise for problem-solving. Failure analysis systematically identifies root causes
to prevent future issues, but it requires time and expertise. Automated recovery strategies,
on the other hand, leverage intelligent systems for quick detection and correction of failures,
significantly reducing downtime and enhancing consistency. However, these strategies
come with high initial costs and complexity in integration. Automated recovery strategies
often rely on predefined scenarios and responses, lacking the flexibility to adapt to different
variations of the expected failures [4]. While they can efficiently address a range of anti-
cipated problems, their effectiveness diminishes where adaptability and rapid response to
novel challenges are to be addressed.

The necessity for adaptive recovery behaviors is evident in collaborative tasks like piston
engine assembly, where the nature of an obstruction dictates the required strategy. Whether
it involves removing a small obstacle or applying force to displace a larger one, the recovery
behavior must flexibly adjust its approach based on the specific challenge. We propose a
hybrid approach that combines human expertise with the dynamic adaptability of recovery
behaviors. Unlike traditional automated strategies that rely on predefined responses, our
method leverages RL to dynamically refine and adjust recovery parameters. For instance, in
the piston engine assembly problem, RL allows the system to learn the precise force needed
to push an obstacle based on its weight without compromising safety. Although a reasoner
can determine the correct parameters, it requires a detailed task model. Instead, we use RL
to optimize behavior parameters best suited to the task. This adaptability ensures our robots
can effectively handle a wider range of failure scenarios with minimal human intervention,
making the recovery process more efficient and responsive.

Inspired by the literature, one effective way to enhance robot capabilities involves the ad-
option of skills [6]. These robot skills, defined by specific parameters, preconditions, and
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Figure 4.1: The real dual-arm KUKA iiwa setup executing a handover task before inserting the peg
in the orange block. On the table, the purple peg for Scenario 1, alongside various
obstacles that block the opening an be seen.

postconditions [7, 8], enable interaction with the environment in a robust, adaptable, and
flexible manner, mirroring the qualities we seek for effective failure recovery. Building on
this foundation, we suggest to model recovery behaviors as dedicated robotic skills, distinct
from standard production skills and specifically designed to address failures, see Figure 4.2.
This strategy equips robots with a specialized toolkit for managing known failure scen-
arios, streamlining the skill set for simplicity and reducing maintenance requirements. For
example, in piston engine assembly, alongside the primary assembly skill, we could have
a recovery skill like ’pick-place’ to remove obstacles such as misplaced tools blocking the
engine hole.

Various execution strategies for skills have been explored in literature [9, 10]. We have
chosen the Behavior Trees and Motion Generators (BTMG) framework for its strengths
in robustness, modularity, interpretability, and reactivity, which are good for effectively
handling complex robotic tasks. This framework serves as the foundation for representing
both standard operational skills and recovery behaviors.

In this paper, we extend the BTMG representation with the introduction of adaptable
recovery behaviors inside the representation, drawing on insights from Styrud et al. [11].
The parameters of these recovery behaviors can be set manually, through reasoning, or
using RL, offering flexibility based on the complexity of the task. We evaluate this approach
with the peg-in-a-hole task, by gradually introducing failures to increase task complexity
and demonstrate the necessity for sophisticated recovery behaviors. The failure instances are
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specified by experts, and we assume the existence of a module that handles failure detection
and identification. Following are the main contributions of the paper:

• We extend the BTMG policy representation with the introduction of adaptable re-
covery behaviors, incorporating RL to dynamically adjust behavior parameters in
response to task requirements.

• We present challenging scenarios as failure cases and adapt the parameters of recovery
behaviors to suit the specific requirements of the task.

• We evaluate the performance of the proposed method on a peg-in-a-hole task us-
ing dual arm KUKA iiwa robot, demonstrating its effectiveness in adapting to and
recovering from failures. .

3 Related Work

The development of recovery behaviors to mitigate failures and disturbances has emerged
as a critical area of research, aiming to enhance the resilience and autonomy of robotic
systems. In [12], an approach was introduced for the recovery of high-degree-of-freedom
motor behaviors in robots, utilizing rank-ordered differential constraints to quickly adapt to
damage, malfunction, or environmental changes. [13] uses Deep Reinforcement Learning
to control recovery maneuvers for quadrupedal robots, showcasing dynamic and reactive
behaviors that enable a robot to recover from falls with a high success rate. [14] developed
a state-dependent recovery policy that allows robots to recover from external disturbances
across various tasks and conditions. In [15], the authors explored push recovery for bipedal
robot locomotion, integrating decision-making and motion planning to address perturba-
tions. Lastly, [16] proposes the T-resilience algorithm, a novel method that enables robots
to autonomously discover compensatory behaviors in unanticipated situations, thereby fa-
cilitating fast damage recovery.

Furthermore, the utilization of recovery behaviors in behavior trees (BT) has also emerged
as a recent interesting area of research. [17, 18] provides a detailed survey on behavior trees
in the domain of robotics and AI, highlighting the usage of BT across a wide landscape. [1]
introduces a framework that integrates an execution generation tool, a learning module,
and a recovery pipeline to facilitate error detection, diagnosis, and recovery, showcasing
the potential of BT in managing complex error recovery processes with minimal human
intervention. In the context of wheeled robots, [19] demonstrates a hierarchical online
hybrid planner for autonomous navigation. They utilize BT in enabling wheeled-legged
robots to autonomously navigate and recover from collisions or planner failures, emphasiz-
ing the framework’s capability to handle dynamic challenges without human intervention.
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On a side note [20] introduced a direct extension to BT by adding a new leaf node type
within the structure, aimed at specifying desired states rather than actions. This innova-
tion demonstrates improved runtime adaptability and suggests a method for integrating
recovery states directly into the BT structure, enhancing their flexibility in error recovery
scenarios. [21] introduces a framework called Robust Logical-Dynamical Systems (RLDS),
which combines the advantages of BT with theoretical performance guarantees. RLDS
exemplifies how BT can be extended to achieve robust, reactive behavior in dynamic en-
vironments, particularly in manipulation tasks.

Our work distinguishes itself from aforementioned studies by leveraging RL to dynamically
define the parameters of recovery behaviors, a novel approach that significantly enhances
adaptability and effectiveness in failure management. This emphasis on RL-driven paramet-
erization underscores its potential utility, a point we elaborate on through various failure
scenarios in our experimental section, demonstrating the benefits of integrating RL into
recovery strategies.

4 Background

In this section, we discuss the relevant concepts that serve as background knowledge for
this paper.

4.1 Behavior Trees

Behavior Trees (BT) [22] are a hierarchical model for task planning and decision-making,
widely known in robotics [17] for their modularity, flexibility, and clarity. Initially con-
ceived for video game AI to simulate complex behaviors, BT have been effectively adapted
for robotic tasks, enabling structured execution of actions from simple to complex decision-
making processes. A BT structures as a directed acyclic graph, initiating execution from the
root node and ticking at regular intervals to adapt dynamically to environmental changes.
This execution involves traversing the tree based on control logic, evaluating conditions,
executing actions, and applying decorators to modify outcomes [23]. The nodes are ex-
ecuted only when they are ticked and return Success, Failure or Running. Control flow nodes
are the non-leaf nodes that control the execution flow, with sequence (logical AND) and
selector (logical OR) being the most common. These nodes are responsible for determining
the order and conditions under which child nodes are executed. The leaf nodes are called
execution nodes and are further divided into action and condition nodes. Condition nodes
only return Success or Failure and are used to evaluate the robot’s state or environment.
Action nodes execute the tasks, such as movement or manipulation, and return statuses
indicating Success, Failure or Running. Lastly, we have decorator nodes that modify the
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behavior or outcome of their child nodes to meet specific criteria or constraints.

BT offer several advantages in robotics. The readable and hierarchical structure enhances
modularity [24, 25], allowing for easy modification and expansion of robotic behaviors. This
modularity, combined with the clarity of the BT framework, simplifies understanding and
debugging, making BT an attractive choice for complex robotic applications. Furthermore,
BT also support reactivity [26], enabling robotic systems to dynamically respond to changes
in the environment.

4.2 Behavior Trees and Motion Generators (BTMG)

Leveraging the foundational structure of Behavior Trees, Rovida et al. [2] integrate it with
an arm motion generation strategy known as Motion Generators (MG) to develop the
Behavior Trees and Motion Generators (BTMG) policy representation. MG, as detailed
in [2], employs an impedance controller to control the robot’s end-effectors in Cartesian
space. This approach not only enables the execution of the primary motion but also permits
the superimposition of additional motions through a generic varying Cartesian wrench.
Furthermore, MG incorporates mechanisms for constraining velocities, accelerations, and
torques, thereby addressing safety requirements comprehensively. For an in-depth explor-
ation of MG refer to [2]. The addition of MG to the BT structure is done via having action
and condition nodes specific to the MG. An example would be a node that allows us to
change the stiffness of the end-effector or specify the force applied by the end-effector. This
means not only we can control the flow of execution but also specify controller specific
values. This gives an additional control over the actual execution of a task.

A BTMG is a parameterized policy representation with parameters broadly categorized into
two types: intrinsic and extrinsic, as mentioned in [27, 28]. Intrinsic parameters encompass
elements like the structure of BT, the quantity of BT nodes, and the type of motion gener-
ator employed. Conversely, extrinsic parameters include variables such as the applied force,
position offsets, and the end-effector’s velocity. The specification of extrinsic parameters
can be done manually [2], through reasoning, or by employing RL [29, 30, 28], offering
flexibility in adapting the BTMG framework to diverse tasks and environments.

In our prior work, we have successfully used BTMG policy representation [2] for skill
execution strategies in complex robotic tasks, including peg-in-a-hole, object pushing, and
obstacle avoidance [31, 29]. We have further enhanced this approach by employing RL
to dynamically learn and adjust the BTMG parameters [31], allowing for adaptability in
response to task variations [27, 32]. Additionally, we have utilized planning techniques
within the BTMG framework to sequence skills effectively [30] and demonstrated how
incorporating priors can expedite the learning process [33].
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Figure 4.2: The figure shows the peg-in-a-hole task execution using our approach. We have
separate sets of production and recovery behaviors. We can use a planner to come up
with a sequence for a given failure specification. Subsequently, we tune the learnable
parameters via reinforcement learning. Ultimately, appropriate recovery behaviors and
skills are applied based on the identified failure, ensuring successful peg insertion. In
the image we see successful peg insertions for all the scenarios.
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4.3 Learning parameters of BTMG

In addition to predefined configurations, the extrinsic parameters of the BTMG repres-
entation can also be learned. This capability is crucial for adjusting the robotic skills dy-
namically, ensuring efficient task execution across diverse scenarios. To achieve this, we
employ a policy optimization search method, as outlined in [34, 35], which is instrumental
in learning the extrinsic parameters present in the action nodes of the tree. The objective is
to derive a policy π, where the action u = π(x|θ) is determined based on the state x and
policy parameters θ, aimed at maximizing the expected long-term reward over T time steps
of policy execution. The optimization of these parameters is facilitated through Bayesian
Optimization (BO) [36], enabling the identification of extrinsic parameters that are adapt-
able to diverse situations. For an in-depth exploration of this optimization process and its
applications, refer to [30, 29].

5 Approach

In this section, we outline our approach, beginning with the assumptions guiding our work.
We then detail the recovery behaviors implemented, the role of the planner in our frame-
work, and conclude with an overview of the experimental scenarios designed to test our
methodology. The overall approach is shown in Figure 4.2.

5.1 Assumptions

Following are the assumptions for this work:

1. We operate under the premise that we are addressing expected and known failures
within operational processes, leveraging human experience and historical data to an-
ticipate these failures.

2. Given a comprehensive set of skill primitives, we assume our system has the capability
to dynamically generate suitable recovery behaviors for any known failure, assuming
a solution exists within the parameter space defined by these skills.

The first assumption acknowledges the predictability of common failures in operational
processes, with an understanding that basic parameters like object type, size, and weight
are known and can be stored as knowledge about the system. For instance, in SkiROS2,
this information can be managed using the world model [8, 7, 37].

Addressing the second assumption more deeply, our approach leverages the natural capabil-
ities of skills, planning, and parameter estimation to generate recovery behaviors tailored to
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specific failure scenarios. This method allows for the dynamic creation of recovery strategies
by learning the necessary parameters (categorized as extrinsic parameters within the BTMG
framework) and determining the optimal sequence of skills for complex error situations.
This strategy, inspired by the methodologies demonstrated in [11], ensures that we are not
constrained to having a predefined skill for each recovery situation but can adapt and re-
spond effectively to a wide range of failures.

5.2 Recovery Behaviors

In our framework, recovery behaviors are defined as specialized skills aimed at restoring a
robotic system to its desired state after encountering a failure. These behaviors, defined
by specific parameters, preconditions, and postconditions, are crafted from a predefined
set of skill primitives, ensuring a seamless integration into the robot’s comprehensive skill
set. Each recovery behavior has deterministic effects. For example, the pick-place behavior
always involves picking the object and placing it at a designated location. While the actual
position may vary, the effect of the action remains the same. Within the BTMG policy
representation, these recovery behaviors are integrated into the broader execution strategy,
leveraging the capabilities of the SkiROS2 platform [7] for effective implementation.

The generation of recovery behaviors from skill primitives is inspired by the approach out-
lined in [11, 38], emphasizing the versatility and power of a well-defined set of primitives.
Our set includes:

• GripperOpen and GripperClose, controlling the state of the gripper.

• GoToLinear, moving the end-effector linearly while maintaining orientation. Also
allows positional offsets in specified directions.

• ChangeStiffness, adjusting the stiffness of the end-effector.

• ApplyForce, applying force in a specified direction.

These primitives serve as the building blocks for constructing the recovery behaviors ne-
cessary for addressing specific failure scenarios encountered during task execution. The
parameters for these behaviors can be finely tuned manually, through reasoning, or using
RL, with RL playing a pivotal role in enhancing their robustness and adaptability. We
identify which parameters require optimization through RL [30], and refine them based on
the task’s needs using Bayesian Optimization (BO), as detailed in Section 4.3.

Following are the recovery behaviors used in this paper:
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• Pick-Place: Generated from GripperOpen, GripperClose, GoToLinear, and ChangeStiff-
ness, this behavior enables obstacle removal, specifying parameters like arm and obstacle.

• Push: Incorporating ApplyForce alongside the other primitives, this behavior is tailored
for displacing heavier obstacles, with parameters such as force being optimized through
RL.

• Pick-Exchange: A complex behavior utilizing all five primitives to facilitate object
transfer between arms. Additionally allows offsets in x and y directions that can be
set manually or through RL.

This methodology underscores the power of our set of skill primitives to generate the ne-
cessary recovery behaviors effectively. It also illustrates the ease with which this set can
be extended should the need arise, ensuring that recovery behaviors are both situationally
dependent and swiftly generated based on the available primitives. The adaptability and
quick generation of these behaviors, as demonstrated in [11], are critical for our approach,
allowing for rapid response to a wide range of failure scenarios.

5.3 Planner

In the context of collaborative tasks, our approach leverages the knowledge of expected
failures to inform the design of recovery behaviors, encoding these failures as preconditions
and postconditions. For instance, during a peg-in-a-hole task, a typical failure such as an
obstruction in the hole by a small block can be explicitly defined as a precondition for
triggering a recovery behavior. The successful clearance of the obstruction, resulting in
an unblocked hole, is set as the postcondition, marking the completion of the recovery
behavior. This structured encoding allows for the potential use of planning algorithms to
sequence the necessary recovery behaviors for the task at hand, although it’s important to
note the practical challenges involved.

While we have demonstrated the use of the Problem Domain Description Language (PDDL)
planner within the SkiROS2 framework to orchestrate sequences of skills for robotic tasks [30],
applying such planning in real-time collaborative scenarios poses unique challenges. In
these settings, cycle times are critical, and it may not be feasible to invoke planning for every
action, especially for tasks requiring rapid execution. Instead, a strategy [26, 11] can be em-
ployed where preconditions are continuously monitored, and the planner is triggered only
when specific conditions are not met, necessitating recovery actions. This ensures planning
is used efficiently, only when necessary to address deviations from expected task execution,
thus maintaining operational efficiency while benefiting from adaptable recovery behavi-
ors. Through this tailored application of planning, we can navigate the complexities of
integrating automated recovery strategies effectively.
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5.4 Scenarios

To evaluate our approach, we introduce a series of progressively more challenging scenarios
within the peg-in-a-hole task, each necessitating distinct recovery behaviors, see Figure 4.3.
In every scenario, we focus on learning the parameters of the peg insertion skill. The differ-
entiation among these scenarios hinges on the utilization of recovery behaviors, the method
of parameterization for these behaviors (learned via RL or manually specified), and whether
the execution of a recovery behavior necessitates a relearning of the PegInsertion skill para-
meters due to changes in the task environment. In all the scenarios, we learn the parameters
PegInsertion skill via RL.

1. Baseline: Utilizes only the PegInsertion skill, serving as control (Figure 4.3a).

2. Static Recovery: Uses a manually specified pick-place recovery behavior to address a
simple obstruction (Figure 4.3b).

3. Dynamic Recovery: Employs a push recovery behavior with RL-determined para-
meters for handling a more complex obstruction (Figure 4.3c).

4. Static Recovery with Behavior Changes: Features a manually specified pick-exchange
recovery behavior that alters the task environment, necessitating the relearning of peg
insertion skill parameters (Figure 4.3d).

5. Dynamic Recovery with Behavior Changes: Similar to the previous scenario but
uses RL to learn the offsets for grasping the peg during the pick-exchange recovery
behavior (Figure 4.3d).

For all scenarios, we utilize the reward function in [29]. While it is true that different
behaviors might benefit from distinct reward functions to reflect their unique optimiza-
tion criteria, our study focuses on the overall adaptability and robustness of the recovery
behaviors.
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6 Experimental Setup

Our set of experiments evaluate the effectiveness of recovery behaviors in a peg-in-a-hole
task, progressively introducing more challenging failures to require different recovery strategies.
The task primarily utilizes a single production skill, the PegInsertion skill, complemented
by various implementations of pick-place, push and pick-exchange recovery skills, differ-
ing based on the learning status of their parameters. The experiments are conducted in
the DART simulator [39], employing a Cartesian impedance controller for arm manipula-
tion [40].

6.1 Peg-in-a-hole Task

The objective of our task is to insert a peg into a hole within a box, as depicted in Figure 4.1
and 4.3. We utilize the GoToLinear skill for precise end-effector positioning and the PegIn-
sertion skill for insertion. The PegInsertion skill activates upon the end effector’s arrival at
the box’s approach pose, where it dynamically adjusts the end effector’s stiffness to zero in
the z-direction (downwards) and applies a targeted force in the same direction. Addition-
ally, it incorporates an overlaying circular motion, akin to an Archimedean spiral, aimed at
the box’s center. The learnable parameters of this skill, including the end-effector’s applied
force, path velocity, path distance, and radius, are crucial for successful insertion. For an
in-depth exploration of the BTMG representation and further skill specifics, we refer the
interested reader to [30].

The task is framed as a multi-objective challenge focusing on successful insertion and min-
imizing applied force, with reward metrics aligned with those in [30]. To evaluate the
successful insertion, we employ a trio of reward metrics: the success of the BT execution,
the proximity of the peg to the hole, and its distance from the box. For gauging the ap-
plied force, a singular reward metric quantifies the cumulative force exerted by the peg.
To enhance system robustness, we use domain randomization, varying the location of the
block with a hole by a standard deviation of 8 via Gaussian distribution and changing the
arm’s starting position across five positions. For each scenario, we conduct 40 iterations,
with each iteration being evaluated five times to account for domain randomization. Each
scenario is repeated 10 times. This approach ensures robustness in our assessments by intro-
ducing variability in the task environment. A policy is considered successful if it manages
to achieve peg insertion in at least three out of the five evaluations. Across all scenarios, the
clearance between the peg and the hole is maintained at 3 to standardize the task difficulty.
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6.2 Results and Discussion

Across all scenarios and for each repetition, we identified at least one policy capable of
successfully inserting the peg into the hole, demonstrating the effectiveness of our recovery
behaviors and the adaptability of the PegInsertion skill under varied failures. Notably, the
introduction of recovery behaviors, whether static or dynamic, did not impede the task’s
success, highlighting the robustness of our approach. The Pareto fronts for each scenario
illustrate the trade-off between insertion success and applied force, with diverse policies
achieving the task across all repetitions, see Figure 4.4, 4.5, 4.6, 4.7 and 4.8. Each distinct
color in Figure 4.4, 4.5, 4.6, 4.7 and 4.8 represents a single experiment or repetition of
a scenario and bold points represent the pareto-optimal execution policy. This diversity
underscores our approach’s flexibility, enabling effective completion of a task subjected to
multiple objectives.

By focusing on collaborative robots and leveraging the adaptability of recovery behaviors,
our approach provides an alternative to automated recovery strategies. Even though, the
static and dynamic scenarios we presented could be addressed through automated recovery
strategies, our method uses RL to dynamically adjust recovery behavior parameters, ensur-
ing effective response to environmental changes. This adaptability, crucial for on-the-fly
task management, sets our approach apart, offering a flexible solution to the changing de-
mands of dynamic environments.

Additionally, it is pertinent to reference findings from our previous work [30], where we
evaluated the efficacy of using RL to specify parameters for the PegInsertion skill against
three distinct baselines: planning with predefined parameter values, random policy selec-
tion, and policies chosen by robot operators. The learned policies from our RL-based ap-
proach outperformed the alternative strategies in terms of success rates. Therefore, we opted
not to directly compare our current approach with these baselines in the present study. Our
focus in this study was the effectiveness of adaptable recovery behaviors for failure hand-
ling. Furthermore, it is also worth mentioning that the adaptability of our approach can
be further enhanced by accommodating different task variations, as demonstrated in our
previous work [28]. In that study, we trained a model to predict the long-term reward
of different policies, showing that the policies suggested by this model perform compar-
ably to those optimized directly through RL. In principle, this predictive model could be
used in place of direct RL optimization, potentially accelerating the adaptability process for
recovery behaviors in response to varying task conditions.
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Figure 4.4: Pareto front for Scenario 1: Baseline. Each experiment is denoted by a distinct color,
with each bold point representing a pareto-optimal policy ready for execution. The
optimizer tries to strike a balance between the reward for successful insertion and the
force applied by the end-effector.
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Figure 4.5: Pareto front for Scenario 2: Static Recovery. This demonstrates that achieving a higher
insertion reward necessitates greater force application, as observed from the force
exerted by the end-effector during the search for the hole.
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Figure 4.6: Pareto front for Scenario 3: Dynamic Recovery. In this scenario, the application of force
is notably higher because pushing the obstacle away requires additional force before
the peg can be inserted into the hole.
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Figure 4.7: Pareto front for Scenario 4: Static Recovery with behavior changes. In this scenario, we
observe a similar trend to Scenario 2, where a higher force is necessary as the peg
searches for the hole, reflecting the similar nature of the tasks.
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Figure 4.8: Pareto front for Scenario 5: Dynamic Recovery with behavior changes. In this scenario,
the wide distribution of policies suggests the task’s complexity, as picking up and
exchanging the dropped peg significantly impacts the success of the peg insertion.

7 Conclusion and Future Work

In this paper, we presented a novel approach that models recovery behaviors as robotic skills
to effectively manage and recover from failures in robotic tasks. By defining these recovery
behaviors with specific parameters, preconditions, and postconditions, and utilizing the
BTMG policy representation as the execution strategy, we have demonstrated a structured
method to represent and implement these behaviors. The adaptability of these behaviors
is enhanced through RL to dynamically adjust parameters. Our approach enables robots
to autonomously recover from disruptions and resume normal operations seamlessly. We
evaluated our methodology through the peg-in-a-hole task by gradually introducing chal-
lenging failures and recovering from them, thereby testing the resilience and adaptability
of our recovery strategies. By framing this task as a multi-objective challenge, focusing
on successful insertion while minimizing applied force, we showcased the effectiveness of
our approach. Our results confirm that the integration of recovery behaviors, modeled as
adaptable robotic skills within the BTMG framework, significantly enhances the robot’s
ability to recover from failures, thereby improving operational efficiency and task success
rates.

In our future work, we aim to develop a comprehensive recovery pipeline that not only
identifies failures but also selects the appropriate recovery skills automatically to address
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them effectively. This pipeline will enhance our current set of recovery skills, making them
capable of handling not just anticipated failures but also unexpected ones within certain
limits. Our goal is to leverage the structure of a BT and its tick signals, which return
different states, to pinpoint the exact location of a failure by analyzing which node returns
a failure state. This diagnostic capability will enable us to match the specific pre- and
post-conditions of a failure, facilitating the selection of suitable recovery behaviors from a
more generalized skill set. To achieve this, we plan to explore the use of a recursive tree
structure [26], which will play a crucial role in dynamically choosing the most effective
recovery behavior based on the situation at hand. Additionally, we will also like to explore
the creation of a dataset of various failures to demonstrate learning recovery behaviors from
skill primitives, akin to a reformulation in [11] focused on error recovery. This effort will
include verifying the sufficiency of our skill primitives for comprehensive recovery scenarios,
enhancing the system’s adaptability and resilience in complex environments.
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Chapter 5

Addressing Failures in Robotics using
Vision-Based Language Models
(VLMs) and Behavior Trees (BT)

1 Abstract

In this paper, we propose an approach that combines Vision Language Models (VLMs) and
Behavior Trees (BTs) to address failures in robotics. Current robotic systems can handle
known failures with pre-existing recovery strategies, but they are often ill-equipped to man-
age unknown failures or anomalies. We introduce VLMs as a monitoring tool to detect and
identify failures during task execution. Additionally, VLMs generate missing conditions or
skill templates that are then incorporated into the BT, ensuring the system can autonom-
ously address similar failures in future tasks. We validate our approach through simulations
in several failure scenarios.

Keywords: Robotics, Failure Detection, Behavior Trees, Vision Language Models, Recov-
ery Behaviors

2 Introduction

Modern robotic systems can handle complex tasks in controlled environments, but trans-
itioning into dynamic, small-batch manufacturing introduces new challenges, especially
around failure management. Failures; unforeseen disturbances that prevent task comple-
tion; can lead to costly delays and risks, particularly in shared workspaces [1]. The ability
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to detect, identify, and recover from failures autonomously is crucial for ensuring the ro-
bustness of robotic systems.

Traditional failure management strategies in robotics include human intervention, failure
analysis [2], and automated recovery strategies [1]. These approaches have limitations: hu-
man intervention is time-consuming, failure analysis requires expertise, and automated
strategies often lack flexibility in handling unforeseen scenarios. Our recent work [3] in-
troduced a novel method using automated recovery behaviors modeled as robotic skills
with parameters, preconditions, and postconditions, executed through Behavior Trees and
Motion Generators (BTMG) policy representation [4]. This approach optimizes recovery
policies using Reinforcement Learning (RL) [5] and also adapts the parameters to different
task variations [6].

However, two key limitations remain: (1) the system assumes failure detection and identi-
fication are already solved, requiring prior knowledge of the failure, and (2) it only handles
known failures with predefined solutions. These limitations make it difficult to address un-
foreseen failures. We propose addressing these gaps by utilizing Vision Language Models
(VLMs) to detect, identify, and generate solutions for unknown failures. By integrating
VLMs with Behavior Trees (BTs), our approach autonomously monitors task execution,
identifies failure states, and generates missing conditions or skill templates to recover from
failures. The BT is then updated using a reactive planner [7] to handle similar future oc-
currences.

Main Contributions

• We propose a novel integration of VLMs with BTs for monitoring, failure detection,
identification and recovery in robotic systems.

• We use VLMs to generate missing preconditions or skill templates to address failures
and update the BT policy.

• We conduct experiments to demonstrate the effectiveness of the approach.

3 Background

This section provides essential background concepts to our proposed approach, focusing
on behavior trees, reactive planner and vision-based language models.
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3.1 Behavior Trees (BT)

Behavior Trees (BTs) are hierarchical models for task execution, known for their modularity
and flexibility [8]. A BT organizes task execution through nodes that receive tick signals,
indicating readiness for execution. BTs consist of two types of nodes: control-flow nodes
and execution nodes. Control-flow nodes manage execution flow and return statuses of suc-
cess, failure, or running; examples include Sequence (AND) and Fallback/Selector (OR).
Execution nodes, which are leaf nodes, represent either skills (”!”) or conditions (”?”). Skills
perform specific tasks, while conditions evaluate the environment, returning only success
or failure. BTs offer modularity and clarity, making them ideal for robotics applications,
particularly in dynamic environments where flexibility is required [9].

3.2 Reactive Planner

Reactive planners generate BTs dynamically, using a backchaining approach to select skills
that satisfy goal conditions [10]. The process iteratively selects skills based on their precon-
ditions and postconditions, constructing a BT that satisfies the specified goal. This recursive
process continues until a leaf node is reached or a predefined depth is attained. The plan-
ner ensures adaptability by dynamically responding to changes in the environment without
requiring extensive re-planning. This planner has been extended for various applications
in [11, 12].

3.3 Vision Language Models (VLM) in Robotics

Vision Language Models (VLMs) are powerful tools in robotics, enabling a deeper under-
standing of complex environments by combining visual data with language inputs. VLMs
excel at tasks such as scene interpretation, object recognition, and generating control skills
based on visual cues and task descriptions [13, 14]. Recent applications of VLMs in robotics
include failure recovery, task planning, and multimodal reasoning, with systems like Re-
planVLM [15] and AHA [16] demonstrating their ability to reason over failures and generate
dynamic solutions.

4 Approach

We extend the existing framework [3] to handle unknown failures by integrating VLMs for
failure detection, identification and recovery and generate missing preconditions or skill
templates to be incorporated into the BT.
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Figure 5.1: Overview of the proposed approach, where the VLM takes a set of images, skills,
conditions, and a BT as input. The VLM uses this information to provide missing
conditions or skills, which are then used to update the BT through a planner.

4.1 Failure Detection and Idenitification

Failure detection refers to the system’s ability to recognize when a task cannot be completed
due to unforeseen errors, such as hardware malfunctions or environmental disturbances.
This can be achieved by using sensor data, such as from cameras or force-torque sensors,
and comparing it against the expected postconditions of skills. For example, in a peg-in-
hole task, if an object blocks the hole, the system detects this failure when the postcondition
of the ”insert” skill (peg inserted) is not met [1] (see Figure 5.3).

Failure identification involves describing the failure using existing system conditions and
understanding why the task could not be completed. For instance, in the peg-in-hole task,
the missing precondition when an obstacle is blocking the hole could be ”Not any obstacle
at hole” for the insert skill. This allows the system to formulate strategies for dealing with
similar failures in the future.

Sequence

Fallback

peg at (0.0, -0.15, 0.1)?

insert peg!

aligned peg? Sequence

Fallback

grasp peg (0.0, -0.15, 0.1)! align peg!
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Figure 5.2: Comparison of Behavior Trees (BTs). The left side shows the initial BT, while the right
side illustrates the updated BT, with the changes highlighted in red connections.

4.2 Monitoring using VLM

We use VLMs to enable failure detection, identification and recovery (Figure 5.1). Before
task execution, the VLM is queried with images of the task environment, the BT structure,
and the skills and conditions involved. The VLM then assesses whether the task will succeed
and, if not, identifies the cause of failure (detection). It also suggests the missing condition
(identification) that could prevent the failure. If the system lacks the required skill to recover
from a failure (recovery), the VLM suggests an appropriate recovery skill based on the
provided library of existing skills (see Figure 5.2).

4.3 Condition and Skill Template Generation

When the VLM identifies a missing condition or skill, it updates the BT accordingly. For
example, if a small obstacle blocks the peg, the condition ”hole free” is generated and added
as a precondition to the ”insert” skill. The reactive planner regenerates the BT by incorpor-
ating this condition, ensuring similar failures are handled in the future [7]. If a recovery
skill is missing, the VLM generates an skill template that follows a structured format and
requires some manual inputs to complete. For instance, if a large object blocks the peg hole
and the gripper cannot grasp it, the VLM suggests a ”push” skill template to remove the
obstacle (see Figure 5.3). This template is added to the BT, and in the future, this process
could be fully automated, allowing the system to autonomously recover from failures.
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5 Experiments

We validated the proposed approach using simulations in robosuite [17] and OpenAI’s
GPT-4. The experiments were designed around three tasks, each involving unknown fail-
ures:

• Peg-in-Hole Task: Two scenarios—(A) a small obstacle inside the hole, and (B) a large
obstacle positioned in front of the hole.

• Lift Task: An additional cube is placed on top of the target object, creating an un-
foreseen failure.

• Door Opening Task: The robot attempts to open a door but lacks the precondition
that the handle must be turned first.

6 Evaluation Metrics and Results

We evaluated the VLM’s performance using three key metrics: consistency in failure de-
tection and recovery, the importance of vision input, and skill feasibility considerations
(ensuring that suggested skills, such as a ”grasp” skill, are feasible based on the gripper’s
affordance and object location). For all experiments, we used model parameters of tem-
perature and top_p set to 0.1, which resulted in more deterministic and focused outputs,
reducing randomness and ensuring that the model consistently chose the most likely re-
sponses.

• Consistency of Failure Detection and Recovery: The VLM’s reliability was tested
across 10 trials per scenario, consistently detecting and recovering from failures in all
tasks, achieving 100% consistency.

• Vision Importance Ablation Study: To assess the impact of visual input, we com-
pared VLM (with visual input) and LLM (without visual input). In the Peg-in-Hole
(small obstacle), Lift, and Door Opening tasks, both models achieved 100% accuracy.
However, in the Peg-in-Hole (large obstacle) task, the VLM achieved 100% accuracy,
while the LLM reached 30% accuracy without skill feasibility considerations and 60%
with feasibility checks.

• Skill Feasibility Considerations: When skill feasibility is considered, LLM per-
formance improved but still fell short of the VLM. The VLM excelled in complex
scenarios like the Peg-in-Hole (large obstacle) task, generating feasible recovery skills
autonomously.
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7 Conclusion and Future Work

In this paper, we introduced a method for integrating Vision Language Models (VLMs)
with Behavior Trees (BTs) to autonomously detect, identify, and recover from failures in
robotic systems. By generating missing conditions and skill templates, the system can ef-
fectively handle unknown failures and adapt its execution policy for future tasks. Future
work will focus on several key areas: expanding the range of failure scenarios to include
more complex and dynamic environments, improving the skill generation mechanism to
move from generating skill templates to directly producing feasible skills, thereby reducing
manual input. Additionally, we aim to fine-tune an open-source model to further enhance
the system’s performance and adaptability across diverse robotic tasks.
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Appendix

Peg-in-a-Hole with Small Obstacle

Sequence

Fallback

peg at (0.0, -0.15, 0.1)?

insert peg!

aligned peg? Sequence

Fallback

grasp peg (0.0, -0.15, 0.1)! align peg!

2

Fallback

Sequence

Fallback

peg at (0.0, -0.15, 0.1)?

insert peg!

aligned peg? Sequence

Fallback

grasp peg (0.0, -0.15, 0.1)!

check_loc (0.0, -0.15, 0.1)?

align peg!

Sequence

grasp obstacle (0.0, -0.15, 0.1)! reach (0.0, -0.1, 0.0)! open!

Sequence

Fallback

peg at (0.0, -0.15, 0.1)?

insert peg!

aligned peg? Sequence

Fallback

grasp peg (0.0, -0.15, 0.1)! align peg!

Figure 5.4: Comparison of Behavior Trees (BTs) for the peg-in-a-hole task with a small obstacle.
The initial tree (top) lacks a condition that checks whether the hole is free before
insertion or not. The Visual Language Model (VLM) suggests this condition, which is
then added as precondition of the insert skill, producing the updated tree (bottom)
generated by the reactive planner. Changes are highlighted in red.
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Peg-in-a-Hole with Large Obstacle

Sequence

Fallback

peg at (0.0, -0.15, 0.1)?

insert peg!

aligned peg? Sequence

Fallback

grasp peg (0.0, -0.15, 0.1)! align peg!

Figure 5.6: Comparison of Behavior Trees (BTs) for the peg-in-a-hole task with a large obstacle.
This is similar to task 5 with difference in the size of obstacle larger than the gripper
affordance. The VLM identifies that the obstacle is too large for the gripper and
suggests a push skill in place of grasp, reach, and open skills as used in the small
obstacle scenario (Fig. 5.4). The modified tree (right) with the added skill is shown,
with changes marked in red.
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Lift Task

Sequence

Fallback

cube at (0.0, 0.0, 0.1)!

reach (0.0, 0.0, 0.1)!

grasped cube? Sequence

Fallback

grasp cube (0.0, 0.0, 0.0)!gripper free?
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Sequence

Fallback

cube at (0.0, 0.0, 0.1)?

grasped cube? Sequence

Fallback

grasp cube (0.0, 0.0, 0.0)!gripper free?

No object on cube?

Fallback

Sequence

grasped obstacle? Sequence

Fallback

grasp obstacle (0.0, 0.0, 0.1)!gripper free?

open!

No object on obstacle?

reach (0.0, 0.0, 0.1)!

reach (0.0, 0.0, 0.1)!

Figure 5.8: Comparison of Behavior Trees (BTs) for the lift task. The initial tree (top) lacks a
check for a blue cube (obstacle) on the red cube. The VLM adds this missing
condition as precondition of grasp skill, verifying if the target object is clear.
Additionally, we also add ”gripper free” check to ensure the gripper is empty. The
updated BT (bottom) shows these changes in red.
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Door Handle Opening Task

Sequence

Fallback

door angle > 0.1?

reach handle!grasp handle!

Sequence

Fallback

door angle > 0.1?

reach handle!

handle angle > 1.0? Sequence

Fallback

grasp handle! reach handle!

Figure 5.10: Comparison of Behavior Trees (BTs) for the door handle opening task. The initial
tree (top) lacks a condition to check the handle angle, ensuring the handle is turned
before opening. The VLM suggests adding this condition as a precondition for the
reach skill, resulting in the modified tree (bottom) with changes shown in red.
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Chapter 6

A Unified Framework for Real-Time
Failure Handling in Robotics Using
Vision-Language Models, Reactive
Planner and Behavior Trees

1 Abstract

Robotic systems often face execution failures due to unexpected obstacles, sensor errors, or
environmental changes. Traditional failure recovery methods rely on predefined strategies
or human intervention, making them less adaptable. This paper presents a unified failure
recovery framework that combines Vision-Language Models (VLMs), a reactive planner,
and Behavior Trees (BTs) to enable real-time failure handling. Our approach includes pre-
execution verification, which checks for potential failures before execution, and reactive
failure handling, which detects and corrects failures during execution by verifying exist-
ing BT conditions, adding missing preconditions and, when necessary, generating new
skills. The framework uses a scene graph for structured environmental perception and an
execution history for continuous monitoring, enabling context-aware and adaptive fail-
ure handling. We evaluate our framework through real-world experiments with an ABB
YuMi robot on tasks like peg insertion, object sorting, and drawer placement, as well as in
AI2-THOR simulator. Compared to using pre-execution and reactive methods separately,
our approach achieves higher task success rates and greater adaptability. Ablation studies
highlight the importance of VLM-based reasoning, structured scene representation, and
execution history tracking for effective failure recovery in robotics.
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2 Introduction

Modern robotic systems excel in controlled environments, but struggle with dynamic envir-
onments such as small batch manufacturing, particularly in handling execution failures [1].
Failures such as unexpected obstacles, sensor inaccuracies, or misaligned objects disrupt
operations, causing costly delays [2]. Unlike repetitive, pre-planned tasks in large-scale
production, small batch manufacturing demands adaptability to frequent task variations.
Similarly, in collaborative assembly lines, where robots work alongside humans, real time
failure handling is crucial for safe and efficient execution [3]. Developing autonomous fail-
ure recovery mechanisms that enable robots to detect, identify, and correct failures without
human intervention is essential for improving reliability and reducing downtime [4].

To address these challenges, failure recovery methods range from learning based approaches
that rely on data driven policies to structured execution frameworks designed for modu-
lar and interpretable decision making. Many learning based methods employ end-to-end
architectures where robotic control policies are trained directly from data [5, 6]. While ef-
fective across diverse tasks, these methods often lack interpretability and verifiability, mak-
ing them unsuitable for safety critical domains requiring robust, failure resistant execution
especially in high stakes environments where errors can damage expensive equipment or
disrupt operations.

Structured execution frameworks, such as Behavior Trees (BTs) [7], provide a modular
framework for verification, adaptation, and efficient failure recovery. They define execu-
tion policies as hierarchical compositions of reusable skills [8], enabling fine-grained mon-
itoring while ensuring compliance with safety standards [9]. Their modularity supports
incremental recovery, avoiding the computational cost of full replanning [10]. While BTs
can be manually designed, reactive planners automate their generation using a backchain-
ing approach that selects skills based on preconditions and postconditions [11]. This allows
robots to construct reactive execution policies that adapt to unexpected conditions in real-
time without requiring full replanning.

In our prior work [12], we introduced a failure recovery framework that used a Vision-
Language Model (VLM) for pre-execution plan verification. The system analyzed input
skills, execution conditions, the planned BT, and pre-execution images to assess whether
the plan contained sufficient knowledge for successful execution. If critical preconditions
or required skills were missing, it suggested modifications to prevent execution errors, re-
ducing failures caused by incomplete task knowledge. However, this approach did not ac-
count for failures arising during execution due to unforeseen disturbances, environmental
changes, or hardware errors.
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Figure 6.1: Overview of our approach, which consists of two phases: pre-execution verification
and real-time monitoring. The pre-execution phase verifies the entire planned BT
proactively using a VLM based on inputs (images, scene graphs, skills, and
conditions). The real-time phase continuously monitors execution, where the VLM
verifies preconditions, postconditions, and infers missing preconditions for individual
skills using updated inputs and execution history. A reactive planner dynamically
generates and adapts the BT as the robot’s execution policy.

While pre-execution verification helps prevent many failures, it cannot predict all possible
execution-time issues. A robot may generate a valid pick-and-place plan, yet unexpected
events, such as human intervention or object displacement, can still cause grasp failures.
Addressing such failures requires real-time monitoring and corrective actions, which is only
possible through a reactive mechanism. Without continuous failure monitoring, robots
cannot effectively detect and adapt to failures as they occur, making reactive checks essential
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for robust autonomous execution.

Building on our prior work [12], this paper presents a unified failure recovery framework
that extends pre-execution plan verification with real-time execution monitoring (Figure 6.1)
to detect, identify, and correct errors dynamically. Our framework integrates reactive fail-
ure handling using a continuously updated execution history, which records skill execution
states, timestamps, and scene graph updates for adaptive failure recovery. To improve situ-
ational awareness, we incorporate scene graphs that track object-object and robot-object
spatial relationships throughout execution. Unlike [13], which generates scene graphs post-
execution, our method updates them continuously, enabling immediate detection of envir-
onmental changes. Additionally, while [12] suggested missing skills only pre-execution, our
approach supports both pre-execution and reactive skill suggestions, ensuring failures are
addressed proactively and dynamically. This work makes the following key contributions:

• A unified failure recovery framework integrating Vision-Language Models (VLMs),
reactive planners, and Behavior Trees (BTs) for pre-execution failure verification and
real-time reactive failure handling.

• Real-time failure detection, identification, and correction using an incrementally
updated execution history that tracks skill conditions, execution timestamps, and
scene graph updates.

• Experimental validation in AI2-THOR [14] and a real-world ABB YuMi robot, demon-
strating improved failure recovery across diverse environments.

3 Related Work

Failure recovery in robotics has been extensively studied, from predefined strategies to mod-
ern learning-based techniques and Large Language Models (LLMs) for adaptive failure
handling. This section reviews these methodologies and highlights the distinctions between
existing works and our approach.

3.1 Traditional Failure Recovery Strategies

Early methods relied on human intervention, predefined recovery strategies, and automated
solutions based on failure mode analysis. While human-in-the-loop strategies offer flexib-
ility, they are labor-intensive and limit scalability [15]. Predefined strategies handle known
failure cases well but struggle with novel issues [16]. Systematic failure analysis, such as
Failure Mode and Effects Analysis (FMEA), requires expert knowledge and does not gen-
eralize to dynamic environments [17]. Automated recovery methods attempt autonomy
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but remain constrained by predefined failure modes [18, 19]. Unlike these approaches, our
framework continuously updates a dynamic execution history for real-time failure detection
and adaptation.

3.2 Learning-Based Failure Recovery

Recent approaches explore reinforcement learning (RL) and imitation learning (IL) to de-
velop recovery strategies from experience [5, 6]. RL-based methods require extensive train-
ing in simulations, making real-world deployment difficult [20]. IL-based methods like
RACER [21] improve recovery using demonstrations but struggle to generalize. Neuro-
symbolic methods combine structured reasoning with learning, improving interpretability
but facing scalability challenges [22, 23, 24]. Our approach avoids data-heavy training by
leveraging Vision-Language Models (VLMs) for reasoning-based failure recovery, enabling
flexible and context-aware corrections in real time.

3.3 Failure Recovery with Large Language Models (LLMs) and Vision-Language
Models (VLMs)

LLMs and VLMs have become integral to robotic failure recovery due to their reasoning
capabilities. Several approaches leverage LLM-based reasoning for failure detection and
correction, including REFLECT [25], AHA [20], DoReMi [26], ReplanVLM [27], RE-
COVER [22], and Code-as-Monitor [28]. REFLECT provides hierarchical post-execution
summaries but lacks real-time intervention. AHA fine-tunes a VLM for failure detection
at task checkpoints but lacks structured execution policies. DoReMi enforces dynamic ex-
ecution constraints but relies on LLM-generated constraints, introducing variability. Re-
planVLM integrates pre-execution validation with execution monitoring using GPT-4V
but depends on LLM-driven re-planning rather than structured failure handling.

Unlike these, our framework integrates a reactive planner and Behavior Trees (BTs) for
structured, real-time failure handling at both pre-execution and reactive levels. RECOVER[22]
uses ontology-driven neuro-symbolic reasoning for real-time failure detection but requires
domain-specific engineering, limiting adaptability. Code-as-Monitor[28] translates natural
language constraints into executable monitors for proactive (handling foreseeable failures)
and reactive failure detection but lacks explicit recovery mechanisms. Unlike these, our ex-
ecution history continuously updates skill execution states, enabling VLMs to analyze fail-
ures dynamically rather than post-execution. Compared to AHA and ReplanVLM, which
focus on high-level reasoning or planning corrections, our approach ensures modular and
adaptive failure recovery by integrating structured execution policies via BTs and a react-
ive planner. Additionally, recent work [29] explores intent-based BT planning using LLMs
for goal interpretation, whereas our method actively modifies execution policies by suggest-
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ing missing preconditions, postconditions, and skills in real time, ensuring robust failure
recovery in dynamic environments.

4 Background

In this section, we discuss the relevant concepts that serve as background knowledge for
the paper.

4.1 Behavior Trees

Behavior Trees (BTs) are a hierarchical execution model valued for their modularity, flex-
ibility, and reactivity in robotic decision-making [30, 31]. Originally developed for game
AI, BTs now provide interpretable and scalable task execution in robotics [9, 7]. Their
structure simplifies behavior design, modification, and debugging while enabling real-time
adaptation to dynamic environments [32].

A BT is a directed acyclic graph where execution begins at the root node, propagating tick
signals to evaluate and execute behaviors dynamically. Nodes return Success, Failure, or
Running, with control-flow nodes (e.g., Sequence, Fallback) managing execution order and
execution nodes (e.g., action, condition) implementing robot skills. This structured execu-
tion enables task decomposition and fine-grained monitoring. Once adapted to handle a
failure, the BT becomes a reusable execution policy, reducing reliance on model queries
and improving efficiency over time.

4.2 Reactive Planner

Reactive planners generate Behavior Trees (BTs) dynamically using backchaining, selecting
skills that satisfy goal conditions [33]. Starting from the goal, the planner works back-
ward through skill preconditions and postconditions, iteratively expanding the BT until
all conditions are met or a termination criterion is reached. This approach enables robots
to adapt to environmental changes without full re-planning, leveraging BT modularity for
flexible execution [11]. The PDDL-based reactive planner used in this work follows [11],
ensuring efficiency by removing redundant nodes and introducing composite subtrees for
complex tasks. This facilitates real-time, autonomous failure recovery while maintaining
computational efficiency. As backchaining inherently selects skills that achieve required
postconditions, explicit VLM-generated postcondition suggestions are unnecessary.
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4.3 Vision-Language Models

Vision-Language Models (VLMs) combine visual perception with language-based reason-
ing, making them effective for robotic failure recovery [22, 21]. They enable robots to
detect, identify, and correct failures by analyzing execution conditions and task states.

In our prior work [12], GPT-4o was used for pre-execution verification, where the VLM as-
sessed if a planned execution contained sufficient knowledge to succeed. It performed three
key tasks: failure detection (checking for potential failures based on available conditions),
failure identification (diagnosing root causes by analyzing missing or incorrect precondi-
tions), and failure correction (suggesting modifications such as adding missing precondi-
tions or required skills). This approach reduced failures due to incomplete task knowledge
but did not address execution-time failures from unforeseen disturbances or environmental
changes.

This work extends VLMs to real-time execution monitoring and correction. The VLM
continuously analyzes execution states, providing corrective suggestions based on evolving
conditions. To improve reasoning, we integrate scene graphs that dynamically track object-
object and robot-object relationships, improving failure detection. Additionally, an exe-
cution history records skill preconditions, postconditions, and execution timestamps, en-
abling structured failure analysis. By combining pre-execution checks with reactive real-
time monitoring, our framework ensures continuous adaptation to failures, enhancing ro-
bustness in autonomous robotic execution.

5 Approach

To enable real-time robotic failure recovery, our framework integrates a reactive planner,
Behavior Trees (BT), and Vision Language Models (VLM). The failure monitoring process
is divided into pre-execution failure verification and real-time execution monitoring, each
addressing failure detection, identification, and correction. Additionally, we extend the sys-
tem with a scene graph and execution history to improve failure reasoning and adaptation.
All failure handling mechanisms rely on the following key inputs:

• Images capturing the scene from multiple angles using two cameras (front and side
views) to improve spatial understanding.

• Skills with predefined pre- and postconditions.

• Known conditions for environment reasoning.

• Scene graph representing spatial object relations.
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• Behavior Tree (BT) defining execution policy.

• Execution history (real-time only) tracking past actions and scene updates.

Failure handling follows a three-phase process: detection identifies potential failures, iden-
tification determines the root cause by pinpointing the affected skill and unmet condition,
and correction modifies the BT through precondition adjustments or skill additions to en-
sure successful execution. inspired by chain-of-thought [34] reasoning, we structure failure
recovery prompt into these three phases. This improves the VLM performance by guiding
it step-by-step toward the correct solution. If no failure is detected during the detection
phase, the system skips the identification and correction steps, optimizing computational
efficiency in both pre-execution and real-time monitoring.

To explain concretely our failure handling process, we use a peg-in-hole task, where the
goal is to insert the blue object inside the green object, while red and black objects act as
obstacles. Figures 6.4 and 6.5 illustrate different failure types with VLM responses. These
figures also show various prompts, color-coded to distinguish between failure detection,
identification, and correction questions posed to the VLM¹. From here onward, we will
consider a BT for peg-in-hole task execution that does not yet account for failures, as shown
in Figure 6.2, unless specified otherwise.

blue object inside green object? Sequence

place blue object!grasped blue object?

Fallback

Figure 6.2: BT of the peg-in-hole task without failure handling

¹Full prompts and code will be released after the submission process.
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blue object inside green object? Sequence

place blue object!Fallback

grasped blue object? Sequence

grasp blue object!Fallback

~grasped any object? place any object!

Fallback

Figure 6.3: Extended BT execution where a missing precondition is added, ensuring the gripper is
empty before grasping target object.

5.1 Pre-Execution Failure Verification

Before execution [12], we validate the planned BT by proactively checking for missing pre-
conditions or potential execution failures. This step prevents errors before they occur, re-
ducing failures caused by incomplete task knowledge. A GPT-4o-based VLM performs this
verification by analyzing the inputs.

• Detection: Flags anomalies where the planned BT may fail based on the current
scene. For example, in the peg-in-hole task, if a black cube blocks the hole, the pre-
execution checker detects a potential failure (Figure 6.4(a)).

• Identification: Pinpoints the failing skill and the root cause, whether due to miss-
ing knowledge or an incorrect assumption. In this case, the VLM identifies that the
place skill will fail as the BT does not ensure the hole is unoccupied before placement
(Figure 6.4(a)).

• Correction: Suggests a missing precondition to update the BT and prevent failure.
Here, the system adds occupied(hole) as a precondition for place, prompting the reactive
planner to remove the black cube before placement (Figure 6.4(a)).
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5.2 Real-Time Failure Monitoring

While pre-execution verification minimizes failures, unexpected execution failures may still
occur due to sensor inaccuracies, dynamic obstacles, or external disturbances. To handle
these, we introduce a real-time failure monitoring module comprising a Verifier and a Sug-
gestor. Both modules use the same inputs as pre-execution verification but incorporate
continuously updated scene graphs, images, and execution history for improved reasoning.

5.2.1 Verifier

Ensures that execution aligns with expected conditions by performing precondition verific-
ation before execution and postcondition verification after execution.

Precondition Verification Before executing a skill, the Verifier checks if the skill precon-
ditions hold. Consider the BT in Figure 6.3 with an existing grasped any object pre-
condition in this case.

• Detection: Flags an anomaly if the preconditions for the skill in the BT are unmet.
For example, in the peg-in-hole task, if the robot has already grasped a red object but
needs to grasp the blue object, the verifier detects an anomaly (Figure 6.4(b)).This failure
can occur if a human intervenes after the pre-execution failure check by manually placing
the red object inside the gripper.

• Identification: Determines the violated precondition and the cause of failure. In this
case, it finds that the grasped any object precondition of the grasp skill is not satisfied
(Figure 6.4(b)).

• Correction: Prevents execution by marking relevant preconditions as unsatisfied.
The reactive planner will then automatically expand the BT to satisfy the marked
preconditions. For instance, the BT adapts by placing the currently held object before
attempting the new grasp (Figure 6.4(b)).

Postcondition Verification After executing a skill, the Verifier checks if expected postcon-
ditions hold.

• Detection: Flags an anomaly if the executed skill fails to meet its postconditions.
For instance, if the robot places the blue object on top of the hole instead of inside, the
verifier detects a failure (Figure 6.4(c)).
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• Identification: Identifies the violated postcondition and the cause of failure. Here, it
finds that the “inside” condition is violated because the object is on top rather than inside
(Figure 6.4(c)).

• Correction: Returns Failure, triggering the reactive planner to adjust execution dy-
namically. The BT reattempts placement in the next tick (Figure 6.4(c)).

5.2.2 Suggestor

The Suggestor dynamically infers missing preconditions when a skill fails due to unmet
conditions.

• Detection: Flags an anomaly when a skill is likely to fail due to an unmet precon-
dition. For example, in the peg-in-hole task, the red object is already occupying the hole
(Figure 6.5(a)).

• Identification: Identifies the missing precondition and the cause of failure. In this
case, it determines that the place skill is missing a precondition ensuring the hole is empty
before insertion (Figure 6.5(a)).

• Correction: Suggests the missing precondition, prompting the BT to update accord-
ingly. The model suggests occupied(hole) as a precondition, allowing the reactive planner
to expand the BT accordingly (Figure 6.5(a)).

5.3 Skill Addition

While modifying preconditions can resolve many failures, some cases require introducing
new skills. The skill addition can be suggested either pre-execution or reactively depending
on when the potential failure case arises. The pre-execution stage implements our prior
work in the [12] paper. if no existing skill can address a detected failure, the system suggests
a missing skill (Figure 6.5(b)). In the reactive phase, the VLM checks execution feasibility
before executing every skill. If the current skill is predicted to fail, a missing skill is suggested
to remove the failure (Figure 6.5(c)).
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• Detection: Identifies when the available skills can not resolve a failure. For example,
in the peg-in-hole task, if a non-pickable object blocks the hole and the system detects an
unresolved failure (Figure 6.5(b)).

• Identification: Determines the missing capability and the skill that fails due to
this limitation. In this case, the pick skill fails because the object is non-pickable (Fig-
ure 6.5(b)).

• Correction: The VLM suggests a new skill to resolve the failure, ensuring compat-
ibility with the robot’s world model. The suggestion includes:

– The name of the missing skill.

– A code template defining the skill.

– Predefined preconditions and postconditions.

For example, if a robot cannot grasp an object, the VLM may suggest a “Push” skill as
an alternative, providing a skill description with predefined conditions (Figure 6.5(b)).
Figure 6.5(c) illustrates the reactive version occurring during execution, where the
robot first places the blue object on the table before executing the ”Push” skill to
move the red object. To ensure consistency, the system restricts the VLM to known
world model conditions, preventing arbitrary condition generation.

LLMs can reason but are unreliable for planning due to hallucinations and nondetermin-
ism. Vision-language-action models generate short-horizon actions with a few exceptions
but often require large datasets and offer limited support for structured failure recovery.
Our reactive planner ensures valid plans through backchaining over grounded conditions,
enabling modular and traceable recovery without retraining.

5.4 Scene Graph Representation

To enable real-time monitoring, our system maintains an evolving scene graph that tracks
spatial relationships between objects and the robot. Unlike REFLECT [13], which regen-
erates the scene graph from scratch at each timestep, our approach continuously updates it
by modifying relationships and adding or removing nodes as needed.

The scene graph is constructed using:

• RGB-D images and point clouds for capturing scene depth and object positioning.

• Grounding DINO [35] for object detection and SAM2 [36] for instance segmenta-
tion and tracking.
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• RANSAC and PCA-based pose estimation to estimate 6D object poses.

Continuous updates improve efficiency and ensure execution consistency. For example, in
the peg-in-hole task, when the robot inserts the blue object into the green one, our system updates
the scene graph by modifying the ”on” relation to ”inside” without reconstructing the entire graph.

5.5 Execution History

The execution history maintains a log of skill executions, condition verification results, and
environmental changes. Instead of explicit failure logging, which assumes perfect execution
state knowledge, our approach captures execution traces via changes in the scene graph that
help infer failures and inconsistencies.

• Skill execution records: Logs executed skills with timestamps.

• Precondition and postcondition verification: Tracks whether preconditions were
met before execution and if postconditions held afterward.

• Scene graph updates: Records object positions and relationships before and after
execution to analyze deviations.

For example, in the peg-in-hole task, if the blue peg is placed on top of the green hole instead of
inside, the execution history logs the ”Place” skill execution with its timestamp. The system records
that the precondition was satisfied (e.g., the peg was grasped), but postcondition verification fails
as the peg’s spatial relation does not match the expected ”inside” condition. The scene graph
update reflects this deviation, showing the peg as ”on” rather than ”inside” the hole.

This structured history enables real-time adaptation by detecting execution anomalies, al-
lowing the system to refine failure handling based on observed task progression.

6 Experiments and Results

We evaluate our failure recovery framework through both simulation benchmarks and real-
world experiments. In simulation, we use benchmark tasks from REFLECT [13] in AI2-
THOR [14], assessing how our system adapts to predefined failure cases. For real-world
validation, we implement our framework on a robotic platform to evaluate its effectiveness
in handling failures in physical environments.
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6.1 Simulation Experiments

We evaluate our framework on REFLECT benchmark tasks, where failures occur dur-
ing execution and are corrected post-execution using hierarchical summaries and scene
graphs [25]. However, REFLECT lacks real-time adaptation, as failures are only detec-
ted and corrected after task completion.

Our approach instead uses a reactive planner and BTs to dynamically generate execution
policies, enabling real-time monitoring and immediate failure correction. Unlike RE-
FLECT, which reconstructs a new scene graph per execution, our system continuously
updates it. Additionally, while REFLECT relies on LLM-generated post-execution cor-
rections without correctness guarantees, our reactive planner ensures correctness through
structured preconditions and postconditions.

We successfully applied our framework to all REFLECT benchmark tasks, achieving a
100% success rate across multiple runs. Real-time monitoring was sufficient, making pre-
execution checks unnecessary. The Verifier ensured execution correctness, while the Sug-
gestor resolved missing preconditions. Unlike REFLECT, which evaluates explanation,
localization, and replanning success, we assess overall task completion. Since failures are
proactively verified and reactively corrected during execution, post-execution replanning is
unnecessary, reducing reliance on retrospective reasoning.

Key differences between REFLECT and our approach are summarized in Table 6.1.

Table 6.1: Qualitative Comparison of REFLECT and Our Approach

Feature REFLECT Our Approach
Execution Plan Manually designed Reactive BT

Failure Handling Post-execution Real-time
Scene Graph

Update
Reconstructed
post-execution

Maintained
incrementally

Failure Detection Post-execution Real-time
Plan Correction LLM-generated Reactive BT

6.2 Real-World Experiments

For real-world validation, we deployed our framework on an ABB YuMi robot equipped
with an RGB-D camera. We assessed its failure recovery capabilities across three tasks:

• Peg-in-hole: Inserting a peg into a hole with varying initial placements.

• Object Sorting: Sorting objects by color into designated locations.

• Drawer Placement: Placing an object inside a drawer.
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Table 6.2: Comparison of Failure Recovery Baselines

Metric Pre-execution Reactive Pre-execution +
Reactive (Ours)

Task Success
Rate 31.25% 100% 100%

Failure Detection
Rate 31.25% 100% 100%

Failure Identification
Rate 100% 100% 100%

Correction Success
Rate 100% 100% 100%

Skill Suggestion
Accuracy 50% 100% 100%

Failures were introduced by modifying object placements, adding obstructions, or alter-
ing task constraints. Additionally, human intervention was used to induce failures during
execution.

6.2.1 Baseline Approaches

We compared our approach against two baselines to assess the benefits of integrating pre-
execution and reactive failure recovery mechanisms:

• Pre-execution: Check for plan verification [12].

• Reactive: Detect and correct failures during execution.

• Our Approach (Pre-execution + Reactive): Combine pre-execution validation and
real-time monitoring to prevent and correct failures dynamically.

Table 6.2 provides a quantitative comparison, showing that Pre-execution + Reactive achieves
the highest performance. Reactive only approach matches its failure handling but incurs
higher computational cost due to more VLM queries, additional skills, and longer execu-
tion times. For instance, without pre-execution checks, a robot may begin execution only
to discover a missing object mid-task, requiring backtracking and reactive correction. In
contrast, pre-execution checks efficiently catch static or predictable failures (e.g., a blocked
hole), avoiding wasted actions. However, they miss dynamic issues revealed only during
execution (e.g., a hidden drawer obstruction). Reactive monitoring handles such failures
by verifying conditions step-by-step. Although, the reactive only method is robust, they
are expensive. Combining both modes is more efficient.
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6.2.2 Evaluation Metrics

We evaluated our framework’s ability to detect, identify, and correct failures across 16 pre-
recorded failure cases, repeating each experiment 10 times. To assess false positives, we also
ran each task 10 times without introducing failures.

We measured the system’s accuracy in detecting failures, correctly identifying their root
causes, and successfully correcting them. Additionally, we analyzed the proportion of pre-
execution failures handled versus those requiring real-time intervention and assessed the
accuracy of skill suggestions.

Table 6.2 summarizes the performance across these metrics. Our framework achieved a
perfect 100% accuracy on all tasks, demonstrating strong failure recognition and reasoning
capabilities. No false positives occurred when running the tasks without failures. Given
that failure recovery systems are designed to achieve near-perfect accuracy, these results
align with expectations. Future work should focus on evaluating the framework on more
complex benchmarks to further assess its scalability and robustness.

6.2.3 Ablation Studies and Summary of Findings

To evaluate key components, we conducted ablation studies by selectively removing ele-
ments and analyzing their impact on failure recovery.

• VLM vs. LLM: Removing vision input weakens spatial and scene-aware failure de-
tection, limiting object relation reasoning. Success drops from 100% (2 images) to
98% (1 image) and 95% (no images), assuming scene graph accuracy, which is not
always guaranteed.

• Scene Graph Contribution: Assists spatial reasoning and removes scene ambigu-
ity. Without it, success drops to 91.25%, highlighting its role in structured failure
prediction.

• Execution History Effectiveness: Omitting execution history tracking did not sig-
nificantly impact results, as we observed similar success rates with and without it.
However, this does not imply that execution history is ineffective; its benefits may
become more evident in more complex benchmarks.

Our findings confirm that combining pre-execution and reactive failure handling improves
task success. Pre-execution checks prevent plan failures, while real-time monitoring im-
proves adaptability. VLM-based reasoning strengthens failure detection and correction,
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and scene graphs with execution tracking improve system reliability by maintaining struc-
tured environmental context. These results validate our framework’s effectiveness in autonom-
ous failure recovery across diverse robotic tasks.

7 Conclusion and Future Work

This paper presented a unified failure recovery framework integrating VLMs, a reactive
planner, and Behavior Trees (BTs) for pre-execution failure detection and reactive recov-
ery in robotic execution. By incorporating a scene graph for structured perception and
execution history for real-time monitoring, our approach dynamically adapts to failures,
minimizing execution disruptions. Experiments with an ABB YuMi robot and in simula-
tion showed that combining pre-execution and reactive strategies outperforms either alone.
Ablation studies confirmed the value of VLMs, scene understanding, and execution sum-
maries for reliability.

Although, our evaluated tasks are short-horizon, they feature dynamic and occluded condi-
tions, making them realistic for recovery testing. Future work will address more complex,
multi-step tasks in cluttered environments to assess scalability. We also plan to bench-
mark against models like ReplanVLM to evaluate trade-offs in accuracy, robustness, and
interpretability, as few baselines support both long-horizon planning and structured failure
recovery.

In the future, we aim to enhance our framework by integrating video and audio inputs for
improved context-aware task monitoring. We plan to fine-tune open-source multi-modal
models for failure handling, reducing computational costs and improving efficiency. Addi-
tionally, we will leverage Vision-Language Action (VLA) models for autonomous skill gen-
eration with structured preconditions and postconditions, ensuring quality through static
and integration checks. To extend real-time monitoring, we will incorporate holding con-
ditions for proactive failure checking during execution. These advancements will enhance
autonomous failure recovery, making robotic systems more adaptable and self-sufficient.
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