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Abstract
The oxidation of sulfite to sulfate by two different models of the active site of sulfite 

oxidase has been studied. Both protonated and deprotonated substrates were tested. 
Geometries were optimised with density functional theory (TPSS/def2-SV(P)) and energies 
were calculated either with hybrid functionals and large basis sets (B3LYP/def2-TZVPD) 
including corrections for dispersion, solvation, and entropy, or with coupled-cluster theory 
(LCCSD(T0)) extrapolated towards a complete basis set. Three suggested reaction 
mechanisms have been compared and the results show that the lowest barriers are obtained for
a mechanism where the substrate attacks a Mo-bound oxo ligand, directly forming a Mo-
bound sulfate complex, which then dissociates into the products. Such a mechanism is more 
favourable than mechanisms involving a Mo–sulfite complex with the substrate coordinating 
either by the S or O atom. The activation energy is dominated by the Coulombic repulsion 
between the Mo complex and the substrate, which both have a negative charge of –1 or –2.

Key Words: Molybdenum, sulfite oxidase, quantum mechanics, density functional theory, 
coupled-cluster calculations, CCSD(T), dispersion.
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Introduction
Molybdenum is the most common transition metal in seawater, with a concentration that 

is 100 times higher than that of iron, for example [1]. Therefore, it is not unexpected that it is 
used in several enzymes. Two main groups of Mo enzymes are known. One is nitrogenase, 
which converts N2 to NH3 using a complicated Fe7S9CMo cofactor [2]. The second is a large 
group of oxygen-transfer and hydroxylase enzymes that contain mononuclear molybdenum 
cofactors (collectively designated as Moco) that constitute the active sites of the enzymes. 
Over 50 Moco-dependent enzymes are currently known [3,4], e.g. the aldehyde, sulfite, and 
xanthine oxidases. Since several Moco-dependent enzymes play essential roles in the carbon, 
nitrogen and sulfur cycles, such enzymes are found in all types of organisms, from 
archaebacteria to man. In all cases, the molybdenum atom of the cofactor is ligated by an 
organic molecule that is unique to mononuclear molybdenum (and related tungsten) enzymes, 
viz. molybdopterin, a bidentate ligand that coordinates to Mo through a dithiolene moiety 
(Figure 1). 

In this study, we focus on the mechanism of sulfite oxidases [5], which detoxifies sulfite 
by oxidising it to sulfate [6]. This reaction is the terminal step in the biological sulfur cycle in 
many organisms, including man. Deficiency of this enzyme in man may lead to neurological 
problems, mental retardation, and dislocation of the ocular lens [7]. Crystal structures of both 
wild-type and mutant sulfite oxidases from several organisms have been determined 
[8,9,10,11,12]. The active site of the enzyme contains a molybdenum cofactor, which in its 
oxidized state contains a MoVI ion that is bound to molybdopterin, two oxo ligands, and a 
cysteine residue from the protein (Figure 1). The geometry is square pyramidal with one of the
oxygen atoms in the axial position. 

The enzyme also contains a heme group that is located ~30 Å from the Mo ion. At the 
start of the catalytic cycle (Figure 2), Mo is in the oxidised +VI state and the heme group is in 
the Fe(III) state [5]. Then SO3

2– (or HSO3
–) binds and is oxidised to SO4

2–, while the Mo ion is 
reduced to the +IV state. To complete the catalytic cycle, the reduced Mo ion binds water and 
is reoxidised to the +VI state in two coupled one-electron/proton-transfer steps, proceeding 
via a transient Mo(V)–OH– state to form the active Mo(VI)=O form of the cofactor. The 
electrons are transferred via reduction of the haem (steps 2 and 4, Figure 2), which 
subsequently is reoxidised by cytochrome c (steps 3 and 5). In this article, we focus on the 
first step of this catalytic cycle, i.e. the oxidation of SO3

2– to SO4
2–.

Despite the apparent simplicity of the reaction, there has been considerable discussion 
regarding the molecular mechanism of the oxo-atom transfer. Three different mechanisms 
have been suggested, as shown in Figure 3: One possibility is that the lone pair of the sulfur 
atom of SO3

2– attacks the equatorial oxygen of Mo (S→OMo mechanism), originally proposed
by Hille [13,14]. Indirect evidence for this mechanism includes the fact that the crystal 
structure of chicken liver sulfite oxidase [8] contains a molecule of the sulfate product, which 
is positioned in a way that suggests it is the product of an S→OMo mechanism. Another 
possibility is that one of the oxygen atoms of SO3

2- attacks Mo, forming a Mo–O bond 
(O→Mo mechanism). The third possibility is that the lone pair of S directly attacks Mo, 
forming a Mo–S bond (S→Mo mechanism).

The O→Mo mechanism was first proposed by Sarkar and coworkers. They showed that a 
molybdenum dithiolene model complex [MoO2(MNT)2]2– (MNT = maleonitrile dithiolate) is a
functional model for sulfite oxidase that can oxidise HSO3

– to HSO4
– [15,16]. The model 

complex exhibited Michaelis–Menten type of kinetic behaviour [15,17], which led these 
authors to propose that the mechanism of oxidation is different from that observed for oxygen-
atom transfer by Mo(VI)O2 model complexes to abiological oxygen acceptors, e.g. phosphines
or phosphites [18]. For the latter type of reactions, no saturation behaviour is observed and it 
is generally agreed that they occur via direct attack of the substrate at an oxo ligand of the 
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molybdenum complex (corresponding to the S→OMo mechanism). In the case of the above-
mentioned sulfite oxidase model system, it was proposed that the Michaelis complex of this 
reaction consists of [MoO2(MNT)2(HSO3)]3–, in which HSO3

– coordinates to Mo via one of the
O atoms to form a seven-coordinate intermediate (i.e. the O→Mo mechanism) [19,20]. 
Indirect evidence in support of such a mechanism was provided by an EXAFS investigation of
arsenate-complexed reduced sulfite oxidase [21] which indicated that arsenate binds directly 
to the molybdenum atom via an As–O–Mo interaction. Furthermore, pulsed EPR studies on 
the phosphate-inhibited Mo(V) form of human sulfite oxidase have shown that phosphate 
binds terminally to the molybdenum atom [22,23]. In addition, it should be noted that 
EPR/HYSCORE spectroscopy on the substrate- or product-inhibited low-pH reduced Mo(V) 
form of human sulfite oxidase with 33S-labeled sulfite is consistent with the coordination of a 
sulfite oxoanion to the metal ion, which was also modelled computationally [22,23]. 
However, it should be noted that these experiments were performed on the R160Q mutant of 
the enzyme [24] and that the observed species should be considered as a dead-end species of 
the enzyme; thus, the detected coordination of sulfite in these specific experiments do not in 
themselves support an O→Mo mechanism.

The sulfite oxidation by model complexes and the corresponding oxidative half-reaction 
of sulfite oxidase have been computationally modelled by several groups. In a density-
functional theory (DFT) study, Thapper et al. found that the S→OMo mechanism for 
[MoO2(MNT)2]2– is more favourable than the S→Mo mechanism [25]. As the structure of the 
proposed [MoO2(MNT)2(HSO3)]3– intermediate was not defined in the original publication 
[15], Thapper et al. interpreted this to implicate the S→Mo mechanism whereas the O→Mo 
mechanism was not tested. To our knowledge, the above-mentioned study was the first to 
discuss the possibility of an S→Mo mechanism. 

In a related computational study, in which the sulfite oxidase active site was modelled by 
[MoO2(DMDT)(SCH3)]– (DMDT = 1,2-dimethyldithiolene), Kirk et al. found that the two oxo
ligands are distinctly different and that only the equatorial oxo ligand is reactive [26]. More 
recently, Sarkar et al. published a DFT study of the oxidation of HSO3

– by both 
[MoO2(MNT)2]2– and [MoO2(DMDT)(SCH3)]–, and concluded that the reaction proceeds via 
the O→Mo mechanism [20,27]. Finally, Hernandez-Marin and Ziegler used [MoO2(DMDT)
(SCH3)]– extended with an arginine model (CH3NHC(NH2)2) hydrogen-bonded to the 
equatorial oxo ligand to model sulfite oxidation [28]. Their results supported the S→OMo 
mechanism.

In the present investigation, an attempt has been made to resolve these conflicting results 
by studying all three reaction mechanisms with the same quantum mechanical (QM) methods 
and models. In line with the previous studies [20,25,26,28], we use the QM cluster model 
approach that has been shown to be successful for many other enzyme reactions [29,30]. In 
addition, we calibrate our results to coupled-cluster calculations, use large saturated basis sets,
and include thermal, solvation and dispersion effects in order to improve the reaction 
energetics [31].

Methods
The active site of sulfite oxidase was modelled by a Mo ion, coordinated to one or two 

oxo ligands, a cysteine ligand, modelled by CH3S–, the substrate, and molybdopterin. The 
latter group was modelled either as the complete ligand, besides the phosphate group that was 
replaced by a hydroxyl group (MPT; Figure 4a), or by DMDT (Figure 4b; the negative charge 
of the phosphate group may strongly affect the energetics of the reactions if included without 
compensating positively charged groups from the protein [32,33]). The pKa value of HSO3

– is 
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7.2 [34]; therefore, we studied the reaction mechanism with both HSO3
– and SO3

2– as the 
substrate. 

The QM geometry optimisations were performed at the density-functional theory (DFT) 
level with the TPSS functional [35] and the def2-SV(P) basis sets [36], implying a relativistic 
28-electron effective core potential for Mo. The calculations were sped up by expanding the 
Coulomb interactions in the corresponding def2-SV(P) auxiliary basis sets, the resolution-of-
identity (RI) approximation [37,38]. For each optimised structure, a frequency calculation was
performed at the same level of theory to ensure that a proper stationary structure or saddle 
point was obtained. These frequency calculations also permitted calculation of zero-point 
vibrational energies and thermal corrections to Gibbs free energy, obtained by a rigid-rotor 
harmonic-oscillator ideal-gas approximation at 298 K and 1 atm pressure. Single-point energy 
calculations were performed with the larger def2-TZVPD basis set [36,39] at the B3LYP level 
[40,41] to estimate the effect of the basis set and the DFT functional. Test calculations showed
that diffuse functions were needed to obtain converged energies (see discussion in the 
supplementary material); with the current basis set, the calculations reproduce energies 
calculated with the even larger def2-QZVPPD basis set within 4 kJ/mol, whereas calculations 
without the diffuse functions (i.e. def2-TZVP) differed by 22–77 kJ/mol from the def2-
QZVPPD results.

Environmental effects were incorporated by single-point calculations in a continuum 
solvent with different dielectric constants, ε = 4 or 80, using the COSMO approach with 
optimised radii (and 2.0 Å for Mo) [42,43,44]. These calculations were also performed at the 
B3LYP/def2-TZVPD level. Together with the vacuum results (ε = 1), they should include 
possible effects in the enzyme, for which the dielectric constant is usually assumed to be 
between 2 and 20 [45,46]. All DFT calculations were performed with the Turbomole software 
[47].

Dispersion effects were calculated by single-point calculations using the DFT-D3 method 
[48], obtained with the dftd3 program for the B3LYP functional with default parameters [49]. 
In addition, continuum estimates of the cavitation, dispersion, and repulsion energies for all 
complexes with the surroundings were estimated with the polarised continuum method (PCM)
[50,51], as implemented in the Gaussian03 software [52]. These calculations used the UAKS 
radii (united atom topological model for Kohn–Sham theory). The non-polar solvation 
energies are needed to obtain a balance in the solvation and dispersion energy terms for 
reactions in which a ligand binds or dissociates to a metal complex [53]. We assumed that the 
active-site cavity of sulfite oxidase does not change during the reaction (i.e. that the active site
is preformed and that its shape and volume does not change significantly during the reaction). 
Therefore, we ignored the cavitation term for the enzyme models (i.e. the molecules involving
DMDT or MPT), but not for the substrates and products (HSO3

–, HSO4
–, H2O, etc.) [31,53]. 

Such an approximation seems to be reasonable for the hidden active site of sulfite oxidase and
reduces the energies of all intermediates and transition states of the reaction by ~46 kJ/mol. 
The various corrections are listed in Table S2 in the supplementary material.

To check the consistency of the results, we also performed some geometry optimisations 
at the B3LYP/def2-TZVPD level in the COSMO solvent with a dielectric constant of 80 and 
DFT-D3 dispersion. Only selected structures were studied and the transition states were 
obtained by scanning two bond lengths (Mo–O and S–O).

Finally, we have carried out local second-order Møller–Plesset perturbation theory 
(LMP2) [54], spin-component-scaled (SCS) LMP2, and local coupled-cluster calculations 
with singles, doubles and non-iterated perturbative triples (LCCSD(T0)) [55] on all DMDT 
complexes. Two sets of orbital basis functions were used. In the first, referred to as AVTZ, the 
aug-cc-pVTZ basis set [56] was used for all elements, except H (cc-pVTZ [57]) and Mo (aug-
cc-pVTZ-PP with the Stuttgart–Dresden ECP28MDF pseudopotential [58]). The second was 
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an analogous quadruple-zeta basis set (AVQZ: cc-pVQZ for H, aug-cc-pVQZ-PP for Mo with 
the corresponding pseudopotential, and aug-cc-pVQZ on the other atoms). Density-fitting 
(DF) approximations [59,60] were used for both the Hartree–Fock and the correlation part. 
The auxiliary basis sets were aug-cc-pVnZ/JKFIT [61] and aug-cc-pVnZ/MP2FIT [62] for all 
elements except Mo for which the def2-nZVPP/JKFIT [63] and def2-nZVPP/MP2FIT [64] 
basis sets were applied (n = T, Q). Localized Pipek–Mezey orbitals [65] were used and the 
orbital domains were determined according to a natural population analysis occupation 
threshold of TNPA = 0.03 [66]. The orbital pairs were classified according to mixed distance and
connectivity criteria. Further details are given in the supplementary material. All calculations 
were carried out with a development version of Molpro 2012.1 [67]. 

In order to account for basis-set incompleteness effects, the DF-LCCSD(T0)/AVTZ 
energies were corrected by estimating the canonical MP2 complete basis-set limit (CBS). 
Calculations at the DF-MP2/AVTZ and DF-MP2/AVQZ levels of theory were carried out. An 
n–3 extrapolation of the correlation energy was performed from the two points [68] 
(MP2/CBS[3:4]) and added to the HF/AVQZ reference energy. The final composite energy, 
including higher-order correlation effects from the local coupled-cluster result and the CBS 
extrapolation was computed from:

E(CC/CBS) = E(LCCSD(T0)/AVTZ) – E(LMP2/AVTZ) + E(MP2/CBS[3:4]) (1)

The results of all these calculations are described in Table S2 in the supplementary material. It
can be seen that LCCSD(T0) increases all energies (compared to the B3LYP-D3/def2-TZVPD
calculations) by 2–62 kJ/mol (27 kJ/mol on average). 

The presented energies are obtained by the following equation:

Gtot = E(QM) + G(PCM) + G(therm) + G(solv,)  (2),

where G(solv,) is the solvation energy (the energy difference between the COSMO 
calculations with dielectric constants of  and 1),  G(therm) is the thermal correction to the 
Gibbs free energy (from the frequency calculations, including the zero-point energy),  
G(PCM) is the sum of the PCM cavitation, dispersion and repulsion energies, whereas 
E(QM) is the LCCSD(T0)/CBS energy in Eqn. 1 for the DMDT models, but 

E(QM) = EMPT(B3LYP-D3) + EDMDT(CC/CBS) – EDMDT(B3LYP-D3) (3),

where  E(B3LYP-D3) is the sum of the B3LYP/def2-TZVPD and DFT-D3 energies and the 
subscript indicates which model was used (MPT or DMDT), i.e. the MPT energies were 
improved by the LCCSD(T0)/CBS correction from the corresponding DMDT complex. We 
will discuss four different energies: G4 and G80 are free energies in continuum solvents with
dielectric constants of 4 or 80, respectively, obtained from Eqn. 2, G1 is the free energy 
without any solvation (i.e. G(solv,) = 0 in Eqn. 2), and E is the vacuum energy without 
any thermal corrections (i.e. with G(therm) = G(solv,) = 0 in Eqn. 2).

Results and Discussion
In this paper, we present a QM cluster-model study of the oxo transfer mediated by the 

cofactor of sulfite oxidase, using either HSO3
– or SO3

2– as substrates (both are substrates for 
sulfite oxidase under physiological conditions). The results for two enzyme models (with 
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either DMDT or MPT) are given. The results for the three suggested mechanisms (S→OMo, 
O→Mo, and S→Mo) are discussed in separate sections.

S→OMo mechanism
The reaction path in which the sulfur atom of the substrate attacks the equatorial oxo 

ligand (Oeq) of molybdenum (Figure 3) was studied first. Previous calculations have indicated 
that only the equatorial oxide was reactive in this mechanism [26]. Test calculations involving
instead the axial ligand showed that the complex reorganised so that the reacting oxo ligand 
became equatorial. Therefore, results are only presented for reactions with the equatorial oxo 
ligand. The reactions were studied with both DMDT and MPT as models of the molybdopterin
ligand, and with both HSO3

– and SO3
2– as the substrate. For clarity, only structures with 

DMDT and HSO3
– are shown in the figures, but the results for MPT and SO3

2– are similar. On 
the other hand, geometric and energetic results are only presented for the MPT ligand, 
whereas the corresponding results for the DMDT ligand can be found in the supplementary 
material.

The investigation was started from the reactant state (RS) with the oxidised active site 
without any substrate (Figure 5). When sulfite attacks this complex, an intermediate with 
sulfate coordinated to Mo(IV) is formed (IM1), via a transition state (TS1). Thus, the chemical
reaction takes place already at this step, as is confirmed by an analysis of the molecular 
orbitals. Next, sulfate dissociates from the molybdenum complex via a second transition state,
TS2, giving rise to a four-coordinate product state, PS. For the reduced state of the Mo 
complex, we have also studied a structure in which a water ligand replaces the product, 
keeping the Mo complex five-coordinate (PW), in agreement with crystal structures of the 
product [8]. All these structures are shown in Figure 5. 

The Mo–X distances of these six complexes with the HSO3
– substrate are shown in Figure

6. It can be seen that the Mo–Oeq distance increases during the reaction. This is expected, 
because it changes from a Mo=O oxide ligand to a singly-bonded sulfate group. It is 1.74 Å in
RS, 1.91 Å in TS1, 2.21 Å in IM1, and 4.00 Å in TS2. In PS, the HSO4

– group has dissociated 
and in PW, it has been replaced by a water ligand with a Mo–O distance of 2.27 Å. On the 
other hand, the Mo–Oax distance hardly changes during the reaction (1.71–1.75 Å), indicating 
that this ligand is a spectator. The distances between Mo and MPT (Mo–S1 and Mo–S2) 
decrease when IM1 is formed (from 2.49 and 2.52 to 2.42 and 2.41 Å), probably as an effect 
of the elongated Mo–Oeq distance, but partly counteracted by the reduction of the Mo ion and 
the increased negative charge of the complex. These bond lengths are further contracted when 
the product dissociates (to 2.34 and 2.35 Å), reflecting the decreased coordination number and
net charge. They increase again when H2O binds, to 2.41 and 2.37 Å. The Mo–SCys bond 
shows a similar behaviour, varying between 2.37 Å and 2.45 Å. 

 The results for the SO3
2– substrate are shown in Figure 6b. It can be seen that the bond 

lengths are similar, except that the Mo–Oeq distances in TS1, IM1, and TS2 are 0.1–0.2 Å 
shorter with SO3

2– (with its doubly negative charge). Consequently, the three Mo–S bonds are 
longer when SO3

2– is the substrate. Moreover, the Oeq–SSub (SSub is the sulfur atom of the 
substrate) bond that is being formed in TS1 is much longer for SO3

2– (2.66 Å) than for HSO3
– 

(1.97 Å), indicating a later transition state for HSO3
–, which is stabilised by a hydrogen bond 

between the substrate and the Oax ligand. 
In Figure 6a the results of previous DFT calculations on the PW state [20,28] are also 

included, as well as the distances found in the crystal structure of sulfite oxidase from chicken
liver [8] and in an EXAFS investigation of the reduced state of the human enzyme [69]. It can 
be seen that our calculations reproduce all the experimental distances within 0.04 Å (crystal) 
or 0.06 Å (EXAFS). This is better than in the previous investigations [20,28], in which the 
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Mo–OWat distance was either 2.41 or 2.18 Å, differing by 0.09–0.14 Å both from the present 
result and from the experimental estimates. This difference is probably caused by differences 
in the DFT functional, basis sets, and molybdopterin model (the previous studies used the 
B3LYP or Becke–Perdew-1986 methods, a DMDT ligand, and somewhat different basis sets). 
The good agreement between our calculations and the experimental values shows that our 
calculations are reliable.

The energy profiles of the various reactants are shown in Figure 7. Four energies are 
presented, viz. the energy in vacuum (E), and the free energies (calculated from the 
vibrational frequencies) in vacuum and in continuum solvents with dielectric constants of 4 
and 80 (G1, G4, and G80). As described in the Methods section (Eqn. 2), the energies were 
obtained with the B3LYP method and the large def2-TVZPPD basis set. They include 
corrections for dispersion (both continuum-solvation and correction for the DFT functional), 
cavitation, and repulsion. In addition, the energies are corrected for deficiencies in the DFT 
method with the help of LCCSD(T0) calculations. The sum of the energies of the RS complex
and the free substrate was taken as a reference. 

It can be seen that the E and G1 results are similar, demonstrating that the thermal 
effects are small for this reaction, besides an entropic effect of binding a free ligand (HSO3

–, 
HSO4

–, or H2O) of ~55 kJ/mol, favouring the dissociated states (RS and PS). As has been 
discussed before [70,71,72], this is probably an overestimate by ~30 kJ/mol. On the other 
hand, solvation effects are large, strongly reducing the activation barriers and the energy of the
intermediate. The reason for this is that the active site of sulfite oxidase has a net charge of –1 
in the RS, PS, and PW states. Likewise, both the substrate and the product have a net charge 
of –1 or –2, depending on whether they are protonated or not. Therefore, the reaction energies 
are dominated by the Coulombic repulsion between the complex and the substrate or products.
Consequently, the activation energies and the energy of the intermediate are lowest in aqueous
solution. However, the first activation free energy (of TS1) is still considerable, 159 kJ/mol 
for HSO3

–
 . This means that the reaction in aqueous solution would be slow. 

The intermediate is 7 kJ/mol higher in energy than the isolated reactants (G80). The 
second transition state (TS2) is appreciably lower in energy than TS1 (87 kJ/mol). The 
dissociated product state (PS) is 55 kJ/mol higher in energy than RS. The binding of a water 
molecule is predicted to be exergonic by 10 kJ/mol. 

The energies change somewhat with the SO3
2–

 substrate. The initial transition state, TS1, is
still highest in energy with an activation energy of 139 kJ/mol in a water-like continuum 
solvent, i.e. 20 kJ/mol lower than with HSO3

–. IM1 is also stabilised by 14 kJ/mol, whereas 
TS2 and the product states are stabilised even more, by 37 and 50 kJ/mol, respectively. 

We have performed similar calculations with the truncated DMDT model of the 
molybdopterin ligand. The results are presented in Table S3 (geometries) and Figure S1 
(energies). It can be seen that the geometries are similar to those obtained with the MPT 
model for both the protonated and deprotonated substrate (average difference 0.02 Å for the 
distances in Figure 6; maximum differences up to 0.07 Å, except for TS2, for which the long 
dissociating Mo–Oeq distance differs by 0.10–0.21 Å). For the energies, the differences are 
somewhat larger, especially in vacuum (up to 34 kJ/mol for HSO3

– and 85 kJ/mol for SO3
2–). 

However, the qualitative results are still the same: The highest barrier is obtained for TS1 and 
it is lower for SO4

2–
 than for HSO4

–. The lowest barrier, 107 kJ/mol, is obtained in a water-like 
solvent and a deprotonated substrate.

For all structures in the reaction mechanism, there are several possible conformations. We 
have restricted our investigations to structures resembling the crystal structure of sulfite 
oxidase [8,9,10,11,12], i.e. a structure with Mo(VI) bound to two oxo ligands, cysteine, and 
molybdopterin in a square-pyramidal geometry, with the axial oxo ligand directed upwards, 
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the Cys model (CH3S–) directed backwards with the SCys–CCys  bond pointing towards the MPT
ligand (the orientation is shown in Figure 1). No constraints were used in the calculations and 
therefore the conformation was found to change somewhat for some intermediates or 
transition states. Still, considerable care has been taken to ensure that all reactants are 
connected throughout the reaction mechanisms. 

To estimate the effect of restrictions in the geometry caused by the surrounding protein, 
we have reoptimised the structures of the six states in Figure 5 with the CCys–SCys–Mo–S1 
dihedral angle fixed to 37º, the value found in the A subunit of the crystal structure in ref. 8 (it 
was 35º in the other subunit). This increased the energies by 0–4 kJ/mol for RS, TS1, and 
IM1, by 7 kJ/mol for TS2, 11 kJ/mol for PW, and 34 kJ/mol for PS (Table S4). Thus, the 
geometric restrains have a minimal effect for the rate-limiting activation barrier of TS1, 
whereas they have a sizeable effect for the reaction energy, owing to the reduced coordination 
number of PS (this could have been anticipated already from the change in structure, seen in 
Figure 5).

O→Mo mechanism
 Next, we investigated the second reaction mechanism, in which an oxygen atom of the 

substrate attacks Mo. This mechanism has been studied by Sarkar and coworkers [20], who 
suggested a simple mechanism involving two intermediates (a MoVI–OSO2H– complex and a 
MoIV–OSO3H– intermediate closely similar to our IM1 complex) and three transition states. 
However, we could not find any such path that is properly connected. The first intermediate 
computed by Sarkar and coworkers involves a Mo–OSub bond, as is required for an O→Mo 
mechanism, but in the following transition state, this bond is broken. In fact, this transition 
state seems to be identical to our TS1, i.e. the rate-limiting transition state of the S→OMo 
mechanism. Thus, Sarkar and coworkers have not obtained a proper O→Mo mechanism, 
which we find to be appreciably more intricate, as is shown in Figure 8.

The reaction starts with the same reactant state (RS) as in the S→OMo mechanism. Then, 
HSO3

– approaches and forms a six-coordinate MoVI–HSO3
– complex with a Mo–OSub bond 

(IM2) via a transition state TS3. These two states were also obtained by Sarkar and coworkers 
[20]. However, the next step is a proton transfer from HSO3

– to the Oax, giving a Mo(OH)(SO3)
complex (IM2H) via transition state TS4. Next, the sulfur atom of SO3

2– can attack the 
equatorial oxo ligand, giving rise to a six-coordinate Mo complex, involving a bidentate 
sulfate ligand, IM3. It is formed via TS5, which represents the actual chemical step when 
sulfate is formed and Mo is reduced to MoIV. Note that throughout these steps, the Mo–OSub 
bond is intact. It is not until the next step that one of the two ligating atoms in HSO4

– 
dissociates from the Mo ion. At the same time, the proton is transferred back to the sulfate 
groups so that the product is the same intermediate, IM1, as in the S→OMo mechanism (via 
TS6). Finally, the product can dissociate in the same way as in the S→OMo mechanism (via 
TS2). If the substrate is SO3

2– instead, no proton transfers are needed, so the mechanism is 
simplified by omitting the IM2H and TS4 states.

Figure 9 shows the Mo–ligand distances for all the reactants with the MPT model. It can 
be seen that the Mo–Oeq distance is constant at 1.74 Å (1.75–1.76 Å with SO3

2–) during the 
first part of the reaction (RS→IM2H). After that, it first elongates as the sulfate group is 
formed, to 2.22 Å for HSO4

– and 2.11 Å for SO4
2–. The Mo–Oax distance does not change 

during the reaction (1.71–1.80 Å), except for the states with the HSO3
– when it becomes a 

protonated OH– ion (IM2H–IM3 1.91–1.95 Å). The Mo–OSub bond, formed in IM2, is longer 
than for the oxy groups, but shorter than the bonds to S1, S2, and SCys. It is appreciably shorter 
for SO3

2– (1.88 Å) than for HSO3
– (2.08 Å). In the bidentate sulfate complex (IM3), it is even 
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longer (2.22–2.28 Å) and in IM1, it has dissociated. The three Mo–S bonds are long in the six-
coordinate complexes (2.5–2.8 Å), except in IM3 with HSO3

– . For the five-coordinate 
complexes, they are ~2.4 Å.

The relative energies of the various reactants for the O→Mo mechanism are shown in 
Figure 10. It can be seen that also for this reaction, the energies depend strongly on solvent 
effects, which decrease the relative energies for all intermediates and transition states. The 
entropic and thermal effects increase the energies for intermediates and transition states . 

For the O→Mo mechanism, there are large differences between the two substrates. For 
HSO3

–, TS3 is quite low in energy, e.g. 79 kJ/mol in  = 80, and IM2, TS4, IM2H, IM3, TS6, 
and TS2 have similar energies 72–88 kJ/mol. On the other hand, TS5 is much higher in 
energy, 189 kJ/mol, and IM1 is appreciably lower (7 kJ/mol). Consequently, the rate-limiting 
step is TS5, the formation of the S–O bond and the bidentate binding of the substrate. The 
activation energy for this step is 30 kJ/mol higher than that of TS1, the highest state in the 
S→OMo mechanism, making this mechanism less likely.

For SO3
2–, the energies are more varying. TS5 is still high in energy (181 kJ/mol in water),

but TS3 is also rather high (169 kJ/mol). Apparently, the hydrogen atom in HSO3
– strongly 

facilitates the formation of the first Mo–O bond by forming a hydrogen bond with the Oax 
atom, lowering the energy of TS3 by 90 kJ/mol. It is notable that also with SO3

2–, the O→Mo 
mechanism is less favourable than the S→OMo mechanism, by 42 kJ/mol.

With the DMDT model of the molybdopterin ligand, the general shape of the energy 
diagrams (Figure S2) is similar to those obtained with MPT. DMDT gives somewhat higher 
barriers in vacuum, but in the water-like continuum solvent they are typically slightly lower, 
with differences of up to 28 kJ between DMDT and MPT. The transition state TS5 still gives 
the largest barrier for both substrates, with energies of 209 and 164 kJ/mol in the water-like 
continuum solvent. These energies are 50–57 kJ/mol higher than for the S→OMo mechanism.
The geometries are also similar with differences of less than 0.09 Å for the bonds to Mo 
(Table S5). 

Comparing the results discussed above to those obtained by Sarkar and coworkers, it may 
be noted that these authors obtained states that correspond to RS, TS3, IM2, TS1, IM1 and 
PW in our calculations, but they did not include the proton transfer to the spectator oxygen or 
the bidentate IM3 state and the rate-limiting transition state leading to it. We can conclude that
our calculations indicate that the O→Mo mechanism is less favourable than the S →OMo 
mechanism. This is not an unexpected result, considering that the O→Mo mechanism is 
appreciably more complicated, including more reaction steps than the simple S→OMo 
mechanism, and that the two mechanisms share the IM1 and TS2 states. However, it is 
conceivable that several reaction steps are needed to avoid TS1, which is the highest transition
state in the S →OMo mechanism.

Another argument also speaks against the O→Mo mechanism in the sulfite oxidase 
enzyme: As can be seen in Figure 8, IM3 is almost symmetric with the methyl group of the 
Cys model located under the sulfate ligand. For most of the other intermediates and transition 
states, there are many possible conformations of the Cys model, but for IM3, we have only 
been able to find this conformation. Interestingly, this conformation deviates significantly 
from the conformation of the Cys ligand found in sulfite oxidase, in which the methyl group is
pointing backwards and to the left, as in RS in Figure 8. Therefore, it is unlikely that a stable 
IM3 can be found in the enzyme – on the contrary, the enzyme seems to be constructed to 
avoid the formation of such an intermediate. In fact, it is likely that even the complicated 
reaction mechanism in Figure 8 would require additional steps if the conversions of the 
conformations of the Cys model are taken into account, but these conformations are close in 
energy.
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S→Mo mechanism
Finally, we also investigated the third mechanism, in which the lone-pair of the S atom of 

the substrate attacks Mo. This mechanism involves an intermediate IM4, which is six-
coordinate with the substrate bound to Mo by the S atom, as well as the corresponding 
transition state, TS7, for its formation (Figure 11). However, a further reaction pathway 
beyond IM4 could not be fully elucidated. A decrease of the Oeq–SSub distance typically led to 
cleavage of the Mo–SSub bond before the Oeq–SSub bond was formed, so that the transition state 
became similar to TS1 and the resulting intermediate was simply IM1 of the S→OMo 
mechanism. In the following, we have obtained an approximate TS8 by a two-dimensional 
scan of the Mo–Oeq and Oeq–SSub bonds, requiring an intact Mo–SSub bond. As can be seen in 
Figure 11, once IM1 is formed, the mechanism continues with the transition state TS2 to PS as
in the other two mechanisms.

The Mo–ligand distances for the various states are shown in Figure 12 for the MPT 
model. It can be seen that IM4 has a Mo–SSub bond length of 2.77 (HSO3

–) or 2.68 Å (SO3
2–), 

i.e. longer than most of the Mo–SCys and Mo–SMPT distances, indicating that the bond is weak. 
In TS7 it is 3.40 or 3.93 Å, respectively. In TS8, it is similar to that in IM4 (2.67 Å), whereas 
the SSub–Oeq distance is 2.0–2.3 Å, and the Mo–Oeq distance is 1.9 Å.

Figure 13 shows the energetics for the S→Mo mechanism. It can be seen that for both the 
protonated and deprotonated substrate, the activation barrier is very high, 274 kJ/mol for 
HSO3

– and 205 kJ/mol for SO3
2–. This is 66–115 kJ/mol higher than for the S→OMo 

mechanism. Therefore, we can conclude that the S→Mo mechanism is unfavourable and can 
be disregarded. The corresponding DMDT results (Table S6 and Figure S3) are similar and do 
not change this conclusion. 

Improved structures
 In Figures 10 and 13, it can be seen that the energies of the transition states in several 

cases are lower than those of the preceding or following intermediates (TS4 and TS7). This 
can happen when adding several corrections to the free energies, which have been obtained at 
different levels of theory. Small unbalances will frequently add up due to the mismatch in the 
potential surfaces. In order to minimise this effect with respect to the optimisations, we have 
recomputed the geometries of all intermediates and the key transition states at the B3LYP-
D3/def2-TZVPD+COSMO(=80) level of theory.

For most complexes, the geometries were qualitatively identical and only minor changes 
in the Mo–ligand distances were found, as can be seen in Tables S7 (DMDT) and S8 (MPT) in
the supplementary material. However, two intermediates could not be found at this level of 
theory: The first is IM3 for DMDT and the SO3

2– substrate. This is a serious discrepancy, 
because if the Mo–OSO2 bond is broken before the new O–S bond is formed, it is no longer 
an O→Mo mechanism, but rather a S→OMo mechanism. Therefore, it indicates that the 
O→Mo mechanism is unlikely for DMDT and SO3

2–, which is also supported by the large 
barrier observed with geometries obtained with the smaller basis set. On the other hand, the 
intermediate was still found with the more realistic MPT model, indicating that the 
mechanism is possible for the enzyme reaction, although it is high in energy.

Moreover, we could not find IM4 for any of the models with the HSO3
– substrate – instead

the energy increased monotonously when the sulfur atom of HSO3
– approaches Mo. This is 

also serious, showing that the S→Mo mechanism can be discarded for this substrate – this 
mechanism requires the formation of a Mo–SO3H– complex.

For the other mechanisms, we have calculated the reaction and activation energies at the 
B3LYP-D3/def2-TZVPD+COSMO(=80) and LCCSD(T0) levels and compared to the same 
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energies obtained with the original TPSS/def2-SV(P) structures. The differences in the 
calculated energies between the two sets of geometries are collected in Table S9. It can be 
seen that the change is not more than 20 kJ/mol at the LCCSD(T0) level and 34 kJ/mol at the 
DFT level, except for the MPT complexes with SO3

2– and the approximate TS8 structures. 
However, there are no qualitative differences between the two sets of structures and the 
observed differences do not change any of the general conclusions obtained in this paper. 

Conclusions
In this paper, we have used QM-cluster calculations to compare the three reaction 

mechanisms suggested for sulfite oxidase [13,19], viz. the attack of SSub on OMo, the attack of
OSub on Mo, or the attack of SSub on Mo (Figure 3). For the first time, these three mechanisms 
have been studied on an equal footing on the same small cluster models with the TPSS and 
B3LYP DFT methods and accurate LCCSD(T0) calculations. The reactions of two different 
substrates, HSO3

– and SO3
2–, with two model systems for the active site of the sulfite oxidase 

enzyme, [MoO2(DMDT)(SCH3)]- and [MoO2(MPT)(SCH3)]-, were studied. 
For the S→Mo mechanism, a complex of SO3

2– bound to Mo by the SSub atom was 
obtained, but with the HSO3

– substrate and with a large basis set, this complex could not be 
found. Moreover, it was hard to continue this reaction without breaking the Mo–SSub bond 
(leading to the S→OMo mechanism) and our approximate transition states were high in 
energy. Therefore, this mechanism can be ruled out.

For the O→Mo mechanism, the states suggested by Sarkar and coworkers [20] were 
initially investigated, but we could not find any reasonable path connecting these states – the 
rate-limiting transition state they present for this mechanism has a broken Mo–O bond and is 
very similar to our rate-limiting transition state of the S→OMo mechanism (TS1). Instead, we
found the more complicated mechanism shown in Figure 8, involving a bidentate sulfate 
complex, as well as for HSO3

– proton transfers to and back from the spectator Oax ligand. 
Moreover, this reaction path involves barriers that are higher than for the S→OMo mechanism
by 30–57 kJ/mol for the sulfite-oxidase models. 

Thus, the results presented here quite conclusively support the S→OMo mechanism. The 
reaction is simple, involving only a single Mo–sulfate intermediate and two transition states 
for the formation of the SSub–Oeq bond and for the cleavage of the Mo–Oeq bond (Figure 5). 
The first transition state (TS1) involves the chemical step and the reduction of the Mo ion, and
it is rate limiting.

The only remaining problem is that even for the preferred S→OMo mechanism, all 
calculated activation barriers are high, 107–159 kJ/mol, and are sensitive to the details of the 
calculations, in particular the dielectric constant of the continuum-solvation model. It is often 
observed that realistic results for protein calculations are obtained with dielectric constants of 
2–20 [29,30,45,46], but for charged groups in proteins, larger values are needed [73]. 
Moreover, it has been shown that for sites with many pre-organised groups dipoles pointing 
towards the active site, the effective dielectric constant can actually be larger than 80 [74]. 
Therefore, it is not unexpected that the best barriers are obtained with the largest dielectric 
constant for sulfite oxidase, for which the active site is highly polar with many charged 
groups. The reason for the high activation barrier is that the reaction takes place between a 
negatively charged Mo complex (–1) and a negatively charged substrate (–1 or –2), giving rise
to a large Coulombic repulsion between the two reactants. Most previous theoretical 
investigations with similar models have given similar barriers [20,25,26]. 

However, recently Hernandez-Marin and Ziegler obtained appreciably lower and more 
reasonable barriers (29 and 61 kJ/mol for the TS1 and TS2) by adding a model of an Arg 
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residue to the Mo model, neutralising it and thereby avoiding the Coulombic barrier [28]. 
Although this is an attractive approach, it is problematic, because the active site of sulfite 
oxidase actually contains four Arg residues within 10 Å from the Mo ion, three of which 
interact directly with the sulfate product in the crystal structure [8]. In addition, there are 
several other polar residues (Asp, His, Tyr, Trp) in the active site. Therefore, it is not obvious 
that inclusion of only one of these residues will give realistic reaction energies. Moreover, test
calculations show that the results critically depend on the specific restraints that are applied on
the Arg model and how the reference point of the reaction energies is defined (their reference 
state involved the substrate interacting with the Arg model, 4.9 Å from Oeq, not a free 
substrate as in our calculations). In our view, unbiased reaction energies can only be obtained 
if all active-site residues are included in the calculations, e.g. by a QM/MM approach. Efforts 
in that direction are in progress. 
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Figure 1: The minimal coordination unit of a molybdenum cofactor (Moco), as exemplified 
from the active site of sulfite oxidase (1SOX crystal structure [8]). In prokaryotic cofactors, a 
nucleotide (inosine monophosphate, adenosine monophosphate, or guanosine 
monophosphate) is bound to the phosphate group of the molybdopterin. 
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Figure 2. A general catalytic cycle for sulfite oxidase (adapted from [5]), the molybdenum ion
refers to the molybdenum cofactor, and the iron ion refers to the heme. 
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Figure 3. The three reaction mechanisms considered, a) S→OMo mechanism, b) O→Mo 
mechanism, and c) S→Mo mechanism. 
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Figure 4. The two models used for the molybdopterin cofactor in this paper, MPT and 
DMDT. 
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Figure 5. Optimised structures for the S→OMo mechanism of the sulfite-oxidase models. For
clarity, structures with DMDT are shown, but the structures with MPT are closely similar, as 
are complexes with SO3

2– instead of HSO3
–. 
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Figure 6. Bond lengths (Å) for the various states of the S→OMo mechanism with the MPT 
ligand and the a) HSO3

– or b) SO3
2– substrate. S1 and S2 are the two sulfur atoms of the MPT 

ligand (S1 is cis to Oeq, whereas S2 is cis to SCys). For the PW state in a), the results of previous
QM calculations [20,28], as well as of crystallographic (average of two subunits) [8] and 
EXAFS experiments [69] are also included.
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Figure 7. Energy profiles for the various reactants in the S→OMo mechanism with MPT 
(kJ/mol). 
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Figure 8. Optimised structures for the O→Mo mechanism with DMDT and HSO3
–. 
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Figure 9. Bond lengths (Å) for the reactants in the O→Mo mechanism with the MPT group
and the a) HSO3

– or b) SO3
2– substrate. S1 and S2 are the two sulfur atoms of the MPT group

(S1 is cis to Oeq, whereas S2 is cis to SCys).
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Figure 10. Energies for the O→Mo mechanism with MPT and HSO3
–  (left) or SO3

2–  (right;
kJ/mol).
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Figure 11. Optimised structures for the S Mo mechanism using the model with DMDT and→
HSO3

–. 
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Figure 12.  Important distances in the various reactants in the S→Mo  mechanism with the
MPT ligand and the a) HSO3

– or b) SO3
2– substrate. S1 and S2 are the two sulfur atoms of the

MPT ligand (S1 is cis to Oeq, whereas S2 is cis to SCys.
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Figure 13. Energies for the S→Mo mechanism with MPT and HSO3
–  (left) or SO3

2–  (right;
kJ/mol).
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