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1. INTRODUCTION

This report discusses the dynamical identification of a new
cooling system for the fluidized bed combustor, which was
described in Berdnek (1975). The combustion of bad quality
coal or waste 0il is running simultaneously with the sulphur
removal process based on the reaction between 802 and

certain additive particles. The additive particles are usually
of limestone, dolomite or lime, which are fed into the fluidi-
zed bed. The new method for the heat removal from the fluidi-
zed bed combustor makes it possible to maintain a constant
temperature of the fluidized bed, not only with various types
of coal but also with various feeding rates of fuel. This met-
hod for a continuous control of the temperature in the flui-
dized bed combustor is based on the immersion of the heat ex-
changer in the lower part of the fluidized bed, and on the
supply of the air needed, partly below the heat exchanger,
partly at the top of it. By changing the ratio of the air

flow delivered under the exchanger and above it, the amount

of heat being transfered from the fluidized bed by the boiling
water flowing through the heat exchanger can be varied over a

wide range.

The efficiency of sulphur removal from the flue gas is strongly
dependent on the temperature in the fluidized bed. A compari-
son of the temperature dependence on the sulphur removal ef-
ficiency for different species of limestone and dolomites is

shown in Fig. 1. It is obvious that the temperature for the



optimal sulphur removal lies in a very narrow temperature
interval. It follows from the previous descussion that a
good quality control is necessary. In particular, it seems
reasonable to use adaptive control to be able to maintain an
optimal point in the temperature for the sulphur removal pro-
cess. It is therefore important to have a good enough dynami-
cal description of the whole process. A first step towards

this is to model the cooling system dynamically.



2. EXPERIMENTAL ' SET-UP AND MEASUREMENT TECHNIQUES

The experimental equipment for the fluidized bed combustor

is schematically represented in Fig. 2, see also Berdnek
(1975). The fluidized bed reactor is constructed from heat-
-resistant steel POLDI-AKX. The cross-section of the lower
part of the reactor is 0.3 x 0.3 m. The height of the reac-
tor is 1.7 m. The upper part of the reactor which accomocates
the thermometers, sockets for the flue gas outlets measuring
and withdrawing of bed samples is extended to 0.6 x 0.6 m.
The bottom of the reactor is constituted from three sections
of caps, symmetrically distributed over the cross—section of
the reactor. Two sections are for air supply and the third
one for town gas which is used for warming up the reactor.

By dividing the air flow into two streams and by their di-
stribution into different levels of the fluidized bed a con-
tinuous control of the heat transfer from the fluidized bed
may be achieved. A heat exchanger is located in the volume
between the two air inlets into the bed, Berdnek et al (1970)

(see Fig. 2, inlets 1 and 2).

The temperature of the fluidized bed is maintained at the re-
quested value by means of a pneumatic regulator. The input
signal for the regulator is the voltage of the thermocouple
Pt-PtRh located approximately in the middle of the fluidized
bed. Two pneumatic valves (5 and 6 in Fig. 2) are being con-
trolled by the outlet pressure from the pneumatic regulator.

One of the valves is closing, the other one is opening with



increasing pressure. The control of the temperature of the
fluidized bed can be maintained in this way independently
of the calorific value of the fuel fed into the fluidized

bed.

A scheme of the measurement equipment is shown in Fig. 3. The
thermocouple Pt-PtRh which is located in the middle of the
fluidized bed produces a voltage signal which is linearly de-
pendent on the temperature in the working range. An amplifier
normalizes the signal so that 1 mV corresponds to 1°c. The
temperature signal is measured (mV signal) directly by the
data acquisition system which is composed of a digital volt-
meter and a scanner. The signal is punched on a paper tape

in ASCII code after the A/D conversion. The temperature sig-
nal is considered as the output signal of the system. The
input signal is the measured pressure at the input of the
pneumatic valves. The pressure is measured by means of a
piezoelectric pressure sensor. The voltage signal from the
sensor is amplified and connected to the first channel of

the data acquisition system and punched on a paper tape.

The calibration curve for the voltage dependence on the
pressure is given in Fig. 4. The curve is exactly linear.

The time delay between the measurements of the two channels
is about 10 ms, which is not important compared to the sam-

pling interval used (see below).



3. DESCRIPTION OF THE EXPERIMENTS

Four experiments were performed on the fluidized bed combus-
tor at the Institute of Chemical Process Fundamentals - Pra-
gue 6. A summary of the essential parameters of the experi-
ments is given in Table 1. The choice of sampling interval
and length of one pulse of the input signal was based on
preliminary experiments. The sampling interval of 1 or 2 s
was chosen because of the contents of frequencies in the in-
terval O - 0.1 Hz in the output signal of the system. The
time constant of the system was estimated roughly to 120 s.
The length of the pulse for the step response experiment was
therefore chosen as 150 s. The length of one pulse for the
pseudorandom binary signal (PRBS) experiments was chosen as
20 or 40 s. The experiments 2-4 lasted one period of the
PRBS signal (31 pulses). The system was roughly in steady
state in the working point corresponding to the average va-
lue of the input signal. The experiments 2 and 3 (Figs. 6b
and 7b) are, however, a little away from this point because
the measurements are made with the system in open loop wit-
hout any regulator. Then there were some troubles holding
the system in the stationary regime. The input signal was
generated by hand turning a pneumatic valve using a table

of the PRBS sequence. The input and output signals of the
experiments 1-4 are shown in Figs. 5-8 with the input sig-
nal in part a and the output signal in part b of each fi-

gure.



Exp No Sample in- ©No of Duration of

Input Length of

interval points exp. in s signal one pulse
in s in s

1 1 800 800 steps 150

2 i 770 770 PRBS 20

3 2 740 1480 PRBS 40

4 2 370 740 PRBS 20

Table 1 Characteristics of the experiments performed



4, DATA ANALYSIS

An interactive identification program péckage IDPAC used at
the Lund Institute of Technology and described in Wieslan-
der (1976) was used for the data analysis. The program

was run on a control computer (PDP-15). To illustrate the
use of the package an example of a sequence of commands
which was used for the identification of the first experi-

ment is given.

Example.

MOVE DK EXP1<DT EXP1 1)
ML MLE11<EXP1l 1 2)
PRINT MLE1l1l 3)
RESID RDE11<MLEll EXP1l 20 4)
DETER D11+MLE1l EXP1(1) 5)
PLOT 800 EXP1(2) D11 6)

1) This commands initiates the transfer of the input and
output vectors of the first experiment (EXP1(1) and
EXP1(2)) from a magnetic tape to the disc.

2) The parameters of a first order difference equation mo-
del (MLEl1l) are estimated using the maximum likelihood
method, see below.

3) The resulting model MLEll is printed on the line-printer.

4) The residuals of the model are tested by different sta-
tistical tests and put into the data file RDEll.

5) The output (D11) of the deterministic part of the model



is computed using the input of the experiment (EXP1(1))
as input.
6) The measured output (EXP1(2)) and the deterministic mo-

del output (D11) are plotted on the display.

The commands 2)-6) are then repeated for models of order 2

and 3.

The maximum likelihood method, iStr6m and Bohlin (1965) and
Gustavsson (1969) is used for the identification of linear,
single output, time invariant, discrete-time stochastic sys-

tems of the form
alqg~ Dy(e) = Blg Hut) + acta He(e) 4.1)

where u(t) is the input, y(t) the output and e(t) a sequen-

ce of independent normal (0,l) random variables. The variab-
le e(t) is assumed to be independent of the input u(t). The

forward shift operator is denoted by g. The polynomials

A(q_l), B(q_l) and C(q—l) are defined by .

A(gTH) =1+ alq—l + ...+ anq_n

B(q_l) = blq'l + ...+ bnq'n (4.2)
-1, _ -1 -n

Cg ™) =1+ c,9 + ... tcg

where n is the order of the system. The negative logarithm
of the likelihood function has the form

2 N
e“(t) + N 1In A + — 1n 27 (4.3)

1
- 1n L(@,)\) & -3
2

22

=2



for the given record of input-output data, u(t) and y(t),

of length N. ¢(t) are the residuals defined recursively by
-1 -1 -1
C(g Ne(t) = A(g Dy(t) = B(g Tu(t) (4.4)

The likelihood function is considered as a function of 6 and
A, where 6 is a vector with the components (al,...,an,bl,..
..;bn,cl,...,cn). The maximization of the likelihood function
L(8,)x) can be performed separately with respect to 6 and A.
According to Astrdm and Bohlin (1965) the maximum of L(e,x)
is obtained by finding & which minimizes

1 N 5
V(e) = — £ e7(t) (4.5)

2 1
The estimation problem is thus equivalent to minimizing a
function of several variables. To test if the reduction of the
loss function is significant when the order of the model
(4.1) is increased from n to m the following test quantity
can be used

VvV -V N - k

thon ° 0 B n m>n (4.6)

Vm km = kn

where Vn is the minimum value of the loss function for a mo-

del or order n, N is the number of input-output pairs and kn

is the number of parameters in a model of n-th order. It
can be shown that the random variable tm n has an F\(N—km,
14

km-kn) distribution for large n. The null hypothesis:

H:a = «00 =& = b. = dww = b = cC = zss = Cc =0
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At a risk level of 5 % we have F(100,3) = 2.6,
Another test for determining the order of the model is the so
called Akaike s information criterion, Akaike (1972), where a

test quantity AIC of the form
AIC = N (L + 1n 27 + 2 1In §) + 2 k_ (4.8)

is computed where Q is the estimated standard deviation of the
residuals. The variable AIC should have a minimum for the cor-

rect order of the model according to Akaike.

Using the model described by equation (4.1) we get directly a
description of the disturbances together with the input-output

model in the form
= -1 -1
yD(t) = AC(g ) /A(g Te(t) (4.9)

If the disturbances of the process are measured, i.e. without
exciting the process with any input signals, it is possible to
model them directly by a model of the form (4.9). This can be
done using the available program package. To illustrate this
we have subtracted the deterministic model output from the
measured output and then identified the remaining part of the
signal which can be considered as the total disturbance acting

on the process.
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5. IDENTIFICATION RESULTS

In this section the identification results for the four expe-
riments will be presented. In the first part we consider the
identification of the whole data sets including the beginning
of the data series where some form of transient behaviour can
be observed. In the second part the first 100 points of the
experiments were excluded so that the process approximately

has reached a stationary behaviour. In both cases models up to
the third order were identified from the data. The maximum va-
lue of three was chosen partly from physical point of view and
partly from the results of the statistical model order tests.
The physical process consists of transfer between. input pressu-
re and the moving of the valves (simultaneous opening and clo-
sing the valves 5 and 6) which results in increasing or decrea-
sing the cooling intensity followed by the bed temperature

changes.

In Table 2 the results from the identification of the whole
data sets are presented. The models are denoted by MLEij where
i is the number of the experiment and j the order of the mo-
del. The parameters of the models, the obtained loss function
values and the value of the Akaike s information criterion

are given. The loss function is decreasing with increasing
order of the model. The AIC value has its minimum for the
first order models except for the third experiment where a
second order model is indicated. The test gquantity given by

equation (4.6) is computed. Let us assume the null hypothesis
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a, = b2 = c, = 0 (5.1)

The test quantities t2 1 for the different experiments are

14

Exp l: 0.49
Exp 2: 0.595
Exp 3: 2.278

Exp 4: 0.13

If we then use a risk level of 5 % which corresponds to a va-
lue of the test quantity of 2.6 (for N » 100) we find that

for all our experiments the loss function is not reduced sig-
nificantly when increasing the order from one to two. The null

hypothesis is therefore accepted.

For illustration purposes we present in Figs. 9-12 the auto-
correlation functions of the residuals and the crosscorrela-
tion functions between the residuals and the input signals
for all four experiments for the models of the first order.
In part a) of the figures the autocorrelation function is
shown and in part b) the corresponding crosscorrelation
function. There is no value of the autocorrelation functions
outside the + 2¢é limit which means that we can accept that
tﬂe residuals are white. We get similar information from the
crosscorrelation functions. It is possible to conclude that
there is no correlation between the residuals and the input.

This again indicates that a first order model is sufficient.

In Figs. 13-16 there is a comparison between the measured
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outputs and the deterministic model outputs for the different
experiments. We observe that for the experiments 2 and 3 the-
re is a large discrepancy between the two signals in the be-
ginning of the experiments (approximately 100 points). This
can be explained as a transient in the output signal caused by
the fact the process was operating at a point different from

the average value of the input signal.

The results can be summarized in the following models

-6.13q L 1-0.898g *

Exp 1l: y(t) = —7 u(t) + 5.82 —7 e(t) (5.2)
1-0.990¢g 1-0.990g
-4.54q7 % 1-0.851g *

Exp 2: y(t) = == u(t) + 5.78 = e(t) (5.3)
1-0.991q 1-0.991q
—9.51q" 1-0.791g"*

Exp 3: y(t) = —7 u(t) + 6.22 -7 e(t) (5.4)
1-0.984qg 1-0.984q
~9.74g" 1 1-0.904g" T

Exp 4: y(t) = T u(t) + 5.58 -] e(t) (5.5)
1-0.980qg 1-0.980qg

A first order discrete time system bq_l/(l—aq_l) can be con-

sidered as the result of sampling a continuous system
K/(14sT) assuming that the input signal is constant between

“AT/T 4pd b = K(l—e—AT/T),

the sampling events. We have a = e
where AT is the sampling interval. Calculating the time con-
stant and the gain of the corresponding continuous models to

(5.2) - (5.5) we get the results shown in Table 3.
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MLE1l1l MLE21 MLE31 MLE41
AT (s) 1 1 2 2
T (s) 104 108 .124 99
K 635 491 590 582

Table 3

As a final check the amplitude and phase for the obtained mo-
dels have been computed as well as the power spectrum of the
disturbance part of the models. The results are shown in
Figs. 19-21. There is a good agreement between all models ex-
cept that the power of the disturbances is quite much lower
in experiment 4, what indicates the beginning breakdown of

the thermoelement.

Consider now what happens if we subtract the deterministic mo-
del output from the measured one which means that the remaining
part of the signal is the disturbances acting on the process,
and then identify this signal as a time series using the mo-
del (4.9). This identification is only made for the fourth
experiment since there is only a small transient in this expe-
riment. The identification is done using the following command

sequence.

VECOP V41leEXP4(2)¢D41 1)
ML M1V41leVv4l 1 2)

RESID R1V41eM1V41l V41 20 3)
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1) The deterministic model output D41 is subtracted from the
measured one (EXP4(2)). The model output D41 is obtained
from the first order model.

2) A first order model of the form (4.9) is estimated using
the maximum likelihood method.

3) The residuals are computed and put into the data file

R1V41 and different statistical tests of them are provided.

The steps 2)-3) are then repeated for orders 2-4 of the model.
The results of the identification are given in Table 4. A plot
of the residuals for the first order model is shown in Fig. 17.
The AIC value is minimum for the first order model. The wvalue

of = 0.36 also indicates that a first order model is suf-

t1

ficient. The autocorrelation function of the residuals is
shown in Fig. 18, which also supports the choice of the first
order model. The following model is accepted

1-0.869q *

yp(t) = 5.57 e(t) (5.6)

1—0.950q'l

This model compares well with the second part of the model
(5.5). The discrepancy is explained by the fact that when
estimating a model of the structure (5.5) the parameter a; is
common to the deterministic and stochastic parts. of the model.
If we instead use the approach here this coupling does not
exist. A more straightforward way would be to have different

denominators for the deterministic and stochastic parts of the

model, in the first place.
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M1Vv41l M2V41 M2V41l M4Vv41l

n 1 2 3 4

AT 2 2 2 2

a; -0.950 -1.93 -2.13 -0.083
a, ©.835 1.317 -0.402
a3 -0.187 -0.610
a4 0.205
cq -0.869 -1.867 -2.05 0.003
c, 0.877 1.217 -0.330
c3 -0.159 -0.631
Cy 0.247
A 5.571 5.56 5.56 5.540
v 5740.8 5723.3 5721.7 5678.6
AIC 1955.0 1957.8 1961.7 1962.9
Table 4

We will now study if the transient found especially in the
experiments 2 and 3 has any substantial influence on the mo-
dels. To do so the first 100 data of the data series have
been disregarded for all the four experiments. The obtained
results are presented in Table 5 where the models are denoted

MLCij. For these models we get

EXP1l: t

2,1 1.727

EXP2:

o+
I

2,1 0.619
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EXP3: t 0.258

2,1

EXP4: t 0.213

2,1

The AIC guantity has its minimum value for the first order mo-
del for the experiments 1 and 2 and for the third order model
for the experiments 3 and 4. The autocorrelation functions for
the residuals and the crosscorrelation functions between the
residuals and the input signals are shown in Figs. 22-25. Based
on this information it is possible to conclude that a first
order model is acceptable for our purposes. In Figs. 26-27
there is a comparison between the deterministic model outputs
and the measured outputs for experiments 2 and 3. The signals
now have a better agreement in the beginning than when the

transients were there.

The obtained models can be summarized as

_5.64q " 1-0.865q "

EXPl: y(t) = —7 ult) + 5.85 =3 e(t) (5.7)
1-0.989¢g 1-0.989g
~4.42g7 1 1-0.867q *

EXP2: y(t) = = u(t) + 5.75 = e(t) (5.8)
1-0.991g 1-0.991g
~8.54q" 1 1-0.811q *

EXP3: y(t) = —7 u(t) + 6.21 —7 e(t) (5.9)
1-0.981q 1-0.981q
~9.67q L 1-0.946q *

EXP4: y(t) = —7 u(t) + 5.61 -7 e(t) (5.10)
1-0.985g 1-0.985q

In the Table 6 the gains and time constants of the correspon-=

ding continuous systems are given.
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MLC11 MLC21 MLC31 MLC41
At (s) 1 1 2 2
T (s) 92 113 105 129
K 516 501 507 623

Table 6

The transfer functions for the first order models of the four
experiments are compared in Figs. 28=30. These curves are
very much the same as was shown in Figs. 19-21 indicating
that the initial transient part was without any large in-

fluence in this case.
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6. CONCLUSIONS

The results of the identification of the four experiments
show that a first order model well describes the dynamic
behaviour of the process. The models of the different expe-
riment as well as the models obtained with and without the
initial transient in the data are almost similar. This con-
firms the conclusion that the obtained model is sensible.

We have thus obtained a dynamical model of the cooling of
the fluidized bed which in this case is a new system. This
information can be used for the design of adaptive algorithms
for the control of the sulphur removal process from the out-
let gas of the reactor. Also we have obtained models of the

disturbances acting on this process.
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